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To the memory of Hippolyte Bayard,
the third inventor of photography

Photograph: a picture painted by the sun without instruction in art.

—Ambrose Bierce

Photography makes me alive. When I take pictures, it really
stimulates me, the way a gambler is stimulated on betting.

—Michael Mcgee

There is no reason for any individual to have a camera in his home.

—Ken Olsen, paraphrased



Preface

We have all become photographers! The advent of social media, such as Facebook and
Twitter, and the proliferation of cameras everywhere (inexpensive compact cameras and
cameras in computers, tablets, telephones, and other mobile devices) has made photog-
raphers of us all, even those who rarely take a photograph. More people than ever take
snapshots and share them with family, friends, or even the entire world! Photography
today is everyman’s art. This is a quiet revolution, part of the larger revolution in
electronics, and it has come about because of the emergence of digital photography.

The first photographs, produced in the 1840’s, must have been a revelation. The
ability of a photo to show a scene that is as real as in real life changed the outlook
of people on life. For the first time a person could see real images of faraway events,
accurate pictures of world wonders such as the pyramids, and even their own image
(which they often hated). This was a revolution.

Modern photography started in the late 1830’s, with the practical photographic
techniques developed by Fox Talbot in England and Louis Daguerre in France. For
the next 150 years photography had been vastly extended and improved. Color film,
light meters, automatic cameras (both auto exposure and auto focus), standard 35 mm
film and cameras, flash and strobe photography, underwater and aerial photography, and
instant film are only some of the important developments in this field. Then, in the early
1990’s, a quiet revolution occurred. All of a sudden, film was replaced by semiconductor
image sensors, cameras became electronic, and darkrooms were converted to computer
rooms, running printers and image processing software.

The following facts illustrate this revolution. The film-based cameras of the past
were mostly manual; automatic cameras, which used primitive analog computers to
measure light, were expensive. Current digital cameras are mostly automatic; cameras
that o↵er manual controls in addition to automatic exposure and focusing, are more
expensive. The great photographers of the past were wizards in the darkroom (they
understood chemistry, paper, and film) in addition to their skill with the camera. Pro-
fessional photographers today are computer and image-processing savvy in addition to
their knowledge of exposure, white balance, and image composition.

(White balance, Section 2.12, is the process of calibrating the camera for the type of
light that exists during a shot, so that the resulting colors are accurate. This calibrating
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is needed because the image sensor is color blind and the color of each pixel must be
computed in the camera as soon as the shutter has closed. It is possible to help the
camera determine the correct white balance by “showing” it a white object. It is also
possible to save the image in the computer in raw format and use software to change
the white balance and obtain correct colors.)

Cheaper cameras and accessibility to clients created a boom of bad photography,
something we here call “fauxtography.” Buy a $600 Canon Rebel, start a Facebook
fan page and boom, you think you’re a photographer.

http://youarenotaphotographer.com/why-this-site/

But what exactly is photography? How can the essence of such a vast field be
captured in a short phrase or definition? In my opinion, the best way to define or describe
photography is with several short phrases. The best ones that come to mind are the
following. Photography is the art and science of creating durable images by recording or
capturing light. It is the art or practice of taking and processing photographs. It is an
art form, and as such, it tells a story. It captures a scene in all its details. It is the best
way to capture memories. It provides true records of history. It is what photographers
do. It is the skill, job, or process of producing photographs. It is a body of photographs.

Photography is an art form, much as painting and music are art forms, but there is
a di↵erence between photography and other art forms, a di↵erence that makes photog-
raphy more popular than other arts. Many believe that it is easy for anyone to become
a competent (or at least an adept) photographer. All that is needed is a camera, some
photography books, perhaps a few training videos, and much time and e↵ort spent in
shooting and processing pictures. In contrast, simply mastering the standard music no-
tation is not enough to turn one into a skillful (or even a mediocre) composer. Similarly,
studying painting techniques rarely produces an accomplished painter.

In the not-so-distant past, photography was popular even though practicing it was
expensive (because of the cost of film and developing), slow (because of the time it
took to develop film), and tedious (because of the chemicals needed for developing and
fixing photographs). Today, photography is more popular than ever because the digital
camera has replaced the agony of the darkroom with the ecstasy of the computer and
photoshop. There is still a need to be computer savvy, but the number of people who
use computers on a regular basis is considerably greater than the number of those who
used darkrooms in the past. As with anything else, digital photography also has its
downside, as the following quotation illustrates.

Of course, we now have to worry about digital file backup, and the reports of less-than-
stellar longevity of user-recorded CD-RW and DVD-RW discs are not encouraging.
The only solution seems to be that adopted by librarians: LOCKSS (Lots of Copies
Keeps Stu↵ Safe).

—Nelson H. F. Beebe.
Because of the popularity of photography, there is a vast amount of information on

this subject in the form of books, Internet forums, and training videos. Most of this in-
formation concentrates on the more expensive cameras and discusses image composition,
exposure (aperture, shutter speed, and ISO), and the use of lenses. However, the basic
compact (or point-and-shoot) cameras are improving all the time, and many an enthu-
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siastic photographer has discovered that these cameras can do virtually everything their
bigger, expensive cousins can. A compact camera automatically measures the available
light and sets its controls to the right exposure. Thus, it only rarely needs (a little) help
from the user in the form of white balance selection or exposure correction (exposure
compensation).

⇧ Exercise 1: There is another reason why photography is so popular and it has to do
with the prices of used photographic equipment. Search such prices and try to figure
out what they have to do with the popularity of photography.

It’s all automatic. All I have to do is press the button. It’s a camera that every
amateur buys. [pause, points to his head] It’s all in there.

—Helmut Newton.

⇧ Exercise 2: What kind of professional photographer may reasonably be considered a
non-artist.

The following bit of photographic history illustrates the power and influence of the
field of photography.

In 1909, the French banker Albert Kahn started The Archives of
the Planet (Les Archives de la Planète), an ambitious project to create
a color photographic record of the peoples and cultures of the world.
From 1909 until 1931 Kahn hired photographers and cameramen to
travel the globe and build up an iconographic memory of societies, en-
vironments and lifestyles of people in the 50 countries they visited. His
photographers used the newly-developed autochrome, the first practi-
cal color-photography process, to produce more than 72,000 still color
photos and 180,000 meters of black and white film. Kahn’s idea was to employ the
medium of photography to promote cross-cultural peace and understanding. He real-
ized that photography was more than taking snapshots and pushing buttons. Kahn
was one of the early believers in the power of photographs and films, and his collection,
currently housed in the Albert Kahn museum, reference [Kahn.musee 14], is a proof
of the power of photography to entertain, teach, and influence us. Kahn’s project was
the first large-scale application of photography to promote peace and humanity and to
fight intolerance. It therefore serves as an important milestone in both the history of
photography and the history of mankind.

It’s weird that photographers spend years or even a whole lifetime, trying to capture
moments that added together, don’t even amount to a couple of hours.

—James Lalropui Keivom.

Autochrome was the first industrial process for true color photography. When
the Lumière brothers launched it commercially in June 1907, it was a photographic
revolution—black and white came to life in color. Autochrome images consist of fine
layers of microscopic grains of potato starch—dyed red-orange, green, or violet blue—
combined with black carbon particles, spread over a glass plate where they are combined
with a black and white photographic emulsion. The resulting images feature true colors,
but also su↵er from a large number of minute color dots, due to the imperfections in the
potato starch.
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The main branches of photography

Because photography is such a vast discipline, it is important to identify its main
components or branches. They are the following:

Art. There are many types of artistic photography, such as candid, erotic, family,
glamour, high-speed, landscape, still-life, and infrared.

Commercial. This includes areas such as advertising, aerial, fashion, food, sport,
stock, travel, and wedding.

Documentary. This many be further divided into reportage and o�cial. The for-
mer includes fire, sport, journalism, street, travel, underwater, war, and wildlife. The
latter includes forensic, law enforcement, and scientific photography such as high-speed,
infrared, satellite, schlieren, ultraviolet, and underwater.

As with any other art form, definitions in photography are imprecise. Infrared
photography, for example, may be artistic or scientific, depending on who does it and
why. A landscape may be artistic or documentary (as in the case of documenting a fire
or flood). A portrait may be of any type. A portrait of a newborn may be taken in
order to document his early days, whereas a portrait of a model may be commercial,
a portrait of a prisoner may be documentary (o�cial), and a portrait of a politician
may be documentary (reportage). Pictures shot at a fashion event are often commercial
and are ordered and paid for by the event organizers, but the same pictures may be
documentary if they are photographed in order to be published online. Similarly, a
portrait shot at a wedding may be artistic if taken by a family member, a friend, or a
hired photographer, but may also be documentary or commercial if taken by a journalist
to be published in a magazine. An interesting example is the Migrant Mother portrait,
taken by Dorothea Lange (Figure 6.61). It shows a mother sitting, resting her head
on her right hand, with two of her children resting their heads on her shoulders. This
image is documentary because it was taken spontaneously (although with the subject’s
permission). However, if the photographer would have asked the woman to sit in that
particular position and ask her children to pose as they did, the same image would have
been an artistic portrait.

Thoughts about current (2020) cameras

These words are written in mid 2020, when developments (mostly computer-aided)
in camera, sensor, and lens design and manufacturing have made it possible to easily
take images that would have been di�cult or impossible just a decade ago. Here are
some examples of recent progress.

Extremely wide-angle lenses that feature sharp focus from edge to edge, no vi-
gnetting, and no bad flares. Figures 1(1,2) are examples.

Good quality, inexpensive fisheye lenses (Figure 1.68) that produce little distortion
and very little flare.

Telephoto lenses (Figures 1(3,4)) that are as good as the best available in the past,
but are much less expensive.
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Courtesy of andrew jephson
Wide angle, unsplash.com

1 Courtesy of annie spratt
Wide angle, unsplash.com

2

Courtesy of anonymous
Telephoto, unsplash.com

3 Courtesy of erin wilson
Telephoto, unsplash.com

4

Courtesy of klaudia pyc
HDR, unsplash.com

5 Courtesy of treks himalaya
HDR, unsplash.com

6

Figure 1: Extreme Images.

Macro lenses that show us unexpected details (Figure 2.154).

In addition, techniques for light metering have improved such that current light
meters take the guess out of setting the exposure in di�cult lighting situation such as
dark scenes, high dynamic range, or complex light that varies considerably across the
scene. In addition to being intelligent, current light meters are also fast, making it easy
for the inexperienced user to quickly freeze fleeting images and capture their colors,
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texture, and small details without having to think or worry about exposure.

Chapter 5 explains how image processing software handles scenes with high dynamic
range (Figures 1(5,6)) and can produce beautiful images from a set of photographs of
the same scene shot at di↵erent exposures. Techniques of post processing have made it
easy to stitch images in order to produce very wide panoramas, a feature that used to
be di�cult and time consuming just 20 years ago.

Current image sensors have become very sensitive, thereby allowing the user to
shoot in low light situations such as early morning and late evening. A photographer
can now easily obtain high-quality images that were di�cult even 10–15 years ago and
absolutely impossible with film.

An important, unforeseen feature of photography in general is the vast proliferation
of cameras. Today, there are cameras everywhere. In telephones, cars, homes (security),
and built into various unexpected places (spying). Just the sheer number of cameras and
images has caused a revolution in photography, a revolution that no one has predicted
even 15 years ago. We are surrounded by cameras. They are with us, on us, around us,
as well as around the corner from us. It is rare to hear about an interesting or important
event without seeing some images of it.

These examples and others combine to produce an important, unexpected result.
We now experience the world around us di↵erently. Telephoto images, wide-angle pic-
tures, fish-eye photographs, and HDR, panoramas, and low-light shots show us the
world in ways that could only be imagined in the past. We must therefore conclude that
photography has changed, shaped, and a↵ected our lives in fundamental ways.

The camera as your basic tool

Chapter 6 explains how the miracle year 1839 saw the birth of photography. Clearly,
photography, lenses, cameras, and other photographic equipment have changed consid-
erably since. Progress in this field is continuous and even seems to accelerate. However,
the basics of the camera, the main tool of the photographer, have not changed in all
those years.

Today’s cameras are technological marvels that contain advanced optics, a com-
puter, miniaturized controls, a modern screen, and/or a viewfinder (optical or elec-
tronic), a flash, electronic circuits for automatic focusing and automatic exposure, and
a sophisticated image sensor. Your camera is very di↵erent from the cameras used by
early photographers, and yet the basic elements of the camera haven’t changed. Every
camera ever made has the same basic parts. A camera starts with a light-proof box.
It is important to prevent any stray light from reaching the light-sensitive material, be
it film, a glass plate, or an image sensor. Virtually all of today’s cameras also have a
lens. This optical device bends the light rays from the scene and sends them to the
light-sensitive element of the camera.

A camera also has an aperture. This is simply a hole that lets light from the scene
into the lens. Current cameras have variable apertures, but pinhole cameras have a very
small aperture that also doubles as a lens. All cameras have a shutter, the window that
opens for a short time and allows the light from the lens to reach the film or sensor.
Once the shutter has closed, the image is ready to be output (write the image file on the
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memory card or process the film). The process of getting the image to the light-sensitive
material is referred to as exposure.

Thus, we can claim that the basic technology behind photography has been stable
from its beginning in 1839, even though it has undergone much progress. One exception
is the light-sensitive element of the camera. It started with primitive chemicals, some as
dangerous as mercury vapors. Researchers then developed wet mixtures that had to be
poured on a glass plate and developed immediately after exposure. Then came dry com-
pounds of silver, followed by paper tape, film of cellulose, and finally, the semiconductor
image sensors of today.

I believe that it is safe to claim that the greatest revolution in the field of photogra-
phy was the switch to digital cameras and sensors. This was a radical move from analog
to digital devices, a move that occurred not just in photography but in many devices
and instruments used in communications, entertainment, and other fields of everyday
life.

Next, we should consider the di↵erence between cameras and other tools, instru-
ments, and devices that we use all the time. Take cars, for example. Today’s cars
have the same basic parts as old cars. They have engines, transmission, seats, wheels,
tires, brakes, a steering wheel, and other parts. But they also have sophisticated parts
and systems such as anti-lock brakes, climate control, power windows, GPS navigation,
and turbo engines. A driver can drive safely and professionally for many years without
knowing how those systems work, but photography is di↵erent. Photographers will tell
you that in order to produce good pictures they have to know how their cameras work.
A photographer must know how varying the aperture a↵ects the depth of field (Sec-
tion 2.6), how di↵erent shutter speeds result in blurring the subject’s motion or freezing
it, and how high ISO values contribute to image noise. A photographer must also be
familiar with the properties of various lenses and with the main types of cameras, such
as DSLRs, cropped DSLRs, mirrorless, and compact, in order to choose the best type
for a given shooting job.

Photography: analog and digital

Today, film photography is commonly referred to as analog. In engineering, the
term analog is used for any signal where the output is proportional to the input. A light
meter, an instrument familiar to many photographers, is a good example of an analog
device. The light being measured is directed to a photocell which generates an electrical
voltage proportional to the light intensity. The voltage is then used to deflect a needle
across a scale.

Once this is grasped, it should not come as a surprise to discover that a digital
camera is based on an analog device, namely, the light sensor. Section 2.11 discusses
sensors and photosites and shows that a photosite is a miniature light-sensitive photo-
cell which accumulates electrons and generates a tiny electrical charge proportional to
the light intensity. Thus, photosites—and by implication, sensors—are analog devices.
Photography therefore starts in an analog device and becomes digital only when the
brightness levels are collected from the photosites and are converted into numbers.

Thus, hidden at the heart of digital photography is an analog sensor, a subtle fact
which may become a source of confusion. This source is removed in the French language,
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where the word argentic (pertaining to or containing silver) is used instead of analog to
describe non-digital photography.

Table 2 lists several photographic terms used in analog and digital photography and
may serve to illuminate the relation between these two aspects of the field.

Analog Digital
film sensor

film grain digital noise
developing processing

image is slow to appear image is instantaneous
small viewfinder large LCD screen

high dynamic range (13–14 stops) of film low dynamic range of sensor⇤
negative-positive pixel

speed ISO
roll SD card

silver halide photosite
ASA PPI

chemistry software
darkroom desktop

wet dry
paper image electronic image

image is mailed image is sent electronically
*Can be dramatically increased by shooting a bracketed sequence of images.

Table 2: Terms Used in Analog and Digital Photography.

The topic of Chapter 7 is the emerging field of computational photography, which
is steadily becoming more important. Here are a few words about the increasing impor-
tance of algorithms and software in photography.

For decades, cameras used film; they were analog devices. Starting in the 1950’s,
many advanced SLRs had an analog computer, but it was a special-purpose device, used
only to measure exposure. Today’s digital cameras have digital computers in them.
Also, many (most?) camera users have computers at home. It is therefore natural that
researchers in computers and optics, working for camera makers, in universities, and
in research institutes, would try to extend the capabilities and applications of these
computers. Initially, in the 1990’s, the computers driving digital cameras su↵ered from
lack of processing power and were used for demosaicing, JPEG compression, format-
ting the output in RAW, measuring exposure, and controlling contrast. Then came
powerful, useful applications such as autofocus, face and eye recognition, and object
tracking. These demanded more powerful built-in computers and gave meaning to the
term computational photography.

Over time, starting with the earliest digital cameras of the 1990’s, researchers tried
to add new, unexpected, and exciting capabilities to those devices, mostly through the
use of sophisticated algorithms and complex software, but also by including special pieces
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of hardware in the basic camera. Here are some ideas that scientists dreamed up and
managed to develop and build into practical devices:

A way to take a photograph and then deduce from it parts of the scene that were
visible from the location of the light source but invisible to the camera.

Refocusing a photograph after it has been taken.

Bringing a defocused image into sharp focus.

Creating a wide panorama from a set of overlapping images.

Clearly these developments (and others that may currently be only a gleam in the
eye of some scientist or that are in development) have extended the concept of a camera
and have done this mostly through the use of software. The extra hardware needed for
the examples above is minimal. We therefore believe that future cameras will benefit
from software, but what about progress in camera hardware? As far as we can tell, the
basic camera elements—lens, shutter, and sensor—have reached a level of sophistication
where only minor improvements can be expected. There may be more megapixels, higher
ISOs and f-numbers, and wider ranges of exposure times. After all, we cannot expect
any changes in the way light moves and bends, in the optical properties of lenses, and in
the quality of glass. It is therefore reasonable to expect that the future of photography
is in software, i.e., in computational photography, rather than in optical and electronics.
Software and algorithms are becoming an essential part of photography.

We realize that photographic hardware has advanced to the point where it is reach-
ing the limitations posed by the laws of nature, but software and computational capa-
bilities are still very far from any limits. It is possible to build processors, memories,
and drives that can store and execute bigger programs. We can imagine a not-so-distant
future where it will be possible to simulate an optical process at the level of individual
photons. Even existing techniques, such as HDR, can be extended without limit when
cheap, fast processing power is available. Currently, HDR processing is normally lim-
ited to nine bracketed frames, but someone may soon discover a way to benefit from a
100-frame HDR, which can be obtained with software, no extra hardware needed. We
can summarize this discussion by saying that in the past, advances in photography were
in glass, whereas today they are in mathematics and silicon.

Goal of the Book

In 2012, when this book was started, its main goal was to convince the reader that
the compact cameras then available produce good (or at least, adequate) pictures in
most photographic situations. It is only in rare cases that large, expensive cameras are
absolutely necessary. Today, in 2020, circumstances have changed. The state of the art of
photography, cameras, and lenses has advanced, prices have dropped, and there are more
types of cameras, lenses, and accessories. The result is that compact, automatic cameras
have become less important, and more photographers, professionals and amateurs alike,
use the various types of mirrorless cameras which are small, lightweight (see especially
Exercise 3.6), have interchangeable lenses, and are controlled by powerful computers
and sophisticated software with many options, choices, and preferences.
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Thus, Chapter 4 is still part of the book, but recent editions include much new
material such as micro four thirds (MFT) cameras (Section 3.9), tilt-shift lenses (Sec-
tion 1.19), computational photography (Chapter 7), and many thoughts and advice on
photography, image composition, and what and when to shoot (in the Introduction).

Someone told me that each equation I included in the book would halve the sales. I
therefore resolved not to have any equations at all. In the end, however, I did put in
one equation, Einstein’s famous equation, E = mc2. I hope that this will not scare
o↵ half of my potential readers.

—Stephen Hawking, A Brief History of Time, 1988

Organization and Features

Chapter 1 concentrates on the basic concepts behind photography, namely light,
the eye, color, and geometrical optics. The latter topic includes refraction, prisms, and
lenses.

Chapter 2 explains how a basic digital camera works and follows with a discussion
of basic photographic terms such as exposure, f-stop, depth of field, shutter speed, ISO,
white balance, and auto-focus.

Chapter 3 is devoted to the principal types of digital cameras. This includes digital-
single-lens-reflex (DSLR), twin-lens-reflex (TLR), digital-single-lens-mirrorless (DSLM
and MILC), rangefinder, bridge, micro four thirds (MFT) (Section 3.9), compact (point-
and-shoot), and special types of cameras such as ultraviolet, infrared, 360� panoramic
cameras, and 3D cameras.

Chapter 4 describes two compact cameras and shows how to use them in many
practical situations. The goal of the chapter is to convince the reader that the compact
cameras currently available can, especially with the help of extra software, o↵er serious
competition to their more sophisticated (and also bigger, heavier, and more expensive)
cousins the DSLRs and MILCs. The reader will learn, among others, how to obtain a
shallow or a large depth-of-field (Section 2.6) by controlling the aperture size and how
to handle situations with high dynamic range. (HDR, Section 4.6, is a measure of the
lightest to the darkest tones in an image. HDR is important where the subject had very
bright and very dark parts and we want all their details to appear in the final image.)
How to shoot when motion is detected (Section 4.9), how to shoot a time-lapse sequence
of images (Section 4.3), and how to mount detachable wide-angle and telephoto lenses
in addition to the original, non-interchangeable lens of the camera. The chapter also
shows how many Canon compact cameras, even old models, can be given a new life
and coerced to perform “miracles” such as the following: (1) Work in shutter-priority
and aperture priority modes, (2) output raw image files in addition to the standard
JPEG, (3) work with very fast (in some cases up to 1/8000 s) and very slow (up to 64 s)
shutter speeds, (4) display RGB color histograms, (5) detect motion, (6) take a group of
exposure-bracketing photos, and (7) use the built-in timer to reduce camera shake and
vibrations.

Chapter 5 is a detailed discussion of the important concept of high dynamic range
(HDR). The term “dynamic range” is defined, the HDR problem is explained, and it
is shown how to shoot a sequence of bracketed HDR images either handheld or with a
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tripod. The chapter continues with descriptions of the two main approaches to HDR,
namely exposure fusion and tone mapping.

Chapter 6 is an extensive summary of the history of photography. Individual sec-
tions are devoted to the most important milestones in the development of photography.
There are short biographies of eminent photographers, a list of historically-important
photographs, and a detailed timeline of photography.

Chapter 7 covers several topics and techniques used in the important field of com-
putational photography. Most of this chapter is devoted to traditional methods of image
manipulation and processing, but it also includes descriptions of several new, “magical”
algorithms that produce unexpected (and often unbelievable) results.

Chapter 8 is about image composition. It describes the important methods for
composing images, and illustrates each with examples.

Appendix A lists and explains the controls found on two modern cameras.
Appendix B is a glossary of photographic terms.
Appendix C is a list of the important features buyers should look for in compact

cameras. This material is especially relevant to those who are looking to purchase such
a camera.

Appendix D discusses legal issues that should interest any photographer or would-be
photographer.

The remaining appendixes are for mathematically-savvy readers who would like to
understand the details of the JPEG algorithm, how a lens is shaped, and what exactly
is a pixel.

Appendix E tries to explain the basic steps of the JPEG algorithm in a non-
mathematical language. This material is intended for readers who are interested in
more than just using a camera and obtaining great pictures. This material is followed
by a description of the TIFF file format.

Appendix F employs several mathematical techniques and approaches to analyze
the behavior of spherical lenses and derive the equation of an aspherical lens.

Finally, Appendix G discusses pixels, their meaning and how to interpolate them.

Target Audiences

I planned this book for those interested in digital photography and cameras in gen-
eral, who are not afraid to learn and understand technical topics. The book discusses
many technical subjects in depth and it does not hesitate to use mathematics when
needed. However, in recent editions I also tried to include much material on the impor-
tant topic of image composition, and illustrate it by many small, beautiful photos taken
by many photographers. In this respect, the book is di↵erent from many other books
on photography which include lots of beautiful photos taken by the author, but avoid
the use of mathematics.

The camera can photograph thought.
—Dirk Bogarde.

A disclaimer. As new editions of this book come out, the book gets not only bigger,
but more inclusive. More and more topics, concepts, and techniques are described, but
it is important to realize that the book is not complete and never will be. Because of
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the nature of digital photography (it is controlled by software, which makes it possible
to add features without adding hardware) and the wide interest in photography, new
cameras, lenses, accessories, and software appear all the time. Thus, if you cannot find
a favorite topic in the book, simply write to me and you may find it in a future edition.
I have also discovered that progress in photography is accelerating, which means that
this book will always be behind with respect to many of the newest developments in the
field.

When I am dead, I hope it may be said:
His sins were scarlet, but his books were read.

—Hilaire Belloc

References and Exercises

The following notation is used for references: [abc 13] where 13 is the year and
abc is the reference name (a short string). The references are listed following the ap-
pendixes. The many exercises sprinkled throughout the book are important. Thinking
about an exercise and solving it can significantly increase the reader’s understanding and
comprehension of the topic under discussion. Answers are provided, but they should be
consulted only as a last resort.
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Errors?

Any comments, suggestions, and corrections are welcome and should be emailed to
the author at dsalomon@csun.edu. However, if you notice something missing, consider
the following quote (from Mark Twain) “A successful book is not made of what is in it,
but of what is left out of it.”

When the time comes that defeated Japan is again permitted to
enjoy the benefits of world trade, a vast market for photographic

goods of all sorts will be open to American exporters.
Japanese photographers recognize the superiority of our

photographic products over theirs and are anxiously awaiting the
opportunity to purchase American cameras and equipment.

—Popular Photography Magazine, 1946
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Introduction

The term photography comes from the Greek '!& (phos, for “light”) and �⇢↵'✏◆
(graphei, for “that writes”). Thus, the literal meaning of “photography” is “drawing
with light,” but photography is much more than drawing and it does not exist merely to
duplicate reality. First and foremost, photography is an art form and its practitioners
are artists. Most of this book is devoted to the technical side of photography, because
its artistic side, as mentioned in the Preface, cannot be taught in a book, video, or even
in a live lecture.

Thoughts on Photography

The earliest cave paintings in Europe are found in the
El Castillo cave in Cantabria, Spain. They date back to the
Aurignacian period, approximately 40,000 years ago. The
existence of this type of art all over the world, not just in
Europe, indicates that humans are fascinated by images and
have been so for at least several millennia. Modern photogra-
phy had its start in the late 1830s and very quickly spread all over the world. Everyone
wanted his picture taken, because photography made it possible, even easy, to obtain a
realistic image of a person, animal, or landscape within days or even hours (initially, it
took minutes to expose the film, and then hours to develop and fix the image). Before
the age of photography, the only way to create a realistic image was to hire a painter, a
slow and expensive process with often disappointing or unacceptable results.

The justification of art is the internal combustion it ignites in the hearts of men and
not its shallow, externalized, public manifestations. The purpose of art is not the
release of a momentary ejection of adrenaline but is, rather, the gradual, lifelong
construction of a state of wonder and serenity.

—Glenn Gould
We are so used to photographs that we cannot imagine our world without them.

But throughout most of human history, accurate images did not exist. This also explains
why it took so long for artists to develop the concept of perspective (it was developed,
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by Filippo Brunelleschi and others, around 1420). To a person used to looking at
photographs, perspective comes naturally, but to someone who has access only to hand-
drawn pictures, perspective comes as a revelation.

To create a photograph, light has to be measured, concentrated in the right amount,
and sent to a light-sensitive surface such as film or a semiconductor image sensor. This
complex process, which involves many decisions made both by the user and by a com-
puter in the camera, takes a fraction of a second and is repeated millions of times
every day all over the world. Photography is both popular and practical, having many
applications.

Perhaps the most important application of photography is taking a casual snapshot
to record an event for posterity (or at least for a while). This can be done by anyone
with the slightest of reasons. Other applications are found in almost every field of human
endeavor, from astronomy to zoology. Photography also extends our vision in several
ways. Distant astronomical objects that are too faint to observe with the naked eye
become visible when exposed in a camera for hours. A camera attached to a microscope
can record objects too small to be seen otherwise. Cameras can be sent to dangerous
places such as space or deep underwater, to record rare and unusual events and objects.
We have all seen beautiful photos of very fast events; speeding bullets breaking glass and
milk drops crashing into water. Photography has the rare attribute of being a satisfying
hobby, a rewarding profession, and a source of aesthetic pleasure to many.

⇧ Exercise Intro.1: What is the di↵erence between a snapshot and a photograph?

Photographers always use the word “snap” as a joke. It’s like people calling the radio
a wireless.

—Maeve Binchy, Scarlet Feather, 2000

A purist is “a person who sticks to a tradition (often excessively).” Today, in the
age of sophisticated word processors and graphics software, a purist may use a fountain
pen, write in longhand, and draw by hand, but such people are rare. It may therefore
come as a surprise that in the early days of photography, there were many purists who
felt that pictures generated by a machine were artificial and soulless, and were produced
without any skills and with no coordination of the hands (or hand and eye). Those
detractors argued that photography did not involve creativity or imagination, because
the photographic process was automatic. Thus, they claimed, photography was a trade,
not an art. The misspelling foe-to-graphic neatly expresses the views of such purists.
The following derogatory sentence (from 1859) is due to Charles Baudelaire, the well-
known French poet, critic, and acclaimed translator: “Photographers, you will never
become artists. All you are is mere copiers.” (See also Figure 6.58.)

Today, such opinions are unthinkable. We agree that even though a camera is a tool,
its user may be an artist, much the same as the user of a paint brush may be an artist.
It is just a question of how the photographer employs the camera to extend his hand,
eye, and mind. The photographer starts by selecting a promising scene, looking through
the viewfinder, and walking around to locate the best points of view and directions from
which to shoot. Next comes the question of lens, which may be crucial. Sometimes, in
order to end up with a forceful image, the photographer overrides the aperture and/or
shutter speed selected by the camera and intentionally ends up with an overexposed or
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underexposed shot or with a shallow depth of field (Section 2.6). Flashes and strobes
may be used to create a variety of lighting e↵ects, while filters can alter color tones
and emphasize certain shades. Finally, after perhaps hours of preparation, the shutter
release is pressed, but wait! it is initially pressed only half way, to give the computer in
the camera a chance to focus the lens and measure light. When the shutter release is
finally pressed all the way, the photographer may already be thinking of how to improve
the image, either by taking another shot or by processing it on his computer.

⇧ Exercise Intro.2: At present, photography is digital. If photography is also an art
form, then what is the di↵erence, if any, between photography and digital art?

When I have a camera in my hand, I know no fear.
—Alfred Eisenstaedt

Once we agree that photography is an art, it comes as no surprise to see photographs
displayed in museums. Many art museums have a photography department and a perma-
nent collection of photographs. Many cities and communities also support photographic
societies and those may also have (permanent or special) exhibits of photographs (mostly
by local artists). Such a collection is di↵erent from a collection of paintings, because
there is no such thing as an original photograph. The image is created in the camera as
a digital file and can be (optionally processed and then) printed many times. Each print
is as good as the first one, which is why we never hear of original, priceless photographs
stolen from a museum.

Two exceptions to the statement above are old negatives and Daguerrotypes. In the
days of film photography, a negative was one-of-a-kind, which is why negatives of, say,
Ansel Adams, are priceless. However, the negatives themselves are not the artistic part
of photography. A Daguerrotype is created on a metal plate and is therefore original
and unique. Today, we can easily scan and copy a Daguerrotype, but Daguerre and his
contemporaries had no way to copy any of his images.

Like other arts (basket weaving and gardening come to mind) photography is also
a popular hobby, especially now that film costs have been eliminated. Imagine the
satisfaction of a hobbyist who is able, within seconds of shooting a picture, to share it
with friends and family, print it on glossy paper on his inkjet printer, and upload it to
various collections of photos on the Internet.

When a habit begins to cost money, it’s called a hobby.

Another di↵erence between photography and other arts is the many types of pho-
tography. Just append the word “photography” to each of the following: advertising,
aerial, architectural, artistic, astronomical, aviation, candid, cloudscape, commercial,
computational, conceptual, documentary, erotic, event, family, fashion, fire, food, foren-
sic, glamour, high-speed, infrared, journalism, landscape, macro, medical, nature, nude,
panoramic, portrait, satellite, schlieren, sport, still-life, street, stock, travel, ultraviolet,
underwater, war, wedding, and wildlife, and you would begin to appreciate the impor-
tance of this field. (A conceptual photograph tries to convey or illustrate a concept.
Macro photography is concerned with very small objects whose pictures are taken from
very short distances, such that the size of the subject in the photograph is equal to or
greater than life size.)
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⇧ Exercise Intro.3: Try to come up with other applications of photography.

There is also the term computational photography (Chapter 7), which refers to
the many software algorithms included in every digital camera. White balance, Image
compression, demosaicing, HDR, motion detection, time lapse, histogram display, and
face detection are typical examples of what is included in the computer that’s at the
heart of most current cameras, and it makes sense to assume that this trend will continue
and that more and more operations, features, and user-selected options in future cameras
will be controlled by their computers.

Image Sharing

The Zeiss ZX1 mirrorless compact camera was announced on October 2018. The
Zeiss website says about it “A camera designed to give you an absolutely seamless
experience: from shooting and editing, to publishing and backing up.” It was specifically
designed to make it easy for its owner to shoot, edit, and share pictures. Editing is
done with Adobe Photoshop Lightroom CC that is built into the camera. Sharing and
backing up to cloud or home storage is done via built-in Wi-Fi or bluetooth (there is
also geotagging and remote control, both via a smartphone). This design philosophy
reflects the fact that many photographers take pictures with the intent of sharing them.

In the decade of the 2010’s, sharing images has become so popular that many people
shoot pictures only in order to share them.

Image sharing, or photo sharing, is the publishing or transfer of a user’s digital photos
online. Image sharing websites o↵er services such as uploading, hosting, managing
and sharing of photos (publicly or privately).
Geotagging a photo is the process in which a photo is marked with the geographical
identification of the place it was taken.

—https://en.wikipedia.org/wiki/Image sharing.

Like any other popular trend, image sharing has its detractors. Privacy advocates
claim that the sharing of images on social networks may compromise the privacy of people
depicted in them. Professional photographers warn that sending many photographs to
a friend may result in the friend’s realizing that you are a mediocre photographer, and
not as great as they originally believed.

Naming and Saving Images

Digital photography has many advantages over film photography, but it also has
a downside. Shooting and sharing digital pictures is quick, easy, and inexpensive, so
we take many pictures. Anyone who has collected even a few hundred image files is
soon confronted with the problem of organizing them. In the days of film, we had fewer
pictures and it was easy to organize strips of negatives in sleeves and write the date and
subject on each sleeve with a pen or a marker. Nowadays, image files are archived by
their thousands on DVDs or on disks, so image organization and naming is crucial. A
DVD has a capacity of about 4.4 Gbytes or 4,400 MB, so it may contain 2200 two MB
JPEG files or 440 10 MB raw image files (see Section 2.13 for a discussion of these
formats). Hard disks have much higher capacities. If we ever expect to be able to locate
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any image, then the problem of image organization and naming must be solved before
the first picture is taken. Here is what I suggest.

Each photographer should develop his own personal system of naming images.
When pictures are taken by a camera, the camera saves them on a flash memory card
and assigns them names. A typical name consists of a short string—either the strings
IMG or CRW, or derived from the camera model such as DSC50, or any string chosen by
the user—and this string is followed by a (typically four digit) serial number. At the
end of the day, the images should be transferred to a computer, and I believe that they
should be given their permanent names immediately after this transfer. All the images
of a given project should be saved in a folder, and I recommend that they be assigned
names that consist of four parts separated by commas or underlines as follows:

The date of shooting, in the form yymmdd or yyyymmdd. This will help sort the
images according to date.

A 1-letter code designating the nature of the project. For example, we can have P
for private, F for family, W for a work project, and E for experimental projects.

A short string describing the name or nature of the project.

A 4- or 5-digit serial number.
Here are examples illustrating this scheme.

130411,F,DanCitizen,0001 may be an image of Dan (a family member) becoming
citizen of the month at school on April 11, 2013. All images of this project should go
into a folder named 130411,F,DanCitizen.

121212,E,ShutrSpd,0033 could be the 33rd image taken as part of an experimental
project on shutter speeds. This image, and all others of the same project should be stored
in folder 121212,E,ShutrSpd.

130130,W,BloomWeb,0123 is the 123rd image of a web project done for a client
named Bloom. Folder 130130,W,BloomWeb should contain all the images of this project.

If the images are to be archived on DVDs, then about 4.4 GB worth of image files
should be accumulated in the computer. When there is enough data for one DVD, a list
of all the folders has to be prepared by a cataloging program. The list should be a text
or a spreadsheet file which should be named 000000Catalog. Finally, the image files
should be recorded on the DVD together with the catalog. The earliest and latest dates
should be written on the DVD label. The shelf life of DVDs is conservatively estimated
at between two and five years.

A better idea may be to forgo DVDs and save ALL the images on a single disk (or
a solid-state) drive, add to it all the time, and keep a backup. In decimal units, a mega
is 106, a giga is 1000 mega or 109, and a tera is 1000 giga or 1012. Thus, a 2 TB drive
has room for one million 2 MB JPEG images, enough for a lifetime of amateur shooting.

⇧ Exercise Intro.4: Explain why this claim about a lifetime makes sense.

Professional photographers may shoot a lot more than 50 images a day, so they may
go through a 2 TB drive in just a year or two.



6 Introduction

Two drives are needed, designated A and B. On the first day, all image folders should
be copied to both drives and drive A should be taken to a safe place outside the home.
Once a day, the images shot on that day should be renamed and copied to drive B. Once
a week, drive A should be brought home and made identical to B. The drives should then
be swapped, drive B should be taken to a di↵erent location, and image folders should be
added to drive A for the next week.

It is a good idea to have a text file in each disk drive with the names of the projects
and additional information about each (who, what, where, when, why). This helps to
refresh the user’s memory about old projects, but it also requires more work, because
this file has to be updated each day as more images and folders are added to the drive.

A completely di↵erent approach, one that requires less work and may appeal to
some, is to tag each image as it is being taken (or at the end of a day) and use an
image-organization software to keep track of all the images.

A popular approach is to store all the images in a vast cloud storage. This saves
the work of carrying disk drives back and forth and backing up, but raises the problem
of ownership. The owner of the cloud storage may one day decide that he owns ALL
the data stored in his cloud. The owner may also get out of business all of a sudden,
with customers losing their precious data. Naturally, data can be encrypted, but this
shows that any scheme of organizing and archiving large quantities of images has its
drawbacks.

The Longevity/Compatibility Dilemma

Long range archiving is a separate problem. The field of computers and data storage
is rapidly progressing. Storage devices that used to be state of the art just a decade
or two ago, such as floppy disks and zip cartridges, are mostly museum pieces today.
DVDs and hard drives may face the same fate. They are currently (in 2019) being
replaced by solid-state drives (SSD) and may in the future be replaced by more advanced
technology. Thus, there seem to be two ways of keeping data (not just images) for long
periods (1) copying the data to new storage devices as they become available and (2)
keeping the data in a format that is readable without any device. The latter choice
generally means storing data on paper (see reference [digitalrev 15]) or even on ancient
storage technologies such as stone (the Rosetta stone dates from 196 b.c.) or clay (the
Babylonian clay tablet known as Plimpton 322 is 3700 years old). When using paper
as long-range storage medium, important images should be printed in high resolution
and the sheets of paper kept in a cool, dark place. Even paper deteriorates with time
(Section 1.25), but when kept under optimal conditions, it may last for decades, perhaps
even more than a century. (How about printing on parchment? The dead sea scrolls are
about 2,000 years old. Just joking.)

Another example of a readable, long-term format is the Rosetta Disk, part of the
Rosetta project managed by the Long Now Foundation. The Rosetta Disk is a three-
inch disk made of nickel, on which are etched 13,000 microscopic pages of text. It is
supposed to last for 10,000 years, and the point is that the information is written on the
disk in letters (an analog format), not numbers (a digital format). Thus, it can be read
with the help of a good magnifying glass, and it is hoped that it will remain readable
for 10,000 years or more.
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Now that you know how to label and store your images, the next natural question
is how to remember where each picture was taken. When on vacation, you may shoot
dozens of pictures a day, and you may be too tired at the end of the day to immediately
label each photo (Waikiki beach, Ritz hotel, St. Paul church, etc.). Many current cam-
eras have built-in GPS and current smart phones have location services. Such features,
if work properly, are ideal for identifying shooting locations, but here are some ideas to
help you identify where your pictures were taken:

Carry a notebook. After a shot, write the location and other notes on a page, and
then use your camera to take a picture of the page.

Follow each shot with several pictures that will later help you identify the location.
You might take pictures of landmarks such as street names, church spires, familiar domes,
location signs, and trail markers located next to where you took a picture.

Even when your camera has a GPS, it may not work well. Carry a separate GPS
device and use it after each shot to display your coordinates. Write the coordinates
down together with the date and time. The latter information is included in the EXIF
data (Section 2.13.3) and will later help you find the coordinates of each shot.

After taking a picture, switch the camera to the video mode and take a panning
video of the location while talking about the picture. Listening while watching the video
later will help refresh your memory.

A variation is to carry a voice recorder and follow each shot with a short verbal de-
scription that also includes the picture number assigned by the camera (such as DSC0050
or IMG9302) and the time.

How to organize your computer for image editing

The following hints, advice, and suggestions reflect my personal opinion and expe-
rience. Organization, style, cleanliness, and order are personal opinions and feelings and
they vary greatly from person to person.

Ordnung muss sein (there must be order).
—A German proverbial expression

I believe that the particular computer used for image editing does not matter. Any
of the personal computers available today can be used for this purpose, but the following
points should be seriously considered.

The screen should be large, about 23–25”. Editing images on a computer with a
smaller screen (found on most laptops) is slow and tedious because the user may either
see the entire image (small) or enlarge it and see image details, but only of part of the
image.

The images (i.e., the user’s library of images) should not be kept permanently on
the computer’s internal storage (SSD or disk drive). They should be kept on an external
drive with at least one backup. The backup drive should ideally be kept in a di↵erent
location, such as a friend’s house.
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Many people have a favorite picture permanently displayed on their computer
screen. Operating systems also tend to come with a default screen picture. For someone
who does image editing, a gray screen is best. Once the permanent screen picture is
removed and editing starts, colors from the screen picture may linger in the viewer’s
brain for a few seconds and interfere with the editing.

Some people like to have all their folders and files permanently on the screen (Fig-
ure Intro.1). This has the following downsides: (1) The computer is slowed down con-
siderably because the icons of several hundred files and folders must be kept in memory
(RAM) at all times. (2) Locating a file or folder on the screen is slow. (3) When drag-
ging an image file from an external drive to the screen, it may inadvertently go into one
of the many folders on the screen, resulting in a slow and frustrating search. Computer
makers always recommend to keep only a few main folders on the desktop and logically
organize everything else in those folders.

Figure Intro.1: A Cluttered Computer Screen.

The computer should have a slot for inserting a memory card. Downloading images
directly from the camera to the computer can be slow. To speed it up, take the memory
card out of the camera and plug it into the computer. If your computer does not have
a memory card slot, get a card reader; it is faster than transferring data from a camera.

Now for organizing our image library. I recommend having a single folder named
Photos, with subfolders for years. After shooting pictures for two decades, there should
be a subfolder for each decade and 10 subsubfolders for years in each. Inside the folder
for year 2018, for example, there should be folders for months. If no photos were taken in
March 2018, then there should be no folder for that month. On the other hand, if there
were two important events in March, say, wedding (on March 12) and climbing (on March
25–28), then the folder for March may be named “03 Wed Climb” and have several
subfolders in it. Two of the subfolders in “03 Wed Climb” may be named “12 wedding”
and “25 climb”, and there may be other subfolders for images taken on other dates in
March.
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Note that the words “wedding” and “climb” are keywords that the photographer
would have to memorize in order to locate those images in the future. It therefore makes
sense to maintain a dictionary of keywords and update it for each new keyword added
to the library. The dictionary is simply a small text file with entries such as:

Adam and Eve wedding - aewedding
Climbing mount Niitaka - niiclimb

and then use “aewedding” and “niiclimb” as keywords in names of folders instead of
“wedding” and “climb.” With the current fast progress in intelligent software, there
may come a point where the software itself may look at an image and identify it as
taken at mount Niitaka or at Eve’s wedding. Currently only a gleam in the eyes of many
photographers, this would be the ultimate in easy search.

A professional photographer who has several cameras may place a separate folder
for the images from each camera inside a daily folder. Similarly, a professional with
several customers may want to have a separate folder structure (year, month, day) for
each customer.

Another, minor point to worry about is the date and time stored in the camera.
These are time stamped on each image and should therefore be correct. On long trips,
the photographer may move into a di↵erent time zone. Crossing the international date
line would suddenly bring him to a di↵erent date. These changes should be immediately
reflected by him in the camera.

Another question regarding our library of images is deletion. Should images ever
be deleted, and if so, how to choose them and when to delete them? There is no clear
answer to this. Currently (2018) our drives are so big, reliable, and inexpensive that
this is only a theoretical question. Responses vary from “I never delete anything” to “I
immediately delete any image with bad focus,” to “I delete most of my stu↵ immediately;
it is that bad.”

⇧ Exercise Intro.5: What could be reasons for deleting an image?

A digression. In the past, old operating systems, both Windows and Macintosh,
placed strict maximums on both file size and number of files (and folders) per folder, but
current operating systems have such large limits that most users don’t have to worry
about file size and number of files. Here are the relevant numbers:

In the Windows world, the old FAT file format allowed for a 4 GB maximum file
size, 4 GB maximum volume size, and only 512 files per folder. Later Windows versions
supported the FAT32 file format, which allowed for a 4 GB maximum file size, 2 TB
maximum volume size, and 65,534 files per folder. Current Windows versions use the
NTFS file format, where there is no limit on file size, the maximum volume size is 256 TB
(in 64 KB clusters), and there can be up to 4,294,967,295 files per folder.

Volume and file limits in the Mac OS X environment are more relaxed. In all
versions of OS X, there is no limit on the number of volumes. Also, the maximum
number of files or folders in a single folder is 231 = 2,147,483,648 or about 2.1 billion.
The maximum volume size and file size depend on the version of OS X as follows:

In OS v10.0–10.1.5, it is 2⇥ 230 or 2 TB. In OS v10.2–10.2.8 it is 8⇥ 230 or 8 TB.
In OS v10.3–10.5.2 it is 16⇥230 or 15 TB, and in OS X v10.5.3 or later, this limit is the
mind boggling 263 � 231 = 9,223,372,034,707,292,160, which is a bit under 8 exabytes
(EB, an exabyte, is about a million terabytes). (End of digression.)
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Elements of image editing

A vast number of photographs is taken every year and many are edited, processed,
and improved by image editing software on various computer platforms. This claim is
proved by the existence of many photo editing and image processing programs, apps,
and software packages.

⇧ Exercise Intro.6: What are the most common image editing, processing, and manip-
ulating programs at this time?

In such a program, the user selects the entire image or part of it and then specifies
an operation on the selected area. Some software, such as Adobe Lightroom, is espe-
cially useful in cataloging and organizing images. Version 4 of Luminar by Skylum uses
techniques of artificial intelligence (AI) to automatically identify image features such as
eyes and mouth, thereby making it easy to select and edit one feature at a time. The
following is a list of some operations on colors we can expect to see in these programs:

Change color. Once an image region is selected, its color can be changed. An eye-
drop tool can copy color from anywhere in the image and apply it to the selected region.
The temperature of color (see warm and cool colors, Section 1.3) as well as its tint (a
shade or variety of color) can be modified.

White balance (Section 2.12) can be varied until those parts of the image that
should be white become white or very close to white. See especially the discussion of
manual white balance on Page 363.

Color saturation. This term refers to the intensity of color in the image. A saturated
image has overly bright colors (Figure Intro.2). Often, an underexposed image can be
corrected by increasing its saturation, which is done by increasing the intensity of all
the colors in the image. Many image editing programs have a vibrance tool. This clever
operation increases only the intensity of weak, muted colors, leaving the well-saturated
colors unchanged.

Adjusting the contrast of an image is a common, important operation. Bright
areas are made brighter and dark areas are made darker. It is easy to overdo this
operation and end up with color intensities that look artificial. Figure Intro.3 is an
example. The contrast operation pushes all the colors toward their extremes, which is
why the histogram of a high-contrast image has large areas close to the two edges of
the histogram. If the histogram of the original image was concentrated in its middle,
there is a good chance that increasing the contrast would improve the appearance of the
image.

It appears that in the digital age, “lightroom” has
replaced the darkroom.

—Seen on the Internet.

AI in Photography

The term AI stands for Artificial Intelligence. Out of the many definitions and
explanations of AI, the following, from the Brookings Institution, is typical: Artificial
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Figure Intro.2: High and Low Color Saturation.
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High contrast

Original image

Low contrast

Figure Intro.3: High and Low Contrasts.
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Intelligence algorithms are designed to make decisions, often using real-time data. They
are unlike passive machines which are capable of only mechanical or predetermined
responses. They are designed by humans with intentionality and they reach conclusions
based on their instant analysis. (End of definition). AI has become popular in the last
decade, as more and more computer programs, applications, and algorithms purport to
use AI. The phrase “use AI” suggests that AI is a mature technology that can be applied
to many real-life problems and tasks, but detractors of AI claim that this term is simply
a marketing buzzword. Some even declare that an extensive use of AI software may
stifle creativity.

These words are written in early December 2020, when the software company Sky-
lum is ready to release its AI version of the popular Luminar image editor. Like most
image editing and processing software, Luminar is a set of algorithms that examine
real-life data (an image) and make decisions on how to edit and improve it. With this
in mind, here are some answers to the question will Luminar AI and similar future
applications kill or stifle our creativity?

The simplest answer is that we don’t know. Let’s wait and see.

A slightly better answer is based on past experience. In 1839, when photography
was invented, some people predicted that it would kill painting. Why pay a painter, sit
still in his studio for long hours, and then wait weeks or months for a result that depends
on his talent and taste, when in a few minutes we can obtain an accurate, highly-detailed
photograph painted for us by the sun? As we know, art did not die in 1839. Today,
there are more painters and other artists than ever, but instead of competing with
the camera they experiment with other ways of expressing themselves as artists. They
paint abstract, modern, surrealist, and many other types of experimental, revolutionary
pictures, and sometimes they (the painters) even become successful, as indicated by the
prices of their creations and by the fact that the acronym MOMA has become so familiar
that it doesn’t have to be explained here.

After today, painting is dead.
—Paul Delaroche, 1839.

Perhaps the best answer that I can o↵er, based on my personal experience, is that
it depends on the photographer. A pro might want to keep two versions of his favorite
image editing software, an AI version and a non-AI, older version.

Editing starts with the former version, which analyses the image and comes up with
several options for the user to select from. The user may select an option, let the software
do its job, and then decide whether to (1) reject the result and select another option,
(2) reject the result, quit the AI version, and launch the non-AI version of the software,
(3) accept the result and finish the editing, or (4) further edit the result manually (i.e.,
with only the non-AI features of the software).

A rookie, on the other hand, may be interested in a beautiful image, may not
consider himself an artist, and may place the emphasis on results, regardless of how
they had been obtained. Such a photographer may benefit from an AI image editor
which saves time and often produces images that look satisfactory to family members,
friends, and Internet viewers.
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Sport photographers must document a scene accurately, but other photographers
may be more interested in the artistic side of their field and may want to represent the
scene rather than document it. If the AI version of software cannot produce an image
that the user likes, the user may have to try a non-AI version and work harder. On the
other hand, if the AI version generates a satisfactory image, there is no reason to go
further. In either case, the final decision is the user’s, which is why no creativity has
been stifled.

How to Shoot Great Photographs

Those who use a camera and shoot pictures would like to be at least good photog-
raphers, perhaps very good ones, ideally great ones. It is impossible to imagine someone
who takes pictures and yet wants to be a mediocre photographer. That said, what is
required for someone to become a good photographer and shoot great pictures? The
following paragraphs summarize the necessary (but not always su�cient) knowledge and
attributes. Before reading ahead, however, consider that following quote:

Never forget that all the great photographs in history were made with more primitive
camera equipment than you currently own.

—Brooks Jensen
This means that you already own a good-enough camera and cannot blame your equip-
ment for your poor pictures.

Vision. By far, a great photograph demands vision. I don’t mean a pair of good
eyes, although this is also important. By vision I mean the ability to identify a promis-
ing scene or subject and be able to shoot it when the light is at its best. After all,
photography is all about light. The points listed here are all various aspects of vision.

E↵ort. A photographer must be ready and willing to put much e↵ort in searching
for the right subjects (and sometimes in waiting for the right moment). If your subject
is wrong, your pictures would not be great, period. A great photographer must be
willing to wake up at four AM, pick up his camera and tripod (see Exercise 2.14), drive
five miles on bad roads, and then walk, carrying his equipment, another four miles on
treacherous trails in heat and dust to reach a promising spot before sunrise. He must
then be ready to wait hours for the sun to reach the right point in the sky for the lighting
to be perfect, and then take many shots, hoping for the one shot that features perfect
composition and that tells an interesting story. On later examination, even this shot
might or might not prove great. It may not tell the entire story, it may be too complex,
or its background may distract the viewer’s attention.

Alternatively, a great photographer must be willing to take a long sea voyage to
elephant island in the Antarctic, and then brave the cold, darkness, and discomfort of
that place day after day for two weeks until the right subject (such as a penguin in deep
discussion with a seal or an iceberg shaped like a dragon or like a lemon meringue pie)
presents itself.

There is no alternative to e↵ort. A great armchair photographer does not exist.
Not willing to skip dinner, no great pictures for you. Great subjects and ideal times
and places to shoot are rare and far between. They have to be pursued vigorously and
relentlessly. Photography is often a game of patience.
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We are plain quiet folk and have no use for adventures. Nasty disturbing uncomfort-
able things! Make you late for dinner.

—J.R.R. Tolkien, The Hobbit, 1937

Point of view. This is related to e↵ort. Once you have arrived at your subject,
take the time and make an e↵ort to walk around, looking through your viewfinder to
locate the best spot and direction from which to shoot the subject. This includes lying
on the ground looking up, climbing a rock, looking down on the subject, and finding a
spot where you can see the subject through a door or some other frame. It is surprising
how much the right point-of-view can add to the artistic quality of a picture.

A special case of a successful point of view is a subject with eyes. When shooting
a person or an animal, it is a good idea to capture both eyes. The eyes, even those
of a simple animal, are full of expression and may serve as a focal point, to attract
the attention of the viewer and hold it for a while. Note that it is possible to capture
both eyes even in a three-quarter portrait. An especially striking e↵ect can sometimes
be achieved when the head is turned a bit away from the camera, while the eyes look
straight at it (Figure Intro.4).

Figure Intro.4: Three-quarter Portraits.

Planning. Some photographers prefer the adventure of not planning a photo ses-
sion or even an entire photographic trip. They claim that being at the mercy of random
chance is so much more fun. The rest of us should plan before going on a trip and there
are quiet a few software programs that provide tremendous help. Suppose that you
want to photograph the world-famous Golden Gate bridge, but being original, you want
to have the sun, on its way down in the evening, right over the middle of the bridge.
While planning your trip to the San Francisco bay area, you need to know in advance
on what date and at what time the sun would be seen over the middle of the bridge
in the evening. It turns out that the free program Google Earth or its pro version can
tell you that. You just need to rent a boat on September 26 and position yourself at
37� 490 16.2900 N latitude and 122� 280 03.8200 W longitude (this is in San Francisco bay,
between the bridge and Alcatraz island) and you will see the sun right over the middle
of the bridge at 5:48 pm (Figure Intro.5).

Subject. Identify your subject. Image composition is the artistic side of photog-
raphy. Photographers should know the rules of composition as well as when and how to
break them. One of the chief rules is that an image must have a subject which should be
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Figure Intro.5: The Sun Over the Golden Gate Bridge.

well identified. The subject is often a person, a group of people, an animal, landscape,
a building, or a machine. A picture may also have two subjects, the second one being
the background. However, it is important to realize that the subject of a photograph
can also be abstract. Section 8.3 has many pictures illustrating these subjects.

Illumination. Physicists study the interaction of light with matter. Similarly,
photographers are interested in the interaction of light with the subject of a photograph.
The light and the subject are the two most important components of an image, which
is why their interaction may make or break a photographic image.

Certain types of lighting may o↵er a better chance of a great picture. A picture taken
at dusk, under a cloud cover, or in a mist may benefit from the uniform illumination
and may turn out to have a romantic aura. Such a picture may be more attractive
than a similar picture with high contrast, perhaps taken under naked sunlight, where
some image areas are very bright, while others are in complete darkness. Even, uniform
lighting is especially important for macro photography (Section 1.15).

Light coming from a side may bring out a surface texture that otherwise would be
invisible. On the other hand, light coming from one side may illuminate one side of the
subject, leaving the other side too dark. A fill flash may help in such a case.

The start and end of a day may o↵er special lighting conditions that also vary
quickly. Experienced photographers know that light changes rapidly at dawn and during
sunset, thereby o↵ering opportunities for great pictures.

Shadows come with light and may complement it. The right mixture of light and
shadow may add depth and warmth to a picture.

Field of view. Once you have located a promising subject that is also properly
illuminated, the next question to consider is the size of the field of view. Is it better
to have a narrow field, where only the subject would be seen, or a wide field with lots
of background and secondary subjects? A wide field of view (obtained with a wide-
angle lens) may be used to (1) add emphasize and detail to the foreground of the scene
while still including much background, (2) include a large crowd (of people, penguins,
or flowers) in the picture, (3) accommodate a large area even when the photographer
cannot move back far enough because of a restricted space, (4) improve composition and
exaggerate the sense of depth by carefully placing both nearby and far away objects, (5)
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achieve barrel distortion (Section 1.21).
A narrow field of view is obtained with a telephoto lens. Such a lens may be used to

(1) photograph dangerous animals and remote objects such as a belfry, from a distance,
(2) accommodate a large crowd together with a large structure behind it, (3) obtain
a shallow DOF (Section 2.6), (4) telescope a scene (bring all the objects in the scene
closer, with distant objects moved closer more than nearby objects, as in Figure 1.56).
Telescoping, also referred to as compression, is useful because it exaggerates the density
of the objects in the scene and also brings distant objects closer.

Exposure. It is possible (in fact, easy) to completely change the appearance of a
picture by manually changing the exposure that the camera has automatically selected.
The light meter built into the camera does not see the scene. It simply measures the light
intensity coming from certain regions in the scene and it averages the intensities to end
up with one number. The computer then uses this number to determine the exposure
(aperture, shutter speed, and ISO). However, simple averaging sometimes results in
wrong exposures, which is why an experienced photographer may decide to override the
camera’s computer and manually increase or decrease the exposure by a stop or two (the
term “stop” means to double or halve). Here are a few examples:

You are in a room, looking at a bright yard with people, a swimming pool, and trees
and flowers. The light meter sees one bright region (part of the yard), but mostly the
dark regions (the walls of the room). This results in a wrong exposure decision made
by the computer and an overexposed image. The dark walls of the room, which are
irrelevant to the photographer, are properly exposed, showing unwanted details, while
the important subjects outside are overexposed. The solution is to decrease the exposure
by a stop or two, which results in dark walls, and properly exposed objects outside the
room. (It is possible to use HDR, Chapter 5, to produce an image where all the details,
bright and dark, are visible.)

You want to shoot a silhouette of a bagpipe player against the setting
sun. The camera points at the player, who has the sinking sun behind him, so
the light meter sees much light from image regions lighted by the sun. Again,
the final image comes out overexposed. Too many details of the player and
other dark objects are shown. When the photographer reduces the exposure,
the new image shows no details of the player, just a dark silhouette. However,
by the time the photographer realizes the problem and tries to correct, the
sun may be too low on the horizon. An experienced photographer is therefore defined
as one who can foresee the problem and correct it before shooting any pictures.

Filters may improve an otherwise boring picture. A polarizing filter may be the ideal
choice for outdoor shots. It darkens blue sky and blue water and produces saturated
shades of blue that are soothing and seem more natural to a viewer. A neutral density
(ND) filter darkens the image, thereby enabling a long exposure shot (Section 2.21).

⇧ Exercise Intro.7: What type of landscape has a greater chance to result in a popular
photograph?

Capturing space and time. One of the reasons why photography is so popular
and attractive is that it can capture space and time. The important concept of depth-
of-field (DOF, Section 2.6) is a way to capture space. A large image, perhaps a wide
landscape, with a large DOF may overwhelm the viewer and create a sensation of a large,
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open space. In contrast, an image that shows a single sharp object surrounded by blurry
background tends to lead the eye of the viewer to and around the object. Section 8.3
illustrates the concept of capturing with many pictures. Section 2.3 demonstrates how
various slow and fast shutter speeds are used to either freeze action or blur it and in
this way to capture time.

Capturing the moment. This is di↵erent from capturing time. We are not
talking about freezing or blurring motion but about waiting patiently until the time is
right. Shooting a sporting event on a cloudy day, the photographer may have to wait
for hours for the sun to break out of the clouds for a few minutes. Shooting a city scape
in late afternoon, there may again be a long wait until suddenly many windows start
reflecting the sun, creating a short opportunity to capture a moment. A photographer
may sit patiently for hours inside a cave, waiting for a narrow shaft of sunlight to appear
from a hole in the ceiling and strike the floor. All these are examples of capturing a
moment (Section 8.3).

Impossible Photography: Capturing Ideas. A small number of photographers
specialize in what can be called impossible photography. They construct realistic photos
of impossible scenes. In essence, capturing ideas, not moments. Such a photographer
starts with a small set of conventional photographs and decides how to cut parts of each
and combines those parts seamlessly to create a scene that is impossible, but also can
be understood and enjoyed. Section 8.3 has more to say about this idea for subjects.

Some of the Most Di�cult Parts of Photography

Composition. This is the artistic side of photography and as such, it is impossible
to define, describe, or explain it rigorously. Is it the best scene, the best location, time,
light, angle of shot? The wikipedia definition of composition (in the visual arts) is:
Composition is the placement or arrangement of visual elements or “ingredients” in a
work of art, as distinct from the subject. It can also be thought of as the organization
of the elements of art according to the principles of art.

Because it is art, composition may be impossible to teach. If you are born an artist,
you will eventually get it. Otherwise, your best choice is to watch some of the many
courses available online, follow the examples shown there, and slowly work your way to
better and better compositions. Chances are that after several years of shooting and
experimenting, you will finally like some of your compositions. It is important to realize
that such a course can only teach you (1) the elements of design, (2) the principle of
image organization, and (3) compositional techniques, as well as showing many examples.
What cannot be taught is how to compose perfectly in any given situation.

Experts say that the main principles of image composition are simplicity, balance,
color contrast, and creative framing. Also, a telephoto lens may reveal certain aspects
of a scene which are hidden in a wide-angle lens.

Focusing. Current (2019) cameras feature both automatic and manual focusing, yet
photographers come up with complaints such as “In the field, my images look sharp,
but back home on my computer they often look soft.” “I can never get the entire scene
focused; there are always a few blurry parts.” In fact, it is possible to have full focus,
we just have to learn a few basic rules, practice them, and use them.
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There is no worse thing than a sharp picture of a
fuzzy concept.

—Ansel Adams.

The basic focusing rules are (1) In a wide-angle lens, more of the scene is in focus.
(2) The concept of hyperfocal distance (Page 289 and Figure 2.55) can be used to
stretch the DOF region from nearby all the way to infinity. (3) Focus stacking (see end
of Section 2.6) can result in sharp images of both distant and nearby objects.

Finding interesting places to shoot. The following comments are typical “I cannot
find anything interesting in my neighborhood.” “After my trip to Iceland—my town,
its parks, zoo, museums, and gardens—look boring. What can I do?” The answer is
included in Section 8.3 together with some relevant images.

I don’t have time. This is simply too hard. As has already been mentioned here,
there is no such thing as am armchair photographer. A motivated photographer has to
wake up in the middle of the night, go out in snow, wind, and darkness, and arrive at its
destination, ready to wait hours for the sun to get to the right spot. Typical comments
are “Landscape photography simply demands too much of my time, especially since I
have a full-time job.” “I’m afraid I’m too old to wake up so early, especially in the
winter.”

The problem is motivation and a solution is needed. Some people might advise
you to get up early and spend an hour or so on your photographic hobby before go-
ing to work. Others might recommend to become a photographer in the evening, on
your way home from work. My advice is di↵erent. Find out what motivated the great
photographers of the past, and the best way for this is to read biographies of eminent
photographers. The biographical notes of Section 6.9 are just sketches. You need full,
detailed biographies that will show you how and why certain persons succeeded in be-
coming eminent in photography. It would also be smart to read biographies of those
who failed, but naturally no one writes about losers.

Proper light. A typical question is what is the ideal light for photography? The
simple answer is there is no single perfect light. Each photographic situation requires
its own, special light. Soft, subdued light is perfect for a pair of lovers, while harsh light
may be appropriate for shooting a mud hut where the dominant colors are only brown
and gray. Figure 8.28 shows examples of images taken in both soft and harsh light and
the di↵erence in style is obvious. If you are still uncertain which light is ideal for certain
situations, here is a simple experiment for you. Chose a convenient location, go there
often, and shoot the same scene in various lighting conditions. Then examine the images
and decide which light was the best for that scene.

⇧ Exercise Intro.8: What is the worst nightmare a photographer can imagine?

The softer the light is, the more flattering it is for the face.
—Markus Rothkranz (2019).

The Five Basic Photograph Types
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There are many important and interesting objects that can and should be pho-
tographed. There are also many ways to photograph them. As always, there is no
consensus about what types of pictures are basic, so the following short discussion rep-
resents my personal view. I believe that the five types of pictures listed here are basic
and that most photographs belong to one or several of these types. (See also the simple
rules on Page 261.) Thus, a beginner looking for a solid foundation of photography
skills should first try to master these types before venturing into more complex and
challenging photographic situations.

The blurry background. When the main subject is much more important than the
background, it makes sense to keep the background blurry. This is a case of shallow
depth-of-field (DOF, Section 2.6) and it is achieved by opening the aperture as much as
possible. The camera should be focused on the main subject and any irrelevant objects
in the foreground should be moved out of the picture. In a photography studio there
is often a blurry background hanging on one of the walls, ready to simulate a shallow
DOF for professional portraits.

The totally sharp picture. A picture of a large landscape should normally be sharp.
Everything, foreground and background, should be in focus. This is the case of a wide
DOF, which is achieved by stopping the aperture down. A small aperture requires a
slow shutter speed, which is why moving objects may come out blurry in such a shot;
better make sure that the scene is static. Low-end compact cameras usually have several
shooting modes, one of which is landscape, and this mode may produce beautiful pictures
of large, wide landscapes where every part of the scene is in focus.

Motion blur. There can be two kinds of motion blur, the more common one is an
image where moving objects are blurred and stationary objects are in focus. A well-
composed image of this type creates the feeling of movement and change. The other type
of motion blur is an image where the moving objects are in focus and the background
is blurry. This e↵ect is achieved by panning the camera to follow the moving parts of
the scene. Such an e↵ect requires all the moving objects to move at the same speed and
direction (such as bicycles racing or a herd of animals stampeding) and is much more
di�cult to achieve. It requires expertise, patience, and lots of practice.

Motion freeze. We have all seen images where a drop of milk hits the surface of
water and starts splashing, or where an athlete or a ballet dancer was caught hanging in
midair. Freezing fast motion is relatively easy to achieve with a camera and has much
esthetic potential. The key to freezing motion is a fast shutter speed, and Table 2.15
lists many common shutter speeds, both fast and slow. Another way to freeze very fast
motion, such as the flapping wings of a hummingbird, is by using a flash. Owners of
high-end DSLRs should use the AI Servo mode and the continuous mode to shoot many
pictures back to back while tracking the subject’s movement.

A grainy image. In the old days of film photography it was possible to add soft
texture to a photo by exploiting the natural graininess of sensitive film. Today, it is
easy to create image noise by bumping the ISO up (Section 2.8 discusses ISO and image
noise). Unfortunately, the e↵ect of image noise is not the same as that of film grain
because the former does not handle dark tones very well. Fortunately, it is possible to
convert image noise to grain using software, and a good candidate is Adobe Camera Raw,
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which has settings for the amount, size, and roughness of the desired grain. A detailed
reference for this topic is the short section titled Adding digital film grain texture e↵ects
in the training video Photoshop CC Essential Training from Lynda.com. This video is
by Julieanne Kost.

More Thoughts on Photography

Photography isn’t expensive anymore. In the past, every picture required fresh
film, so a photographer, or a would-be photographer, had to think twice before pressing
the shutter release. Today, in the age of digital photography, we still have to think
before pressing the shutter, but about camera settings and image composition, not about
the cost. Also, even the cheapest current cameras are powerful and are getting better
all the time. Section 4.1 shows how the capabilities of many Canon cameras can be
extended significantly by adding software to their already powerful computers. Another
recent important factor is the cameras found in mobile devices. These are getting more
sophisticated and may soon surpass compact cameras. Thus, photography is expensive
only if one insists on having specialized lenses and the most expensive gear.

The conclusion is simple, don’t wait for next year’s model. Get a camera now and
use it, because it is already good enough for you (and even for better photographers,
because when we think about it, all the great photographs of the past were taken with
cameras that are primitive compared with what we already have).

As the Preface to this book says, we have all become photographers! In addition
to being fun and an art form, photography is easy and inexpensive, which is why it
has become such an important pastime, hobby, and some would even say a habit, to so
many. The downside of this trend is that it has become di�cult to be a professional
photographer. Many of the guests to a wedding have cameras and would be happy to
take pictures for free, so why pay a professional photographer? You have just had a
triplet of new babies and would like some portraits, but you, your friends, neighbors,
and family have many cameras, so why pay a portrait studio? There are so many books,
websites, and training videos that teach portrait photography that anyone can train
themselves and then take portraits as good as a professional. Thus, the professionals
have to resort to writing books on photography, giving and recording classes, seminars,
and lectures, and organizing photography-related cruises, expeditions, and tours. Thus,
success as a photographer today requires more business skills than technical knowledge
or artistic talent.

Photography is an art form, which is why the value of a photograph is a matter of
opinion. Many great artists were unknown and unappreciated in their lifetime, and you
may turn out to be one of them. Therefore, don’t worry about reviews, critics, and other
peoples’ opinions of your work. Just do the work, shoot pictures, acquire experience,
and learn how to personally judge the value of your work. It may take a few years
before you are able to create even a few good artistic images, but if you shoot pictures
regularly, you will learn how to evaluate your work and how to distinguish the good from
the bad as well as from the very good. Great shots require the right combination of eye
and brain, but the photographer also has to be at the right place at the right time. As
has already been mentioned here, a great armchair photographer does not exist.
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Perhaps the most important conclusion a photographer might draw after years of
work is that learning never ends. The more you look for subjects, shoot them, and
evaluate your work, the more experienced you become.

⇧ Exercise Intro.9: In addition to being fun and an art form, photography has another
great advantage over many hobbies, pastimes, and activities. What is it?

What do you care what other people think?
—Richard P. Feynman

How to be a Great Photographer

In principle, it is easy to become a great photographer. In practice, it takes time,
e↵ort, hard work, dedication, and a creative spark. Here are the main steps toward
achieving this goal:

As in any other field, a great photographer must start by learning the fundamentals
of his field. Luckily, there are many resources for photography in the form of books,
training videos, seminars, classes, and professional societies. Some of those resources
are listed later in this Introduction.

As with any other profession, a great photographer must start by learning how to
use his camera. It is important to read the user’s manual and become familiar with all
the controls and features of your camera.

Now that these basic steps have been taken, comes the important step. You must
learn to think, to feel, and to see like a photographer. This requires the right aptitude,
it takes time, and it may result in much frustration, but it is necessary.

If you have got to this point, then you may call yourself a photographer (not yet
great). Now you need to specialize. Based on your experience so far, you should decide
what kind of great photographer you want to be. A travel photographer, landscape
photographer, wedding, portrait, sports, children photographer, or one of many other
specializations. Once you make this decision and acquire experience in your chosen field,
there is a chance you’d become great.

How to Become a Professional Photographer

To those on the outside, the life of a professional photographer may seem glamorous,
but when you are the professional photographer, when you are on the inside, your outlook
may be completely di↵erent. To start with, people may ask you how much do you make?
The United States Bureau of Labor Statistics came up with the low figure of $34,070
as the median salary of an American professional photographer in 2016. The highest
salaries were around $76,000 and the lowest 10% were around $20,000, very low indeed
and comparable to the income of low-level store and restaurant workers.

Most professional photographers are independent business people, they do not re-
ceive regular salaries and may be classified into two types, those who work outside a
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studio, in the field for large clients, and those who work in a studio for private cus-
tomers. The first type may be contracted by a magazine, television station, or a pub-
lisher. They may be sent to an area where their client has special, temporary interest
(war, earthquake, advertising), and spend some time, days, weeks, or even months, on
an assignment. Such photographers get paid by the estimated number of people who
would see their work. Studio photographers, on the other hand, concentrate on local
customers who come to their studio for portraits or on temporary assignments such as
weddings. Their pay is always negotiated on a case by case basis, and the demand for
their services has been dropping steadily since the introduction of digital cameras.

Next, the professional may be asked how hard do you work? The surprising answer
is that professional photography is physically very demanding, and the physical work is
only one aspect of the entire business. There are also the personal training (keeping up-
to-date), dealing with customers, public relations, and paper work. This is why someone
planning to become a professional photographer should consider the following points:

How much do you need to earn (depending on where you live and how many mouths
you have to feed).

What support do you expect to get from your family. Starting in a new field without
mental support is frustrating and may terminate you career before it even starts.

What genre of photography interests you. Wedding, travel, food, fashion, and foren-
sic are all very di↵erent. They require di↵erent personalities, working habits, approach
to life, and equipment. Once you decide on a genre, it may be a good idea to find
yourself a niche, preferably one that is not very populated. It has already happened
more than once that an unknown photographer specializing in a niche suddenly found
himself in demand when that niche became important.

Your age group. Today, in the age of digital photography, we all have cameras and
many consider themselves professionals or semi-professionals. Competition is fierce, and
your chances of success shrink rapidly as you climb up the age ladder.

The key to success is to realize that photography is an art and that art, all art, is
about telling a story. Thus, to be an artist you must be a story teller, an author, or
a poet. This is why many photographers refer to themselves as “visual story teller.”
The image you form on your camera’s sensor must tell a story. Just being talented,
an expert on the computer, a world traveler, or the owner of an expensive camera is
not enough and does not guarantee success. However, if you are a born story teller, it
is possible that after years of training and after shooting and analyzing thousands of
images, you will eventually become an accomplished photographic artist. Whether you
will also make enough to support yourself and your family depends on your abilities as
a business person.

Art is useless because its aim is simply to create a mood. It is not meant to instruct,
or to influence action in any way. It is superbly sterile, and the note of its pleasure is
sterility.

—Oscar Wilde.
A would-be photographer may think that a travel photographer spends most of his

time taking pictures, much of his time traveling, and the rest of his time simply having
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a good time. However, reading biographies of photographers and watching interviews
and documentaries paints a di↵erent picture. A professional travel, sports, or adventure
photographer may spend the two largest parts of his time at his computer, editing images
and marketing himself. The next largest chunk of time is spent traveling, and only the
fourth chunk is spent on actually shooting pictures. The rest of his working time may
be devoted to blogging, clients, paper work, and equipment maintenance. Not very
glamorous.

If the preceding is true, then why are there so many pro photographers? The simple
answer is that they are passionate about what they do. As Noël Coward once said “work
is more fun than fun.”

Now, to the question of skills. It is clear that when applying for a job, you want
to stand out from the crowd of applicants and this is best achieved by emphasizing
your skills. For example, I believe that the following skills are needed for someone to
become a doctor: Communication and patient care skills, attention to detail, confidence,
empathy, being humane, respectfulness, and thoroughness. But what skills are required
to become a photographer? The fact that we are all photographers implies that a
successful applicant for the job of photographer must be exceptional in some way. In
my opinion, the chief skills that impress potential employers are the following:

Creativity. This is true for any profession that has to do with art. Creativity is one
of those talents that cannot be defined and cannot be taught, you have to be born with
it.

Technical photography skills. Obviously, a great photographer must know his cam-
era, tripod, flash, and other accessories. How to use them in the best way under any
weather and lighting conditions and how to always get the best possible image. These
skills can be learned by anyone with a technical vocation, and the surprising fact is that
it only takes 2–3 years to master 70–80% of the required knowledge. This is followed
by perhaps another 10 years to acquire another 20% of the needed technical skills, and
then by the rest of your career to learn the remaining 10%. A fortunate learning curve.

Patience and concentration. A wedding photographer needs patience to shoot all
the possible groups of guests. It takes time to assemble each group, to position the
participants in the best way, and to take several pictures, hoping that at least one would
have all the group members in focus and looking their best. A street photographer needs
to concentrate on the many persons around him, so he can shoot the right picture at the
right moment. A travel photographer needs patience to get to his destination and then
wait for the right moment (when the light, composition, and clouds/animals/persons
are all perfect) to take the image of a lifetime.

Attention to detail. This skill is important in most professions.

Hard work. This is the ingredient that makes the rest of the skills work in harmony.
An independent photographer also needs business skills, public relations skills, per-

sistence, thick skin, motivation, and networking skills, but they are important only when
the points listed earlier are satisfied. What a photographer does not need is a college
degree and team working skills. Most photographers prefer to work alone, not as part
of a team.
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How does one become a professional photographer? A better question is how does
one become a professional in any field? In many professions, notably law and medicine,
it is important to start in a school or university, but success in photography, and in art in
general, does not require an academic degree. Thus, a would-be photographer can start
his career by working for a professional photographer, either in the field or in a studio.
This is how a beginner can quickly acquire both practical experience and theoretical
knowledge. After a few years, the young photographer can switch to a part-time job
and start shooting pictures—for himself, for friends, and for paying clients—on the side.

The next step, once the budding pro has saved money and has built self confidence,
is to open a studio and advertise himself on social media. Initially, such a photographer
should be ready to work in any area of photography. It is only after success has been
achieved, that a pro photographer can a↵ord to specialize. After all, how can one make
a living being only a landscape photographer?

Good luck on your career and let’s hope that an economic slowdown is not around
the corner, ready to demolish your fledgling career.

Another direction that photographers take is diversifying. In addition to taking
great pictures they also go into writing, teaching, training, and stock photography. A
vast number of books in all areas of photography are published every year, and most are
written by professional photographers (the book you are reading now is an exception).

A photographer may complement his meager income by teaching photography, per-
haps only part time, in a high school or college. Producing videos on photography is also
very popular. Such a video may cover the use and controls of a certain camera, it may
discuss a certain aspect of photography such as wedding photography, or it may cover
the entire field of photography—cameras, exposure, sensors, DOF—and so on. There
are companies that produce training videos in all areas, not just photography, and they
are always looking for experienced photographers who can speak clearly and explain
technical and artistic topics. A pro who owns a studio may try to organize workshops
where students can get both theoretical knowledge and hands-on experience. The field
of photography is huge and there are many opportunities to work and make money while
giving pleasure to customers, employers, and students.

Are you already a professional photographer? If so, here are the important points
for you to consider in order to be successful:

Deliver your results to the client on time and in good shape. If the images are in
digital format, make sure they are in the format the client had requested. This sounds
obvious, but most contractors are not punctual.

Try to give the client more than the minimum. Extra images are always a nice
surprise for the client and they guarantee that when he is ready for the next assignment
he would have you in mind, perhaps even as his first choice.

Be flexible. Whenever the client asks you if you can do something, try to answer
with a yes. Flexible behavior is also something people remember.

Video is an important part of your future career. Often, a contract to shoot an
assignment makes it clear that the client wants video in addition to still images. When
private individuals come to a studio they often demand videos in addition to or even
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instead of, just photographs. A video photographer is normally part of a team of spe-
cialists. No one on the team may be an expert on the entire process of video production,
but each team member knows part of the operation.

And above all, work hard. This is the key to success.

Luck (tongue in cheek). Excluding the poles, the driest place on earth is the Ata-
cama desert in northern Chile, where the average rainfall is about 1 mm, much less than
in death valley, California. One fortuitous result of this feature is that the Atacama
desert boasts the best telescopes in the southern hemisphere. Another serendipitous
occurrence was that it rained heavily on the single day that you, a lucky photographer,
happened to be visiting there. You are now the proud owner of several great, unique
images of rain in this desert.

⇧ Exercise Intro.10: In which field of photography is luck most important?

On the other hand, bad luck is more common. According to the Guinness Book
of World Records, the village of Mawsynram received 26,000 mm (1,000 in) of rainfall
in 1985. (Mawsynram is located in the East Khasi Hills district of Meghalaya state in
northeastern India, 65 kilometers from Shillong.) Consider the unlucky photographer
who visited Mawsynram in 1985, hoping to shoot the cave of Mawjymbuin, known for
its stalagmites. Because of the heavy, constant rain it was impossible to get to the cave
for months. This photographer waited and waited for his chance until his money ran
out, and it was only on his way out of the village, on the back of an elephant, that the
rain finally relented; too late.

Luck is what happens when preparation meets opportunity.
—Seneca the elder.

Thus, the diligent photographer should create his own luck, and luck is with us,
because digital photography has a huge advantage; it is cheap. There is no need to
spend money on film. A photographer can shoot hundreds of pictures a day, and this
quantity increases the probability of luck. The more pictures there are, the better the
chance of having a good image, or even a great one.

Being a pro photographer is not a forgiving career. If you fail, it may be next to
impossible to restore your reputation and come back as a pro. Just something to keep
in mind.

Self Curating Your Work

Once you become a well-known photographer, you may be invited to display your
works in a gallery or a museum. In those places there are professional curators who
examine your images, organize them, and decide how to best display them. In the
absence of such invitations, you may want to have a private showing of your works, at
home or in a rented venue such as a hotel lobby or a restaurant. In such a case, you
may have to curate your works yourself, so what does the term curate mean?

In general, to curate is the act of examining a number of items—sculptures, pieces of
music, photographs, fashion, or paintings, anything that people might want to consume
and enjoy (look at, listen to, or eat)—and selecting what you consider to be the best. A
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similar definition of curate is to select items from among a large number of possibilities,
organize, and look after the objects or works of art in a museum or an art gallery.

Once you decide to curate your photographic work, you quickly realize the main
problem namely, how to group individual works in a meaningful way. If you are lucky,
you may have several photographs of cute animals, another large set of images of clouds
and rain, and so on. Each such set may become a group of related images that should
be displayed together. However, once this is done, you may discover that you are left
with works that don’t seem to be related in any way, so here is some advice. You can
“declare” certain images similar and group them according to any abstract relation that
you discover between them. Figure Intro.6 is an example. The images on the left of the
figure are related because they contain curves. The images on the right side are related
because each is mostly in black or mostly in white, and because they alternate, mostly
black is followed by mostly white, and so on.

Similarly, images whose main subject is a fence can be grouped together and ar-
ranged such that an image with a fence on the left is followed by an image with a fence
on the right, or an image with a dark fence is followed by an image with a bright fence.
Similarly, portraits of unrelated individuals can be arranged according to their total
brightness. The brightest images on the left, followed by darker and darker images to
the right. Each group should be labeled clearly, to make sure viewers know how you feel
the photos to be related.

I cannot fully guarantee, but I believe that after a few such private shows, a self-
curated photographer stands a good chance of getting an invitation for a show at a
respectable museum or art gallery.

How to Travel Free Anywhere

There are many types of photographers, and readers of this book have heard or will
hear of landscape, travel, fashion, and other types of photographers, but a hospitality
photographer? Yes, there is such a thing, because the hospitality industry—mainly
hotels and restaurants, but also large apartment complexes and even private individuals
who rent out a house or a room—need to advertise themselves and so need high-quality
images. A photographer who wants to travel the world for free (or almost free) can take
advantage of this situation. If you find yourself away from home, in a place that you
like, and would like to explore at your leisure (or if you plan a trip to such a place), you
can send many messages to hotels and restaurants in the area, showing your portfolio
and proposing a simple deal. You would visit their location and take photographs in
return for a short stay at the hotel or a dinner at the restaurant.

All you need is a website with the following basic information: Your images, a list
of previous clients, some biographical notes, and a portfolio that prospective clients can
easily download and examine. Many people like to travel and photographers are no
exception. Thus, you already have competition and your first step should be checking
out the competition. Find out who else consider themselves hospitality photographs,
check their websites, look at their clients, at pictures they have taken, and try to find
ways to improve on your competitors.

Here is how to find names and addresses of hospitality businesses in your favorite
place in the world. You start at booking.com or a similar site, type the place name
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Figure Intro.6: Related Images.



Introduction 29

(Paris, Java, Las Vegas, Singapore), and ask for a reservation at some distant future
date. Most hotels would have vacancies at this date, which would generate a long list of
hotels. You can prune the list by asking to delete all hotels with fewer than four stars
(if you stay for free, you might as well stay in a quality hotel). You then go over the
list of expensive hotels and select several whose pictures you believe you could improve.
For each candidate hotel, go to their website and find the hotel’s email address. Ideally,
this should be a general email address, not the one used for reservations. Also, many
hotels have agents that do their bookings, but it is important for you to reach the hotel
manager directly.

With so many scams going on everywhere, it is important to compose an email
message that would catch the eyes of the hotel management and would not be deleted
immediately as junk. Thus, the subject should be a question, not a statement, because
people tend to treat a question as more significant than a statement. Something like
“New photography?” or “New hotel pictures?” may be appropriate but a subject such
as “I am o↵ering . . . ” is not; it begs to be deleted without reading.

Now, for the text of this crucial message. Here is a rough guide to what should be
included. Each case is di↵erent, so you should change the text proposed here to reflect
your current location, personal situation, and experience as needed.
Hello,
I am a Paris/Sydney/Chicago-based food and landscape photographer.
I have experience taking professional photographs of hotel exterior/interiors, rooms, food, and workers.
I am planning a trip to your city/island/province in April-May of this year.
I have looked at your website and I believe that you could benefit from a new set of images.
We all know the importance of images and how they can a↵ect a business such as yours.
I attach a sample of my work at other hotels and you can download a larger portfolio from my website.
I would be happy to work with you and generate a new collection of images for your hotel.
All I am asking for my work is accommodation in the hotel for the duration of the work.
It may take from a day or two up to a week.
If you are interested, please check my credentials and let me know.

Regards,

John D. Photographer

Make sure you attach a small sample of your best hotel images. It may also be a
good idea to send carbon copies (CC) of this email to several competitors of the hotel,
and make sure the hotel manager reading your message would notice this.

When the responses arrive, they may include the following:

NO. There is no need for you to respond.

Not right now. Remember to try this hotel again in a few months.

Maybe. Remind them again in the near future.

Are you available in . . . . Your best answer is Yes.

Send more images. Just send more.

Can you also do video. Yes, you can.

Can you shoot xxxxxx pictures? Yes, but I need xx weeks for this.
An interesting response may be “we are interested, but can you make pictures in

the style of Hotel Royal across the street?” You look at the website of the Hotel Royal
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and their images are not your style. Perhaps the best answer would be the simple truth
“No, I cannot make pictures in this style, sorry.”

Once you have several definite positive responses, you may have to negotiate with
the hotel(s) you are interested in. A hotel may ask for 500 photos in return for three
nights, but shooting and editing so many images may keep you busy for a week or more,
because 500/7 ⇡ 71 images/day. Other hotels may o↵er you more days but only a
storage room instead of a regular room. If a hotel o↵ers you one day for 20 pictures, it
would mean one day of staying free, but working hard, perhaps not worth it. Ask for
another day, so you can also have fun. These negotiations may often go back and forth
several times and even fail in the end.

Once an agreement has been reached with a hotel, keep the following in mind: (1)
It is important to remind the hotel a few days before you leave. They may be busy and
forget about you. This reminder is important not only because of your room but because
you may need help from the hotel sta↵ for your work. (2) Prepare spare batteries, SD
cards, and cables. A spare tripod is a good idea. Also adapters for local electricity, and
appropriate clothes (appropriate for local weather and local customs). Most important,
don’t forget your laptop. You’ll need it for image editing. (3) Prepare to be flexible.
The hotel may ask you to change from the original plan, and a yes answer from you may
keep them happy and help in your future career. Also, your flight may be late, even very
late, and it may mess up your work schedule at the hotel, requiring you to be flexible.

I wish you free fun on your travels.

What NOT to Say to a Professional Photographer

Are you using a compact camera? What happened to all your great gear? (Too
heavy.)

I put my camera in the P, A, S, and M modes, but it still won’t shoot videos.
(Professionals take still photos, not videos.)

I love your pictures, you must have an amazing camera. (It’s the photographer, not
the camera.)

(Very similar.) Look at those terrible pictures. You need a new camera. (Again,
it’s the photographer, not the camera.)

I see you have this tall tripod; you must be a professional. (It’s not the tripod that
makes great pictures.)

I’m a fireman and I’m looking for a less stressful, better paying occupation, some-
thing like a wedding photographer. (Dealing with guests, children, and parents in a
wedding is more stressful than fighting fires.)

Congratulations on winning that photography prize. I noticed the blurry area in
the corner of your winning photo. Is that a new, revolutionary trend in photography?
Shall I follow it? (This was a mistake that no one was supposed to notice.)

I’m a professional photographer, but I love the iPhone, and for artistic reasons.
(The iPhone is not for professionals. No interchangeable lenses and it does not even
have a manual mode.)
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Those are great shots of yours. Hey, we have a party this weekend. I would love
you to come and take some shots. We cannot a↵ord a professional photographer. (A
personal, though unintended, slight.)

I can be a great photographer, only I cannot a↵ord the gear. (It’s the photographer,
not the gear.)

Hey, would you like to see my photo creations. I keep them all right here, on my
iPhone. (Again this iPhone.)

Let’s take a group shot before parting. Who’s got the best camera? (It’s the
photographer, not the camera.)

The single most important component of a camera is the twelve inches behind it.
—Ansel Adams.

Stu↵ clients say to photographers

Did you get it?
Surprise me!
Too simple.
Too complicated.
Too bright.
Too dark.
Too mainstream.
Too niche.
Too crazy.
Too boring.
No hurry.
Be quick.
We can’t pay you but you’ll get exposure.
I’m so impressed with your book. We always wanted to support local artists, but we
have no budget for photographers.
How soon before these are on Facebook?
Can you make everything black and white except for my eyes/glasses/mouth?
Can you make my eyes blue?
Can you change my skin tone?
I want those to be, really original.
I get all those copyrights, right?
Can you send these to Walmart?
Where is your flash?
How many megapixels do you have?
These would look good wallet size.
Photoshop related
Can you make me look younger?
Can you flip my face in photoshop so my left side would show instead of my right side?
Can you use photoshop to make her smile?



32 Introduction

Can you show my right side more?
Can we use natural light? This window is too small.
Are you using ISO 400? Isn’t it too noisy?
Can you make my hair longer?
Can you photoshop out my mole?
No, you don’t have to edit them. I’ll do this myself.
Bargaining
Can’t you do this job for less? I know many who would give me a discount.
Let me first ask my niece/dad/grandpa/uncle. They all have cameras and can do this
for me for free.
I could have done this myself if only I had the time.
I could do this if only I had the Mark III.
Can you give me a discount if I only want the raw file?
Can you come to my niece’s wedding? I mean, not paid, but you can bring your camera.
Take my photos for free and I promise I’d bring you so much business.
My daughter can mow your lawn (next summer).
No, I understand. I am a photographer too.
Check
The check bounced? Cannot be.
The check is in the mail.
Our accountant is on leave.
There was a fire in our accounts payable department.
I am sick today. Please leave a message at the tone.
Take it as a compliment
Your pictures are so amazing. You must have a really expensive camera.
I wish I had your camera.

Common mistakes beginners make when buying (a first) camera

An inherent belief that an expensive camera would do a better job for you. While
shopping, repeat the important mantra “it’s not the camera; it is the photographer.”
The camera is just your tool, but your products depend on your talent, dedication, and
experience.

Mimicking a friend. Your friend has Camera X and he is VERY satisfied, so you
buy the same. Well, your friend may not know much about cameras.

Paralysis of analysis. You looked at so many cameras that you got confused, you
gave up, you simply pointed at one and decided to buy it. E↵ectively, you spent your
money on an important item without fully doing your research. The psychology behind
this behavior is simple; getting new things produces a temporary ego-boost.

Limited budget. We all have limited budgets, but you went ahead and bought
the most expensive camera you could a↵ord. It could well be too much for you, a
beginner, or it could even be too little. In the latter case, you should have consulted a
pro photographer and then waited for a larger budget before buying.
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Unlimited budget. You had too much money (yes, this happens sometimes) and
you simply bought the most expensive camera you found. Now you realize that as a
beginner, this model is way over your head.

Big eyes. You had ambitious plans for your first camera, so you bought an expen-
sive model. Now, three years later, you realize that you have never used most of its
capabilities and in fact, your interest in photography has waned.

These words are written in December, a holiday season in many countries, when
merchants o↵er special sales, deals, and discounts. You were looking at brand X that
would have been ideal for your needs, but you got distracted by a great o↵er that also
included a gorilla tripod and a di↵user, so you ended up with the wrong camera. It is
either too little for your needs, but came with two lenses and other accessories, or it is
too much for you and you now realize that you will likely never use all its capabilities. I
have heard more than one professional photographer claim that this is the worst mistake
a beginner can make.

Nobody minds having what is too good for them.
—Jane Austen, Mansfield Park, 1814.

You tried to compare several cameras and got confused. Beginners tend to compare
products, especially sophisticated products, by counting their features. If camera X has
80x zoom and camera Y has only 50x zoom, then X must be superior to Y. Better check
the ratings in Consumer Reports or a similar publication where cameras are compared
and rated by experts.

Online reviews have managed to mislead you. In contrast with reviews and ratings
in professional magazines and journals, online reviews are written by many users and
their opinions always vary wildly. You will find very good and very bad reviews on just
about every camera sold online. Don’t pay too much attention to them.

You forgot about the accessories. Your camera is fine and is appropriate for your
skill level, but you forgot to budget for lenses and other accessories. You’ll buy them
eventually, but the entire package is going to cost you more than you originally planned
to spend.

Want to take good pictures? A DSLR is neither necessary nor su�cient. Current
(2019) smartphone cameras can and do produce great pictures, as long as you don’t need
a large focal length. True, a large sensor yields less image noise (especially in low light),
and a large aperture provides more control over DOF, but experienced photographers
have long learned that a MIL (Mirrorless interchangeable-lens camera) or a micro 4/3
camera can very often produce the same image quality as a DSLR. Again, it’s the
photographer, not the camera. However, a point-and-shoot, compact camera is di↵erent.
It is limited and is su�cient for those who are only interested in taking snapshots.

Camera manufacturers try to advertise the number of megapixels, but real photog-
raphers know that most digital cameras already have more than enough in this area.
Also, the brand isn’t important, any major camera maker is good enough even for the
discriminating photographer (in other words, there is no need to work nights and save
money just to a↵ord a Hasselblad). Instead of megapixels and a brand name, check
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the weight of the camera and the quality of the lens. Zoom lenses are convenient and
attractive, but their quality varies greatly. Lenses with a large focal range should also
be suspect. Perhaps the single most important specification of a lens is its maximum
aperture (the lowest f-stop).

Confused? Check the many online photo review sites such as dpreview.com.

But that was Julian for you: reckless. A dashing sailor, a speedy driver, a frequenter
of singles bars, he was the kind of man who would make a purchase without consulting
Consumer Reports.

—Anne Tyler, The Accidental Tourist, 2002.

The FOMO Syndrome

The acronym Fomo stands for Fear Of Missing Out. The main su↵erers from this
syndrome are traveling photographers, not necessarily professionals. You are planning
to take your family on a trip. Shall you bring your lightweight camera? What if you’ll
need the power of your DSLR? Shall you take your fisheye lens with you? Who knows,
you may need it once or twice.

The FOMO syndrome is a question of balance and compromise. When traveling,
we must strike a balance between weight and insu�cient equipment. It eventually boils
down to the question what is the most-important, basic equipment that you cannot do
without? We can say that this key question is the opposite of the GAS syndrome. GAS
has enriched you with much equipment, while FOMO tries to deprive you of the use of
most of this equipment.

10 Reasons Why Not to Become a Photographer

GAS is expensive. GAS, also known as gear acquisition syndrome (Figure Intro.7),
is expensive. You think that buying and maintaining a car is expensive, but photographic
equipment and photography in general become addictive and may quickly drain your
budget, especially if your family encourages you in this pursuit.

Think of the weight, not just the expense. High-end photographic gear is big and
heavy, while attractive views and sites to photograph tend to be remote and are scattered
either in very hot or very cold locations. It is not just the long walk to the site burdened
with a heavy equipment bag. Think of carrying your gear on a plane. It is too delicate
and expensive to leave in your checked-in luggage. You have to take it with you and mind
it all the time. Annoying. Many a time have I heard the following from experienced
photographers: “Will there be anything important to shoot in this trip. Otherwise, I
think I’ll leave my stu↵ at home. It is simply too heavy. Perhaps I can take only my
compact camera.” The following similar claim is quoted verbatim “I previously owned
a great DSLR, but I realized a year ago that I wasn’t using it as much because of its
size and weight, and so decided to get a Sony compact.” See the discussion of size and
weight on Page 1152.

Professional photographers do an excellent job, but their services are not cheap.
From now on, whenever any of your friends and acquaintances needs good-quality photos
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Figure Intro.7: A Typical Gear Acquisition Syndrome.

pho·tog·ra·pher: A person who has a bag with gear worth $50,000
but has no money.

—From the Canon Camera Users website.

(birth, graduation, wedding, death), you will become the one to ask for a favor. You are
invited to our. . . . Please bring your famous camera.

Photography depends on light, which is why photographers—amateurs, experi-
enced, and professional—always judge the light around them instinctively as if they
are trying to take a shot. You will find yourself thinking “is there enough light” while
you eat, wash, drive, walk, work, etc.

Right now you may enjoy spending time, dining, communicating, and traveling with
family and friends, but soon you will find that you only enjoy the company of like-minded
people meaning, photographers. Being with someone who is not going to take pictures
all the time is simply boring.

You will be insulted when you hear people say “Wow, he must have such great gear.
Look at this picture.” You will have to repeat “It is not the gear; it is the photographer.
Photography is an art based on technology; it is not simply pressing buttons”. It is
irritating, so get used to it.

When artists get hold of cameras, things get interesting.
—Jim Moir.

Did I take all these bad shots? In the past, you simply took snapshots. You would
aim the camera and press the shutter release. Now, as a photography addict, you look
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at your old snapshots and wonder. How could I allow such bad compositions, wrong
colors, and impossible depths-of-field? I am disappointed in myself.

You will no longer enjoy watching videos and television. Instead of simply watching
and enjoying the latest documentary, you will now look at each scene with the critical
eyes of a photographer, judging its composition and use of light, instead of its content.
Think about it. Is it really worth it?

Are you a vandal, a voyeur, a terrorist? No, certainly not, but some people may
think so when they see you sneaking into private areas, trying to find the ideal spot
from which to shoot a person, an animal, or an object. See Appendix D for legal issues
concerning photographers and photography.

Beware of “sharers” and “borrowers.” You would get very upset if someone sneaked
into your house and stole something, even a few unimportant pictures, but you make it
easy for anyone to steal (or at least share) your photographs when you place them on
the Internet for others to see (and hopefully to praise). Just something to think about
on your way to becoming a real photographer.

Common myths and misconceptions of photography

A myth is a widely held belief or idea which is also false. A misconception is an
incorrect view or opinion which is based on faulty thinking or understanding. Myths
and misconceptions are common in many areas of life, and photography is no exception.
Photographers, especially beginners, may hold all kinds of ideas and beliefs that are
simply not true. The following is a short list of such myths.

When we see a scene, situation, or person that we like, we tend to shoot it. We
do it, almost without thinking, in order to preserve and memorize the moment. Pro-
fessional photographers know from experience that an image of an exciting scene will
not always become a good photo, but beginners often fall into this trap, they become
thrilled, exhilarated (intoxicated?), and shoot attractive scenes without paying much
attention to exposure and composition. More often than not, the result is a terrible
image (Figure Intro.8).

A related myth is the fact that the eye-brain system interprets colors di↵erently
from a camera. It turns out that the colors that we perceive depend on the surrounding
objects. A 90% gray object surrounded by a black background would appear white, but
when the background is changed to white, the gray appears as it is; gray. Thus, shooting
a scene because of its rich colors may sometimes result in an image that looks di↵erent
from what the photographer originally perceived.

Another related myth is that we can photograph anything that we can see. Motion
is a phenomenon that we can see. It lends itself to video, but may be impossible to
realize in a still image. In low light, moving objects become even harder to focus and
shoot. They tend to appear as ghosts in our photographs. Depth is another attribute
that we can sense (because of the separation between our eyes, Section 1.7) but we
cannot capture with a conventional camera. Pros also know that today’s image sensors
cannot capture very high contrasts, which is why HDR (Chapter 5) is such an important
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Figure Intro.8: Bad Photographs.
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topic in digital photography. The light produced by fluorescent light sources is another
example of a phenomenon that cannot be fully recorded by current light sensors.

On the other hand, it is possible to photograph objects that we cannot normally
see. Examples are infrared and X-ray photography, telescopic and microscopic images,
and freezing fast motion. Section 2.21 shows how long exposures can create unusual,
artistic e↵ects, while Section 2.6 explains how our cameras can control the amount of
depth-of-field (DOF) in our images. Most of us see the real world around us in color, but
a camera can reduce its images to black-and-white in order to achieve artistic e↵ects.
Finally, today’s miniature cameras can be sent to locations that we cannot reach because
they are remote, very small, or dangerous. A camera placed in such a location can show
us the world from a new, unexpected perspective.

When a beginner realizes that his creations are mostly bad, dull, even worthless
(Figure Intro.8), he may say to himself: If only I had better equipment. Readers of
this book already know, from Page 35, how false this idea is. It is not the equipment
that makes the di↵erence, it is the photographer behind the camera. His experience,
taste, and talent determine the result he produces, and this fact has been understood
by artists in other fields, not just photography, a long time ago. After all, the many
famous, classic photographs shot in the past were made with simple, even primitive
cameras, much inferior to the gear we have today.

Those unfamiliar with art and artists may often claim that photography is the
simplest, easiest art. You press the button and your (smart digital) camera does the
rest. This is a myth that professional photographers do their best to dispel. There is
more to taking pictures than pressing a button. It takes planning, time to get to the
ideal location, time to wait for the perfect lighting, and talent and experience to choose
the right scene and composition.

What about training and education? Professional photographers argue that a pho-
tographer, like a dentist, a lawyer, and other professionals, has to learn his profession.
Those same professionals loathe and reject claims such as: I am a self taught photog-
rapher and proud of it; there is no need for classes and training in photography; all
I need is a great eye; the camera can take care of details such as shutter speed and
aperture. Such claims may have been true in the past, when cameras were primitive,
but nowadays, training is crucial if the user wants to get the maximum benefit from the
available equipment.

Bad habits of photographers

I tend to speak for myself, but I believe I am not far from the truth when I say
that we all have bad habits, and this includes photographers. Here are a few serious bad
habits, but see the exercise following for more.

1. To wait for ideal conditions. Gone are the times when each picture required
a frame of film and therefore cost money. Today, in the age of digital photography,
shooting pictures is inexpensive, which is why there is no excuse for waiting for the
perfect scene, lighting conditions, or the next camera model. The principle should be:
While you wait, shoot. The current conditions may not be ideal but one of the pictures
shot under those conditions may give you a nice surprise.
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2. To delete pictures immediately, while they are still in the camera. The point is
that some of the pictures that look bad on the small LCD camera screen may look much
better when examined on the large computer screen or printed on glossy paper.

3. To keep your daily set of pictures in the memory card. It is safer and cleverer to
o✏oad the contents of your camera memory card to your computer as soon as possible.
More than one photographer has accidentally reformatted the card after delaying (and
then forgetting) to o✏oad it to a computer or a cloud.

4. To not have your essential gear in your camera bag at all times. People find it
easy to forget, which is why it happens that a photographer may discover he is missing
an important piece of equipment when it is too late.

⇧ Exercise Intro.11: It is easy to come up with more bad habits. Try to compile a short
list.

Sick of Photography?

You feel your interest in photography is waning? are you frustrated of the quality
of your pictures? Is photography too complicated, too simple, not rewarding enough?
Relax. I sympathize with you. I also feel like that from time to time. In fact, I also
felt like that last year, when I played so much chess, and two years ago, when I devoted
so much time to golf. Our interests vary and they change over time. It is natural to
lose interest in one field and switch to some other activity. This is especially true for
photography, where it is extremely rare to obtain a good photograph. Even master
photographers, the kind described in Section 6.9, may produce just a handful of good
photographs per year, and just a few really great photographs during their entire career.
Most experienced, professional photographers consider themselves lucky if in one year
they take a dozen pictures that they are happy with.

What can you do if you find yourself in such a situation, sick of photography in
general and your own photographic experience in particular? Before you sell your equip-
ment and delete this book from your computer, I hope that you will read to the end of
this short section and consider the ideas I o↵er. Here they are:

When you leave home with your camera, going on a photographic walk or trip,
don’t expect to take great shots. Turn your expectations o↵ completely. Don’t even
think of how many beautiful photographs you may be able to end up with. Don’t hope
for success. Just go and do the best you can.

You cannot control the weather, the way people think, and how the world behaves,
so don’t worry about such things. Think of what you would do if conditions were perfect.
Concentrate on what you can control, which is mostly the composition of your pictures.

Don’t treat photography as a goal-driven occupation. This would lead you to failures
and frustration. Forget the pictures and think of the enjoyable aspects of your trip such
as exploring new places and meeting interesting people.

Consider photography as a journey, not a destination.
This is the best that I can do to help you. I hope it is enough!

Looking into a Photograph
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A photograph is usually looked at, seldom looked into.
—Ansel Adams

As the quotation above says, it is easy to just look at a photograph, but it may be
more beneficial to look into it. Looking into an image is an experience that has to be
acquired over time and cannot be taught, which is why the following questions should be
considered only rough guidelines to this topic. When trying to really see and understand
a photograph, keep the following questions in mind:

1. What was the aim of the photographer in creating this image? This question
can be further divided into the following, more specific observations:

1.1. What was the intended use of the image? Was it to document an event or an
object? Was it to demonstrate something (a photographic technique, an unusual pause,
smile, color, or pattern)? Was it taken simply as pure art?

1.2. What is the genre of the photograph? Is it a sport image, portrait, landscape,
macro, erotic, or a scientific image?

2. How was the image taken, under what conditions and with what settings? This
again can be asked more specifically as follows:

2.1. Was this a quick snapshot or a well-planned picture?
2.2. What was the background in which the photo was taken? Was it in a studio,

outside on a street, in a stadium, from the air?
2.3. What camera settings can be gleaned from the photo? Aperture, DOF, shutter

speed, flash, telephoto lens? See the image analyses of Section 2.9.
3. Is the photo successful? Does it convey a meaning to you? Think of the following:
3.1. What was your first impression on looking at this image?
3.2. Does it satisfy any of the important rules of image composition? If so, which

one?
3.3. Finally, does the image tell a story, does it make a statement, does it capture

the eye of the viewer and lead it in a well-defined direction?

⇧ Exercise Intro.12: I am taking a basic photography class. Our current assignment is
to shoot an unusual image that will make the other students ask with curiosity: How
did you do that? Suggest ideas.

Contemplative photography; no more photographer’s blocks

A few years after reading this book you are already the proud owner of an excellent
DSLR, several lenses, a flash unit, and a sturdy tripod. You have been taking pictures for
a long while, but suddenly, in the middle of a beautiful spring full of sights and sounds,
you find yourself empty of photographic ideas and your flash memory card empty of new
photographs. This looks like a typical case of a photographer’s midlife crisis or simply
a block (or shall we call it a shutter’s block). You look at the images you have shot in
the last year and they seem flat, empty, and boring. Your creativity is gone. You feel
restless, frustrated, and unsatisfied and you realize that you have been feeling like that
for a while. This is especially bad because you’ve been a photographer for years and
have received much praise. Perhaps you even had thoughts of turning professional, and
now comes this feeling of emptiness, powerless, and frustration. What to do? Here are
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some ideas, but before we start, let’s make one thing clear. We do not propose that
you quit. Don’t sell your equipment for a song and don’t sell your photographic soul
to the devil of photography. There are ways to understand and overcome your present
depressing situation, so let’s start with reasons for why you are feeling so low.

Are you losing your initial enthusiasm for the art of photography? Recall your early
days as a photographer. When you first started, you were enthusiastic and excited about
this new field and its potential. You learned very quickly about the equipment, shooting
techniques, elements of composition, and post-processing of images (in the lab or at the
computer). It was this steep learning curve that kept you excited. Over time, however,
your experience has grown, your technique has improved, but your rate of learning has
shrunk because you had less to learn. Your steep learning curve has become flatter,
causing you to lose your enthusiasm and excitement.

Have you been at your present level too long? You have certainly come a long
way from your early days as a photographer and you are now on a higher level as a
professional. Your images are good, your subjects/clients/friends are satisfied, your
computer technique is so good it amazes even you. However, you have been at this level
for a long time, which may be the reason for the boring feeling that you have. This is
true for many active persons, not just for photographers, and it may be the reason for
your present unhappiness.

An unusual example is the 2005 book Everything I Ate: A Year in the Life of
My Mouth, by Tucker Shaw. For 365 days, from January 1 to December 31st, Shaw has
photographed every nibble, side dish, and snack that he had, every slice of birthday cake,
poached egg, mango pavlova, and bacon cheeseburger. The resulting 496-page book is
Tucker’s personal homage to food as well as an original photographic assignment.

Now, for possible solutions.

First of all, change your approach to photography. You are no longer going to use
your camera to simply record what you see. Instead, you will use it to create an image
that reflects what you have experienced when you saw the scene. Some people refer to
this approach as contemplative photography, and there are websites that discuss and
illustrate it.

Another, obvious idea is to go out and look for themes (topics and subjects). Re-
member, a great armchair photographer does not exist. You need to put e↵ort into
picture taking. Go out in your city/town/village and look for parks, rivers, a seashore,
interesting architectures, a zoo, a waterfall. In the absence of any of these, consider
shooting signs (commercial, street, and private signs, Figure Intro.9), doors and win-
dows (they come in many sizes and shapes), and street tra�c (there is often much tra�c
to choose from). Reference [Interface 14] may serve as a guide. This is a collection of
images that somehow resemble faces (at least two eyes and a nose/mouth).

A variation on this idea is to give yourself a framework of activity (an assignment or
a challenge) and stick to it for several months or even longer. You may decide to go out on
a shooting spree once a week, twice a month, or with some other frequency. In each spree,
you will look for certain scenes or certain subjects. The following are possible examples:
(1) Color. Today I will look for blue subjects (Figure 8.4). (2) Emotion. Today I will
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Figure Intro.9: Street Signs.

shoot couples looking at each other lovingly. (3) Cliché. Look for scenes that remind you
of a certain phrase such as “Haste makes waste” (Figure Intro.10a) or “The writing is
on the wall” (Figure Intro.10b). (4) Shapes. Figure Intro.11 shows several images based
on shapes such as triangles, hexagons, waves, and circles. Notice that some shapes are
the result of perspective, where parallel lines converge to a vanishing point. After a year
of such self-imposed assignments, your self confidence should be high.

Here is something that pros often learn after several years’ experience. Seeing
a scene with your eyes and then seeing it through the viewfinder are not the same.
Therefore, try to raise the camera to your eyes and look through the viewfinder as
much as possible. You may discover that scenes that seemed boring have changed their
perspective and now o↵er possibilities for successful composition.

Here is a psychological idea. Take the memory card out of your camera, leave it
at home (so you won’t be able to change your mind later) and then go out and shoot.
No one, not even you, will ever see the pictures, but this exercise may nevertheless be
useful. No photos would be shot, but as yet undiscovered law of nature would make you
find many great scenes to shoot. You would miss those scenes, but this exercise would
boost your self confidence. Make sure your camera has an option to shoot without a
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Figure Intro.10: Pictures of Clichés.

card.

An alternative is to use someone else’s imagination (and benefit from someone else’s
enthusiasm) by joining a photo club. There are many such clubs in most areas. Some
have specific interests, such as macro, portraiture, nature, and landscape, while others
are general. A club organizes regular meetings where you meet like-minded people,
and there may also be specific photographic assignments (shoot fruit and vegetable
arrangements in the local market).

Consider the words “why not.” In addition to other benefits of membership, club
members may help you immensely by criticizing your work. A person cannot be honestly
critical of his own work, and straight, honest criticism must come from others. How-
ever, when someone suddenly asks you “why did you take this picture” and you cannot
immediate think of a reason, try to say “why not?” In my opinion, those two words are
useful, helpful, and important not just in photography but in any creative field. Also,
when you are out, photographing, trying to decide whether to take a picture, say to
yourself “why not,” and take it. When the image is examined later, at home, you may
be disappointed in it and may decide to delete it, but this is better than not taking it
in the first place and then being sorry for it.

Examine your photographic style and change it. Look at your portfolio and find
out what type of photographer you have been so far. Do you shoot mostly portraits,
landscape, macros? If you have had a particular style, then your solution may be to
change it, to break the habits of the past and benefit from a new style of photography.
The important thing is to be aware of what you have done in the past, abandon your
old techniques and habits, and try something new, perhaps by following advice in books
or by breaking the rules of composition listed and illustrated in those same books.

Another reason of you becoming tired of your photographs is that they have all been
taken from eye level and therefore feature the same perspective. Your many images may
be dynamic, colorful, and full of life, but the uniform point of view makes them look
similar and therefore boring. How about a new perspective? I suggest you try the low,
ant’s view perspective. This approach to photography may give you a fresh, unique point
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Figure Intro.11: Assignment: Shapes.
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of view as well as a crop of new, exciting photos (Section 8.3). Also, part of your task as
a photographer is to bring unusual, little-known facts about the world to the attention
of its inhabitants, and low perspective photography is one way of accomplishing this.

Another approach is to set a new, di�cult (but not impossibly so) challenge to
yourself. This is a sure way to fire up your imagination and raise your excitement level.
The challenge may even be in the area of post-processing, not shooting. For example,
you may decide to master HDR techniques, but the point is that the new results may
amaze and surprise you, as well as others, and thus open up the way to a new chapter
in your photographic career.

How about travel? If at all possible, get away from your familiar surroundings.
Traveling is an educational experience, it enriches your mind, and it may be a source
for many new ideas and experiences. If at all possible, try to travel far, to a place
di↵erent from your own. A di↵erent country, language, and culture. If physical travel
is impossible, try at least to travel in spirit. The way to do so is to imitate the work
of others. We all aspire to originality, but in your situation, with a midlife crisis and
no new ideas, perhaps copying someone else’s style would be the best choice. Look at
photos by a distinguished photographer, find several that appeal to you, and try to copy
them. Here is an example. One of the most famous photographs of all time is Kiss
in Times Square, by Alfred Eisenstaedt (Page 787). An Internet search will show you
numerous attempts to copy this well-known image and may give you useful ideas.

Put some tiger in your life; shoot wildlife. There is no need to go to Africa and
hire a safari guide. Many countries have wildlife preserves or parks where tourists can
watch wild animals, some of them dangerous, from a safe distance and a safe vehicle.
Those who cannot a↵ord the time and expense of traveling to such a park can shoot
local birds, owls, wasps, and sea life in rivers and aquariums. See Exercise 2.60.

⇧ Exercise Intro.13: What is one of the cutest animals that provide many shooting
opportunities?

Finally, when all else fails, why not try to go back to your old film camera. If you
are old enough, you may feel more comfortable using your old gear. What a di↵erence,
no white balance, no automatic focusing, no batteries to charge, no memory card, and
no complex software to learn; just load a film cartridge, go out, and take pictures as in
the old days. What a relief!

I asked Caroline about that. She told me she developed the roll a few days after
taking it and that she loved the image of your mum immediately. Even while it was
still in the solution tray she could see that it was one of those rare magical captures
where the subjects, the composition, the light—everything was in harmony.

—Kate Morton, The Clockmaker’s Daughter, 2018

⇧ Exercise Intro.14: What are other reasons for sticking to analog photography?

Types of photographers
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As in any other field of human endeavor, the character of a person is reflected in
his style of photography. The following is a list of the main types of photographers, but
there may be others.

Fast (aka machine-gun photographer). This type takes pictures as fast as possible,
normally using the continuous mode of his camera to take as many as ten shots per
second. His camera may sound like a machine gun, and his mode of operation obeys
the statistical rule of large numbers which says that out of a hundred random photos,
one may be good. In addition to fast picture taking, this type of photographer is often
generally fast, running fast, talking fast, and . . . fast.

Shy and sly. The chief sign identifying this photography type is hiding. He prefers
to be invisible to his subjects—either concealed behind a wall or a door or located far
away, armed with a telephoto lens—and catch them unawares. The preferred subjects
of this type are strange-looking people, wounded animals, and weird vehicles.

Expert. Generally a quiet type when left alone, this photographer becomes an
annoyance when asked a question. He answers, and answers, and answers, showing his
superior knowledge, until you escape. Better identify him early and let him shoot his
photos quietly.

Unwavering. There are no snapshots for this type of photographer. He treats every
photo seriously, examining the light, judging the weather, and considering the rules of
composition before pressing the shutter release. A good way to identify this type is to
look for his tripod, because he tends to keep his camera mounted on the tripod all day
long, ignoring the weight, heat, and buzzing mosquitos.

Contortionist. We sometimes find ourselves in situations where we have to lie on
the ground, bend, squeeze into a corner, or peep behind a crack. We tolerate such
situations, but this type loves them and is constantly looking for subjects that require
uncomfortable physical positions. See the disclaimer in Subsection 2.3.4.

Gear guru. Most photographers, especially experienced ones, avoid heavy gear, but
this type does not mind being loaded with much equipment. In addition to several
cameras and lenses, this type also carries a flash, a tripod (and a monopod and a water
bottle), all stowed in a large, heavy photographer’s vest. In contrast with the fast type,
the gear guru moves slowly and gets tired soon. If you stay close to him on a photo trip,
chances are he will ask you for help in carrying some of his gear. See topic “size and
weight” in Appendix C

Notice that any given photographer may belong to two or more of these types.

Traits of Great Photographers

Persistence. Your development as a photographer may be slow, requiring years of
much work and little income, but if you persist, you might become great. If you give
up, you’ll never know what kind of potential you had and wasted.

Vision. A great photographer starts with a vision and then decides how to imple-
ment it. First, decide what your next subject is and what story it is going to tell. Then
decide on time, location, and camera settings.
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Style. A great artist, in any branch of art, has his own style, and this applies also
to photographers. It is important to develop your own, personal style early in your
photographic career. If you don’t become passionate about this style, you can change
your mind and switch styles, but once you find a style that you like and that seems to
be personally yours, stick to it. The test for success is when you notice others trying to
shoot pictures in your style.

Originality (this is similar to style). We generally feel that it’s OK to copy someone
else’s work if this is done in order to learn. Even great artists may copy works in an
attempt to understand someone else’s style, but when all is said and done, an artist,
especially a great one, must be original.

Curiosity. It doesn’t matter if you are curious about nature, science, art, or fashion,
but you need to have curiosity in order to produce great pictures.

Worst-Type Photographers

The copy cat. He follows you and often sneaks up behind you, trying to take the
same shot that you just did. A pest!

The chatty one. He also follows you, not taking any pictures but continually chat-
ting, thereby distracting you and frightening the birds, rabbits, or fish you are trying to
shoot.

The gear lover. This is the kind that always carries ALL his gear with him. If he
joins your party, you are going to lose much time waiting for him to find, open, adjust,
use, and then put away gear.

The instructor. This is Mr know-all who likes you so much he keeps instructing you
voluntarily. This type insists on telling you all his methods and secrets, and he does
that for free. The only price you pay is your wasted time.

See also youtube.com/watch?v=b_UF44ZJR9U.

How to Sell Your Used Equipment

The acronym GAS stands for gear acquisition syndrome. This is an a✏iction that
strikes many photographers, professionals and amateurs alike. GAS causes its victims to
fancy every new, sophisticated, and often expensive item of photographic gear, and then
to buy it. The sick photographer can no longer distinguish needing new equipment from
just wanting it. There is no known cure for this terrible malady, and the information
o↵ered in this section can only alleviate its symptoms by helping you sell your old, often
unused, stu↵ in the most e�cient way. We start with a few ideas on how to decide if
you really need to upgrade your gear.

First, the main item in your arsenal, the camera body. Buying every new model of
your camera is not just unnecessary but often impossibly expensive, as the manufacturers
put to market too many models. Take, for example, the first line of Sony alpha cameras.
From its inception in July 2006 until April 2014, Sony has made the following 30 models,
all but four of which have now been discontinued: ↵900, ↵850, ↵99, ↵100, ↵700, ↵200,
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↵300, ↵350, ↵230, ↵330, ↵380, ↵500, ↵550, ↵450, ↵290, ↵390, ↵560, ↵580, ↵33, ↵55,
↵35, ↵65, ↵77, ↵57, ↵37, ↵58, ↵77II, ↵7, ↵7R, and ↵7S. A new model every 13 weeks
on average! Clearly, it doesn’t make sense to buy even every other model or every third
model.

I therefore suggest the following criterion. Upgrade to a new camera body only
when your current one cannot do what you want it to. After having taken pictures for
several years, you feel you are becoming a pro. You may want to shoot fast sequences
of photos but your camera is too slow. You would like to try very high ISO values, but
you present camera yields very noisy images at ISO 1600 and above. You would like to
experiment with HDR sequences of five, seven, or even nine images, but your camera
can only take three HDR pictures at a time. In such cases, perhaps the time has come
to upgrade your camera body.

The next important photographic item is the lens (rather, the lenses). Professionals
always accumulate many lenses, but should you follow them? I suggest the following
criterion. Buy a new lens only if you definitely need it and only if you need it for the
long term, not just for one shot or one project. For example, if you decide to become a
macro photographer, you definitely need a macro lens, but if you volunteered to be the
photographer in your friend’s wedding, you do not need to buy a wide-angle lens just
for this occasion, you may borrow or rent one.

Keep in mind two important features of lenses. A lens, especially a large, telephoto
lens, may be more expensive than your camera body. Also, lenses do not become obsolete
as fast as camera bodies do, and they therefore retain their value more than camera
bodies. An old lens may serve you for many years. Thus, buying a new lens should be
considered an expansion of your lens collection rather than an upgrade. Pros sometimes
claim that one cannot have too many lenses, but I know from long experience that lenses
are bulky, and a time eventually comes when you prepare for a photo trip and decide
to take certain lenses only because they are small and lightweight; the heavy lenses end
up staying at home.

A flash is di↵erent. Even though a flash unit has no moving parts it works very
hard. The battery is subject to many charges and discharges, the light bulb works at
high temperatures and high voltage, the shoe gets screwed and unscrewed many times,
the unit gets twisted and swiveled a lot, and the flash is generally treated with less
respect than the camera and the lenses. You should replace the flash when the battery
cannot be fully charged, when it becomes hard to swivel the unit, when the light isn’t as
powerful as it used to be, when you have to wait longer between flashes, or when cracks
start appearing in the plastic body. However, an old flash should either be recycled or
given away to a beginner. I don’t recommend selling an old flash, because the buyer
may later feel cheated when he realizes that the old flash he bought for a song does not
sing very well.

A flash memory card has no moving parts, is rarely subject to rough treatment,
and should therefore last a long time. The chief reason to replace such a card is speed.
If your memory card seems slow, look for sales on a faster card. A slow card means
shorter videos, longer time to transfer your images from the camera to the computer,
and shorter sequences of images taken in the continuous mode.

Your old tripod is a special case. It is large and heavy, it consists of several moving,
sliding parts, and it takes precious time to fold and unfurl. Thus, tripods tend to break
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under constant and heavy use and should be replaced. Newer tripods are made of special
carbon compounds and are lightweight, which makes them easy to carry around on trips,
but they are also expensive. In my opinion, it is pointless to sell or recycle an old, broken
tripod; it should be thrown away.

Accessories such as light di↵users, umbrellas, and softboxes should be replaced only
when they get broken.

Once you have read the above, you know when not to buy new equipment. If you
still have surplus photographic gear and would like to sell it, read ahead. The following
is a list of the most important points in selling used photographic equipment.

Include lots of quality pictures when you advertise an item for sale. If possible,
include a video. It is important to produce professionally-looking pictures of the item
for sale. The quality of the pictures is the first thing a potential buyer notices about
your item. It pays to buy or make a light-box (see instructions below) and use it to
produce pictures with a uniform white background and a minimum of shadows. It is
important to photograph your item from many angles, so the viewer can see every part
of the item.

Clean the item and make sure it looks nice. However, if it looks old, has cracks,
or is partly broken, make sure these defects are clear in your photos. Remember, no
cheating!

Spend some time estimating the real value of your item. Asking too much results
in a waste of time. Check craigslist in your area as well as eBay for the same item. If
nothing is found, look for similar items and estimate the value of your item by starting
with what you paid for it and what similar, but perhaps newer or older, items sell for.

Be honest. This is always important, but never more than when selling used equip-
ment. Make sure any defect in your item is known to the buyer. Remember that certain
purchasing services protect the buyer and can cause you di�culties for misleading a
buyer.

Be complete. It helps to include all original parts that came with the item you are
selling. You can increase the asking price and have more potential buyers if you have the
original box, any cables, booklets, receipts, warranty cards, and sales papers that came
with the item. Serial numbers can be found on a camera body and on lenses. They may
be important as they may tell you and the buyer when the item was made.

Be careful. If your item is sold locally, meet with the buyer in a public place, such
as a shopping center, outside a large store, or in a cafe. Identify yourself to the buyers
by wearing a red hat and don’t let them see your car when the transaction is complete
and you are going home.

Be patient. There are many used items for sale, and a potential buyer may have
missed your ad. Place a new ad as often as possible.

Be flexible. It is a good strategy to ask a bit more than you think the item is worth,
because most buyers will haggle and expect you to drop the price.

Once you are ready to sell an item, you need to decide where to sell it and how to
advertise it. The easiest place to sell a photographic item is a local photography store.
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You just walk into such a place with your item in hand and walk out a few minutes
later with money in your pocket. However, the price would be low, because the store
expects to make money selling this used item. The next convenient place is your local
Craigslist. Here you may find many buyers, you may get a better price, and you can
meet the buyer, saving yourself the trouble and cost of shipping. In big cities, there may
be camera swap meets, but they meet only a few times a year.

Your next easy choice is selling to an online photography retailer. Places such as
B&H, Adorama, and KEH buy used gear and pay promptly, but their prices are low
and the shipping costs eat into your profit.

Next, there are online photography forums. Photography On The Net [photo.net 14]
specializes in Canon. The Analog Photography Users Group [APUG 14] attracts many
sellers and buyers of old film equipment. A very active photography forum is Fred Mi-
randa, at [fredM 14]. The Large Format Photography Forum [largeF 14] is for users
of large format cameras, while the Rangefinder Forum [rangeF 14] concentrates on
rangefinder cameras.

Next, there is eBay, which is very popular but is known for fraud (not the site
itself, just a few sellers). This is why many buyers trust only sellers who have very high
positive feedback rates (typically higher than 99.6%). Because of these problems, there
are now eBay selling services. Such a service is an eBay seller with a large volume and
high positive feedback who o↵ers to sell your stu↵ under his name on eBay. However,
for selling just a few items, this service may not be worth the cut it takes.

The last topic in this section has to do with light boxes. A light box is a box open
at the front, with white, translucent sides and top. Light sources can be placed on both
sides of the box and also above it. The light from the various sources enters the box
through its translucent walls and bounces from the walls, floor, and ceiling. A small item
placed in the box is therefore illuminated evenly from all sides, and a photograph taken
of the item shows it with a uniform white background and with few, if any, shadows.

A light box can be purchased for a low price, and can quickly pay for itself. Pho-
tographs taken with such a box are so impressive, that its use can significantly increase
the sale price of items. What’s more, it is easy to build such a box at home. Here are the
basic instructions (there are many websites with similar instructions and clear pictures
that illustrate the process).

Start with a cardboard box. Remove its top and turn it such that the open top is
now the front of the box, facing you. Cut large holes in the left and right sides and in
the new top (Figure Intro.12). Tape or paste translucent paper, glass, or plastic sheets
over the three holes. Get a large piece of construction paper, cut it and fold inside the
box as shown in the figure. Make sure this sheet has no creases. A small item to be
photographed is placed in the box, and two or three lamps should be positioned on both
sides and perhaps also above the box, to provide bright, uniform illumination.

Product photographers know how easy it is to obtain striking images of all kinds
of products and objects by shooting an object, perhaps with its reflection, on a dark
(especially shiny) background, and Figure Intro.13 illustrates a few examples.

Ways to Save Money on Your New Photography Gear

The discussion above is on how to sell your used photographic gear. We now turn
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Figure Intro.12: Constructing a Light Box.

to a few simple, obvious methods to save money when you decide you definitely need
new equipment.

Perhaps the most obvious way to go is to rent. This make sense especially for
equipment that is expensive and that you may use only a few times, such as special
lenses.

Borrowing is much less expensive. In fact, it is like renting, but is also free. It helps
to have a large family, many friends, and cooperative neighbors and colleagues. Since
we have all become photographers, it may be easy to find someone you know who has
the equipment you need.

Wait. If you can use your current equipment for only one more year, you’ll be able
to: (1) save more money, (2) buy next year’s model, or (2) buy this year’s model for
much less.

Buy used gear. There is always the risk of ending up with a lemon, but today there
are reputable brick-and-mortar stores as well as online places that sell used photographic
equipment at low prices and o↵er generous return and exchange plans.

Buy Non-OEM. When it comes to lenses, prices can go very high, but it is possible
to save a bundle by buying lenses made by Tamron, Tokina, Sigma, and others that
make slightly lower-quality, but much less expensive lenses.

Slow your GAS pace. Buy one item at a time, limiting yourself to just a few items
a year, regardless of how much you desire that new camera body, flash unit, or lens. Try
to convince yourself that upgrading all your equipment in regular cycles is pointless. It
is better to use a piece of equipment until you have mastered all its capabilities before
thinking of the next model.

And of course, there is selling your old equipment. You might consider opening a
new bank account with the money you get from selling, and use that account, and only
that account, to buy new gear.

A Shock

Once you read this book and learn about the operations and internal parts of your
camera, should you take it apart and try to fix it if it breaks? NO, because it can shock
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Figure Intro.13: Objects and Reflections on Dark Backgrounds.
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you (both electrically and psychologically). The flash unit receives the high, momentary
energy it requires from a capacitor, and that capacitor keeps its charge (and high voltage)
for at least minutes after the battery has been taken out of the camera. Even a small,
cute object like a compact digital camera has unseen and unsuspected dangers lurking
inside.

Terms and Concepts

The Glossary lists many terms and concepts used in photography. Many of these
are also discussed in detail in various places in this book (consult the index). This
section covers the most important terms (arranged alphabetically) and provides short
explanations for each, thereby serving as a quick reference for those who demand quick
and easy answers.

18% neutral gray. This term is commonly mentioned in photographic literature,
but it seems to have originated in the printing industry. It is claimed that, on printed
paper, the midpoint between black and white reflects 18% of the light. White paper
does not reflect 100% of the light that strikes it, nor does black ink absorb 100% of the
light. So a neutral gray (not whitish or blackish) is 18% gray. A search of the Internet
yields the following claims, which seem to justify the value 18%.

1. The standard o�ce paper that’s commonly used today for copying and laser
printing has been designed decades ago for use with typewriters and copy machines,
where printing technology is dry and the paper does not get wet.

2. Inkjet printing is a wet technology, where small ink droplets are sprayed at the
paper. This often produces acceptable results with standard o�ce paper, but the ideal
paper for inkjet printing should have the right absorbency that allows it to accept the ink
but prevent sideways spread. Many inkjet users have noticed that double-sided printing
on regular paper causes bleeding of the ink through the paper. Vivid color printing
requires glossy paper.

3. Back to standard o�ce paper. This type reflects at most 72% of the light that
falls on it and absorbs any light that’s 95.5% gray or darker. Thus, the paper reflects
between 100� 95.5 = 4.5% and 72% of the light.

4. Standard o�ce paper (sometimes called photographic paper) can show fine gra-
dations of gray in only five stops of light. When we divide the interval [4.5, 72] into five
equal subintervals, the result is the five grayscale percentages 4.5, 9, 18, 36, and 72, of
which 18% is in the middle.

5. It is no wonder that not everyone agrees with these claims and not everyone
believes in the importance and validity of 18%. Reference [18percent gray 11] is a
detailed discussion analyzing the myth of 18%.

35 mm standard. The historically-important 35 mm format has been a standard for
both film and cameras since the early 1900s. It was originally specified as 1.375 inches
and was introduced in 1892 by William Dickson while working at Thomas Edison’s
laboratory (the actual film stock was manufactured by George Eastman). The 35 mm
film with four perforations per frame became accepted as an international standard
gauge for movie cameras in 1909. The standard for still cameras is known as 135. It has
the same dimensions but with eight perforations per frame.
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The 35 mm standard was later adopted and fully developed by Oskar Barnack in
Germany starting in 1913, and became especially popular with the introduction of the
Leica camera. The image size of this film was 24⇥ 36 mm (Figure Intro.14), and today,
in the age of the digital camera, image sensors that have that size are referred to as
full-frame sensors. See [35mm history 13] for more history of this important standard.

43 mm

24 m
m

36 mm

35 m
m

Figure Intro.14: 35 mm Film.

Aspect Ratio. The ratio of horizontal to vertical dimensions of an image. In 35 mm
film the aspect ratio is 36/24 = 3:2, on television it is 4:3, while high-definition televisions
(HDTV) often have an aspect ratio of 16:9.

Aperture. In optics, an aperture is an opening through which light can pass. In
photography, however, the term aperture refers to the diameter of the opening of the
diaphragm (or iris) that is used to vary the e↵ective size of the lens. Aperture is an
important term in photography. It is one of the components (aperture, shutter speed,
and ISO) of the golden trio that controls the amount of light arriving at the image sensor
during an exposure.

Aperture Priority (A or Av). An important mode supported by DSLRs and by
more and more DSLM cameras, but rarely by compacts. In this mode the user selects
the aperture and the camera chooses the correct shutter speed and ISO. Large apertures
result in a shallow depth-of-field (Section 2.6), which may serve to emphasize the subject
of the photograph. The notation Av comes from the APEX system (Additive System
for Photographic Exposure), [APEX 13].

Auto Focus (AF). A digital camera is controlled by a computer, which in addition to
many other tasks, also focuses the camera automatically. This is done when the shutter
button is pressed halfway by the user just prior to taking a shot. Some digital cameras,
such as DSLRs, also o↵er manual focus.

Compact (or point and shoot). This term is used for a large class of small, inexpen-
sive, light weight, and easy to use cameras with a minimum of user controls. Compacts
are mostly automatic and are an ideal choice for someone who just wants to point and
shoot.

Depth of Field (DOF, Sections 1.12 and 2.6). In principle, a lens focuses precisely
at a single distance d, but in practice there is always a distance e such that objects at
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distances from d� e to d+ e from the lens seem to be in focus, while objects closer than
d�e or farther than d+e seem blurry. (For large distances d, the focus range is closer to
[d�e, d+2e] and for very large d, the range is [d�e,1].) The term depth-of-field refers
to the interval of size 2e where objects seem in focus. Small values of e cause a shallow
DOF (or shallow focus), which is desirable in cases where the photographer wants to
emphasize one object while de-emphasizing its foreground and background. Conversely,
large values of e correspond to large DOF (or large focus), which is what we normally
want when shooting landscapes.

Photographers (even inexperienced ones) know that reducing the aperture increases
the DOF, which is why manual aperture control is a desirable feature in a camera.

Digital camera. A digital camera (or digicam) captures the image on a semiconduc-
tor image sensor instead of on film. In addition to this di↵erence between digital and
film cameras, a digital camera can also shoot videos (with audio) and is controlled by
a digital computer (high-end film cameras had analog computers that helped in setting
the exposure). Today (in late 2012) many small digital cameras are incorporated into
other devices such as cell telephones, cars, computers, and tablets.

DSLM (digital-single-lens-mirrorless) is a camera type (actually, a large class of
camera types) that do not include a mirror. When the shutter opens, the light strikes
the image sensor, which in turn creates an image that is sent to a screen in the back of
the camera.

DSLR (digital single-lens-reflex) is the digital version of the classic SLR camera.
The main feature of this type of camera is a mirror that normally reflects the light into
the viewfinder. When a picture is taken, the mirror momentarily swings up, out of the
way, to allow the light to reach the open shutter and through it, the image sensor.

From the Dictionary
Reflex: (a) reflected heat, light, or color, (b) a mirrored image.

High dynamic range (HDR, Section 4.6 and Chapter 5). Dynamic range is a measure
of the di↵erence between the brightest and darkest parts of an image. A scene with a
high dynamic range features a big di↵erence between its brightest and darkest parts.
Imagine standing at the doorway of a house on a sunny day. You look outside and you
cannot see anything because of the glare from the sun. You look inside the room and
again you see nothing because it is too dark. This is an example of a scene with a high
dynamic range, a range outside the dynamic range of our eyes. (The dynamic range
of the human eye is normally about 18 stops of light, depending on health and age.)
Cameras and other optical equipment also have a limited dynamic range, often narrower
than that of the eye (current cameras feature a dynamic range of only 10–12 stops).

What if we come across a scene that has tremendously bright areas and also deep,
dark, shadowy regions. Any picture taken of such a scene would be exposed properly
only for some of these areas. In order to arrive at a picture where all areas, bright and
dark, are properly exposed, the camera should perform an exposure bracketing, a quick
burst of three or five images with varying exposures (a tripod is recommended). The
images are quickly stored in the camera’s internal memory bu↵er and are then written
to the memory card. Once they are downloaded to a computer, they can be combined
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by software into a single image where all regions, bright and dark, are properly exposed
and feature maximum detail.

⇧ Exercise Intro.15: An order of magnitude is a factor of 10. Thus, the di↵erence
between 1 and 100,000 = 105 is five orders of magnitude. How many orders of magnitude
is 18 stops? (See also Exercise 2.12.)

Exposure. Strictly speaking, exposure is the amount of light that strikes each unit
area of the image sensor while a shot is being taken. Exposure is measured in lux seconds.
However, the amount of light is determined by the values of the so-called golden trio
(aperture, shutter speed, and ISO), which is why photographers use the term exposure
to indicate this important trio. (Lux is the unit of illuminance. It is one of the many
little-known quantities defined and used in photometry. In English, “lux” is both the
singular and plural.)

Flash Memory. A digital camera has a memory card where the freshly-taken images
are stored. The images can then be transferred to an external computer, and the card
can be reformatted and reused many times. The chief types of flash memories include
Secure Digital (SD) and Compact Flash (CF).

f-stop (or f-number, Section 2.4) is an important photographic term. It is a pure
(dimensionless) number that is defined as the focal length of the lens divided by the
diameter of the lens aperture. It is written as f/xxx, where xxx is a number. The “f”
in f-stop stands for fraction, because the f-stop indicates the fraction of light “stopped”
by the iris (or diaphragm) on its way to the shutter and the sensor. Because of the
meaning of the word “stop” in photography (doubling or halving), f-stops normally
have values which are powers of

p
2 ⇡ 1.414. Thus, f/1, f/1.4, f/2, f/2.8, and f/4 are

typical values.

ISO (Section 2.8) is a measure of the camera’s sensitivity to light. It was developed
by the International Organization for Standardization. The ISO has developed a system
of specifying the sensitivity of film to light using numbers such as 100, 400, 800, and
so on. The higher the number, the more sensitive the film. This system is now used to
indicate the sensitivity of image sensors, with the di↵erence that the ISO of a camera
can be controlled by the user. Thus, it is possible to take pictures in dim light situations
by increasing the ISO of the camera, but large ISOs also introduce electronic noise,
resulting in grainy images. The ISO sensitivity standard is related to the older ASA
(American Standards Association) and DIN (the German Institute for Standardization)
standards.

Panorama. A panorama is a very wide picture, wider than can be captured in a
single image. Several overlapping photographs are taken and are then stitched together
by software to produce a single panorama. The software can either be built into the
camera or can be external. The final panorama is often distorted; straight lines may
become curved. The term vertorama is sometimes used for a vertical panorama, where
the camera is tilted up or down instead of being panned left or right. Professional
photographers recommend to turn the camera vertically, pan it slowly, take several
overlapping images, and generate the final panorama as a set of tall, narrow images,
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because this results in the maximum number of pixels. Page 162 shows how panoramas
can be created with a tilt-shift lens.

The following is advice on how to shoot panoramas, based on professionals’ expe-
rience: (1) Use a tripod and make sure it is very level. Any crooked horizon would be
greatly magnified in the final wide panorama. (2) Use the same (manual) exposure and
focus on all the panorama images. (3) Use the middle apertures, typically f/8 through
f/16. (4) Shoot the panorama components left to right. If there are several rows of im-
ages, shoot them top to bottom. This way, they will appear on the computer screen (in
post-production) in their natural order, which makes it easier to examine them before
they are stitched. (5) Overlap the individual images by 20–30�.

Resolution. This term is somewhat ambiguous and may have three meanings as
follows: (1) The total number of pixels in an image sensor, (2) the number of rows and
columns of pixels in the sensor, and (3) the number of pixels per unit length (mm, cm,
or inch).

Scene Modes. Most current digital cameras o↵er an exposure mode called scene,
where the user selects one of several pre-programmed shooting modes. Typical scene
modes are portrait, landscape, night, sports, underwater, and baby.

Shutter (Section 2.3). That part of a camera that opens and closes to let light
from the lens hit the image sensor. Current cameras use either electronic or mechanical
shutters.

Shutter priority (or time value, S or Tv). An operating mode o↵ered by DSLRs and
many DSLM cameras, but rarely by compacts. The user selects a shutter speed and the
camera chooses the aperture and ISO for a correct exposure, if possible. The problem
is that a camera may have many shutter speeds, but any given lens might have only a
few apertures. If no correct combination of aperture and ISO can be found, a warning
light in the camera indicates wrong exposure.

Shutter speed. Even though this term includes the word speed,
it refers to time; the time duration where the camera shutter is open.
Doubling the shutter speed halves the amount of light reaching the
image sensor, which is why this term is important and is a member
of the golden trio. Shutter speeds may vary from very fast (a small
fraction of a second, in order to freeze fast moving objects) to very
slow (several seconds, to allow shooting in dark environments or dim objects). Fast
shutter speeds of 1/d seconds are indicated by d. Thus, 500 means an exposure lasting
1/500 s. Slow shutter speeds of a second or more are indicated by a quote. Thus 7"
means seven seconds. Many cameras also support other shutter speeds such as B (bulb,
keeps the shutter open as long as the shutter release is held) and T (time, keeps the
shutter open until the shutter release is pressed again). The term “bulb” comes from
old shutter release cables where the user had to squeeze a rubber bulb to cause the cable
to press the shutter button.

Stop. In photography, the term “stop” means to double or to halve an amount.
Thus, varying the f-stop of a lens from f/1.4 to f/5.6 corresponds to four stops (Sec-
tion 2.4).
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Telephoto lens. A lens whose focal length is greater than the diagonal of the sensor.
On a standard 35 mm camera, any focal lengths greater than 50 mm are considered
telephoto. A telephoto lens covers a narrow scene and has the e↵ect of looking through
a telescope (a narrow field of view is brought closer).

Timer (or self timer). A feature found in virtually all digital cameras. It counts a
preset time delay (such as 2, 3, 5, or 10 seconds) between pressing the shutter button
and actually opening the shutter. This allows the photographer to join the scene and
become part of the picture. It is also handy for taking macro or long-exposure shots by
reducing camera shake.

Vignetting. An image may be made darker around its edges (or is made to fade
close to its periphery). This e↵ect is referred to as vignetting and is done either to
draw attention to the center of the image, or to create the e↵ect of a miniature. Thus,
vignetting can serve as a creative tool of composition to attract the viewer’s attention to
the center of the image. Sometimes, vignetting occurs unintentionally because of optical
e↵ects.

Miniature: A feature that blurs the top and bottom of the image, making it look like
a miniature photographed on a tabletop.

Wide-angle lens. A lens whose focal length is smaller than the diagonal of the
sensor. On a standard 35 mm camera, any focal lengths below 40 mm are considered
wide angle. A wide-angle lens covers a scene that is wider than what the human eye
sees.

Last, and most important, is the concept of pixels. A digital image is a rectangular
array of dots, or picture elements, arranged in m rows and n columns. The expression
m⇥ n is called the resolution of the image, and the dots are called pixels (except in the
cases of fax images and video compression, where they are referred to as pels). The term
“pix” comes from photographers’ slang for “pictures.” The term resolution is sometimes
also used to indicate the number of pixels per unit length of the image. Thus, dpi stands
for dots per inch. For information on pixels and their history, see Appendix G and the
lively references [Lyon 13] and [Smith 13].

Pixelation and Pointilism

A digital image is saved by the camera on a memory card by writing the pixels in
a computer file. In the file, each pixel is either a single number or three numbers. If
the image is black-and-white (more accurately, grayscale), then each pixel is a single
number indicating the intensity of gray at a point in the image. Zero corresponds to no
gray (a white pixel) and 1 corresponds to 100% gray (a black pixel). If the image is in
color, then each pixel becomes three numbers that specify the intensities of the three
primary colors (normally red, green, and blue) of the pixel. At the time of writing (late
2012), even compact cameras are rated at 12 to 16 megapixel, while higher-end cameras
are in the range of 20 Mpixel. See also Section C.2 for a discussion of the importance
and irrelevance of high resolutions.

Images are all around us. We see them in color and in high resolution. Many
objects (especially artificial objects) seem perfectly smooth and continuous, with no
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jagged edges and no graininess. Digital photography, on the other hand, deals with
images that consist of small dots, pixels. The term pixel stands for “picture element” (I
again recommend [Lyon 09] for a lively survey of the history of this important term).

When we first hear that a digital image consists of pixels, we tend to dismiss the
entire field of digital photography as trivial. It seems intuitively obvious that an image
that consists of dots would always look discrete, grainy, rough, and inferior to what we
see with our eyes. Yet current photographs, even those obtained with cheap cameras,
are often di�cult or impossible to distinguish from traditional photographs taken with
film, even though the digital images are discrete, consist of pixels, and not continuous.
(See also Section 1.3 for a discussion of human vision and the resolution of the eye.)

Figure Intro.15 illustrates the importance of resolution in digital images. The three
images feature, from left-to-right, lower and lower pixel resolutions. Each pixel in the
leftmost image is the average of 4 ⇥ 4 pixels in the original image. The corresponding
numbers for the other two images are 7 ⇥ 7 and 10 ⇥ 10. It is obvious that in order
for digital photographs to look real they have to feature high pixel resolutions and this
topic is discussed in Section 1.22.2.

Figure Intro.15: Low-Resolution Digital Images.

A similar dichotomy between discrete and continuous exists in art. Many painters
try to mimic nature and employ wide, continuous brush strokes to paint smooth and
continuous pictures, while others choose to be pointillists. They create a painting by
placing many small dots on their canvas. The most important pointillist was the 19th
century French impressionist Georges Seurat.

Seurat was a leader in the late 19th century neo-impressionism
movement, a school of painting that uses tiny brushstrokes of con-
trasting colors to achieve a delicate play of light and create subtle
changes in form. Seurat used this technique, which became known
as pointillism or divisionism, to create large paintings made en-
tirely of small dots of pure color. The dots are too small to be
distinguished when looking at the work in its entirety (Figures In-
tro.16 and Intro.17), but they make his paintings shimmer with
brilliance. His most well-known works are Une Baignade (1883–
1884) and Un Dimanche Après-midi à l’Ile de la Grande Jatte (1884–1886). The art
critic Arsène Alexandre had this to say about the latter painting: “Everything was so
new in this immense painting—the conception was bold and the technique one that
nobody had ever seen or heard before. This was the famous pointillism.”
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Pleasure in this respect is like photography. What we take, in the presence of the
beloved object, is merely a negative, which we develop later, when we are back at
home, and have once again found at our disposal that inner darkroom the entrance
to which is barred to us so long as we are with other people.

—Marcel Proust.

Photographic Resources

Because of the popularity of photography, a vast collection of resources is available,
ranging from books to training videos and tutorials, and from photographic societies to
websites and stock photos. The following is a list of several types of resources reflecting
my taste and knowledge.
1. Books.

Andrews, Philip, Langford’s Starting Photography: The guide to creating great images,
Focal Press, 6th edition, 2008.
Barnbaum, Bruce, The Art of Photography: An Approach to Personal Expression, Rocky
Nook, 2010.
David D. Busch [Busch 14] writes useful guidebooks on specific DSLRs.
Freeman, Michael, Michael Freeman’s Perfect Exposure: The Professional’s Guide to
Capturing Perfect Digital Photographs, Focal Press, 2009.
Freeman, Michael, Michael Freeman’s Top Digital Photography Tips, A Lark Photogra-
phy Book, 2008.
Freeman, Michael, The Complete Guide to Light and Lighting in Digital Photography,
A Lark Photography Book, 2006.
Freeman, Michael, The Photographer’s Eye: Composition and Design for Better Digital
Photos, Focal Press, 2007. This discusses what a photographer needs to do in the instant
before the shutter is released.
Freeman, Michael, The Photographer’s Mind: Creative Thinking for Better Digital Pho-
tos, Focal Press, 2010. A sequel to the previous book, that explains the way that
professional photographers think a picture through before taking it.
Freeman, Michael, The Photographer’s Vision: Understanding and Appreciating Great
Photography, Focal Press, 2011. This examines the work of the great photographers,
explaining how to look at a photo and how to learn from looking at it.
Hannavy, John (ed.), Encyclopedia of Nineteenth-Century Photography, New York, Rout-
ledge, 2005.
Kelby, Scott, The Digital Photography Book, Peachpit Press, 2012.
Langford, Michael John, Langford’s Basic Photography: The guide for serious photog-
raphers, Focal Press, 9th ed., 2010.
Lenman, Robin (ed.), The Oxford Companion to the Photograph, Oxford University
Press, 2005.
Lewell, John, Digital Photography For Next to Nothing, John Wiley and Sons, 2010.
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Figure Intro.16: Pointillism.
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Figure Intro.17: Pointilism.
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London, Barbara, Photography, Pearson, 10th ed., 2010.
Long, Ben, Complete Digital Photography, Course Technology PTR, 7th ed., 2012.
Peterson, Bryan, Understanding Close-Up Photography: Creative Close Encounters with
Or Without a Macro Lens, Amphoto Books, 2009.
Peterson, Bryan, Understanding Exposure: How to Shoot Great Photographs with a Film
or Digital Camera, Amphoto Books, 3rd ed., 2010.
Peterson, Bryan, Bryan Peterson’s Understanding Photography Field Guide: How to
Shoot Great Photographs with Any Camera, Amphoto Books, 2009.
S. Fred Spira, Eaton S. Lothrop, and Jonathan B. Spira, The History of Photography as
Seen Through the Spira Collection, Aperture, December 2001. From Google Books: A
comprehensive look at the prehistory, history, and contemporary state of photography
through the more than 20,000 items of the important Spira collection of photographic
equipment, images, books, and ephemera. This richly illustrated book is a testament to
the creativity and ingenuity of the human mind.
Warren, Lynne, Encyclopedia of Twentieth-Century Photography, New York, Routledge,
2006.
Wells, Liz, Photography: A Critical Introduction, 3rd edition, London, Routledge, 2004.
2. Videos.

People often prefer to watch a video rather than read a book. Videos are also
useful teaching tools because they may include animation, so here are a few very useful
workshops and tutorials that seem to be the best currently available.

Ben Long, Foundations of Photography, an ongoing series from www.lynda.com:
Foundations of Photography: Exposure, 2010
Foundations of Photography: Lenses, 2011
Foundations of Photography: Composition, 2011
Foundations of Photography: Black and White, 2011
Foundations of Photography: Night and Low Light, 2012
Foundations of Photography: Specialty Lenses, 2012
Foundations of Photography: Macro and Close-Up, 2013
Foundations of Photography: Lens-Reversal Macro Photography, 2013
Foundations of Photography: Flash, 2013
Also, Shooting on the Road, from Gear to Workflow, 2012
Shooting and Processing High Dynamic Range Photographs (HDR), 2011
Shooting with the iPhone 5s, 2014
The Practicing Photographer, 2014
Inkjet Printing for Photographers, 2018

John Greengo, Fundamentals of Digital Photography, an annual five-day workshop,
from http://www.creativelive.com. This has received an A+ grade from many par-
ticipants and Internet watchers, including me. John has also produced about a dozen
videos on specific cameras.

A series of 12 great video tutorials by Bryan Peterson can be found at:
http://www.learningthelight.com/2011/01/25/12-great-photography-tutorial-
videos-by-bryan-peterson/.
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Website graphics.stanford.edu/courses/cs178/applets/applets.html
has many Java applets that illustrate many photographic terms graphically. This site is
part of Marc Levoy’s class on digital photography at Stanford University. Marc Levoy’s
lectures are also available on YouTube.

The short video at https://www.youtube.com/watch?v=KkDCZrTKQaI shows many
old cameras that are now part of the collection of the George Eastman House, an inter-
national museum of photography and film.
3. Equipment rentals.

The high cost of many high-end cameras, lenses, and various rarely-used acces-
sories has increased the popularity of photographic rental places, both brick-and-mortar
stores and online sources. The following is a short list of some players in this field
(just prepend www and append com to each name): borrowlenses, glazerscamera, adora-
marentals, prophotorental, samys, csirentals, ppratlanta, iephotorentals, and procamer-
arental.
4. Photographic Organizations.

As in every field of human endeavor, there are many societies, associations, and
organizations whose mission is to promote various aspects of photography. Website pho-
tosoftwarenews.com provides a long list of many such organizations located all over the
world. See http://www.photosoftwarenews.com/Associations/assocs_acs.html.

An important help that such organizations can provide an individual is critique. A
person simply cannot criticize his own work. Honest, constructive critique must come
from the outside, and the members of a photographic organization may be the best
source.

Following are a few words about the most important of those societies.

Professional Photographers of America (PPA, at http://www.ppa.com) is the world’s
largest nonprofit association for professional photographers, with 24,000 members in 54
countries.

The National Press Photographers Association (http://www.nppa.org) is dedi-
cated to the advancement of visual journalism, its creation, practice, training, editing
and distribution, in all news media and works to promote its role as a vital public service.

The North American Nature Photography Association (NANPA, at nanpa.org)
promotes the art and science of nature photography as a medium of communication,
nature appreciation, and environmental protection. It provides information, education,
inspiration and opportunity for all persons interested in nature photography. NANPA
fosters excellence and ethical conduct in all aspects of our endeavors and especially
encourages responsible photography in the wild.

The Photographic Society of America (PSA, at http://www.psa-photo.org) is a
worldwide organization providing a wide range of services that promotes photography
and benefits its members. PSA promotes the art and science of photography as a means
of communication, image appreciation and cultural exchange.

PSA provides education, information, inspiration and opportunity to all persons
interested in photography.
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The Society fosters personal growth and expression, creativity, excellence and eth-
ical conduct in all aspects of photographic endeavor.

The Royal Photographic Society (RPS, at http://www.rps.org) was founded in
1853 “to promote the Art and Science of Photography,” a mission it continues to this
day. Membership is open to anyone interested in photography in the UK and throughout
the world, be they amateur or professional, artist or scientist, young or old.

The Association of Photographers (AOP, http://home.the-aop.org) is a member-
ship based organization comprised of professional photographers, agents, assistants, and
students as well as a�liated colleges and a�liated companies. Its mission statement is
“to promote and protect the worth and standing of our members, to vigorously defend,
educate and lobby for the interests and rights of all photographers in the photographic
profession.”

The Professional Photographers of Canada (PPOC, at http://www.ppoc.ca) is a
diversified group of creative artists dedicated to the highest standards in professional
imaging.

Our vision: To be Canada’s leader in developing and maintaining the highest level
of photographic excellence.

Our mission: To qualify and support photographers to become industry leaders and
to inform the public of the value in hiring an accredited professional photographer.

Website everplaces.com is not, strictly speaking, an organization and is not in-
tended just for photographers. Nevertheless it is useful. It is both a website and an
iPhone application. Once you join it, you can list places that you intend to visit, and
you can find recommendations for interesting places to visit and shoot.

Similarly, roadtrippers.com is a website and an application. It is immensely useful
in planning a photographic trip. It can find interesting sites (parks, zoos, beaches,
historic landmarks) along and around a route that you specify, and direct you to them.

Website roadsideamerica.com is an online guide to o↵beat tourist attractions. It
helps guide a would-be photographer to unusual, little-known attractions wherever he
finds himself.
5. Photographers.

The following is a short list of influential photographers with popular/useful web-
sites.

Bryan Peterson (http://www.bryanfpeterson.com). A photographer, educator,
and writer.

Thomas Hogan (http://www.bythom.com). A Nikon guru.

Jared Polin (http://froknowsphoto.com). Useful for beginners who shoot in raw
formats.

JulieAnne Kost (http://blogs.adobe.com/jkost). Help with Adobe Photoshop
and Lightroom users.

Ben Long (http://www.completedigitalphotography.com/). A photographer,
teacher, lecturer, and writer.
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Scott Kelby (http://scottkelby.com). Many training videos, blogs, gear reviews,
and a large photo gallery.

Ben Willmore is an American photographer, author and founder of Digital Mastery,
a Boulder, Colorado-based training and graphic arts consulting firm that specializes in
Photoshop.

John Greengo (http://www.johngreengo.com). A travel photographer and in-
structor based in Seattle, WA.

Joel Sartore (http://www.joelsartore.com) is a photographer, speaker, author,
teacher, and a 25-year contributor to National Geographic magazine. His hallmarks are
a sense of humor and a Midwestern work ethic.
6. Websites.

As in other areas, there are websites that teach photographic-related subjects, an-
swer questions, and manage forums where users and enthusiasts can discuss topics, ask
and o↵er help, and generally help each other. Here is a short list:

http://www.dpreview.com/. A large site with many reviews of cameras and other
photography gear.

http://www.diyphotography.net/. Another large site o↵ering many tutorials,
techniques, hacks, and reviews.

http://www.popphoto.com/. An online magazine with lots of news, photos, buying
guides, and how to’s.

http://strobist.blogspot.com/. All about flash photography.

http://digital-photography-school.com. The digital photography schools! dis-
cover how to use your digital camera with our digital photography tips. We are a com-
munity of photographers of all experience levels who come together to learn, share and
grow in our understanding of photography.

http://www.steves-digicams.com. The consumer’s best source of digital camera
information and news.

http://theonlinephotographer.typepad.com/. The online photographer is a
daily news website for photo enthusiasts, in blog format.

http://www.photocompete.com. Photo Compete maintains listings of current pho-
tography competitions.

http://blogs.photopreneur.com. Photopreneur exists to identify new opportu-
nities for professionals, hobbyists and for camera-owners who want to earn from their
photography.

http://www.luminous-landscape.com/index.shtml. The web’s most compre-
hensive site devoted to the art of landscape, nature, and documentary photography.

http://www.kenrockwell.com/. A large site with useful and interesting infor-
mation on specific cameras, lenses, photographic techniques, and how-to articles. In
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addition, there is material on the history of photography, recommendations for photo-
graphic gear, links, and hot deals. Ken Rockwell seems knowledgeable and prolific, but
some may claim that he is too opinionated.

http://pbase.com/cameras o↵ers a long list of camera models and sample photos
taken with each. Anyone considering buying a certain camera model could benefit from
perusing the images in this site.

photo.net is “a site for serious photographers to connect with other photographers,
explore photo galleries, discuss photography, share and critique photos, and learn about
photography.” Readers may find the “Learning” tab of this site, leading to hundreds of
articles, especially useful.

http://camerasim.com/camera-simulator/ is an interesting site that helps get-
ting used to a new DSLR.

http://digital-photography-school.com/ is a site that should be considered for
further learning.

http://www.ct-digiphoto.com/ is a photography magazine published quarterly.

http://www.photokonnexion.com is a site that provides tips, tutorials, and train-
ing.

https://www.cambridgeincolour.com/ is a learning community for photographers.
7. Photography News Sources.

Popular Photography news, at http://www.popphoto.com/tags/news.

Photography news http://www.photography-news.com/.

News and tutorials can be found at http://petapixel.com/.

Top photography news is located at http://photography.alltop.com/.

Digital Camera world, at https://www.digitalcameraworld.com/ has news, re-
views, tutorials, buying guides, and more.

Amateur Photographer is an online magazine at
https://www.amateurphotographer.co.uk/

Located at https://pocketmags.com/digital-photographer-magazine/issue-
223, Digital Photographer Magazine publishes 13 issues per year, aiming to challenge
and motivate you to take your best shots.

See https://www.zinio.com/photoplus-the-canon-magazine-m3747 for Photo-
Plus: The Canon Magazine. This is where you will find new Canon pro photographer
interviews, in-depth Canon DSLR and kit tests, a comprehensive Canon DSLR and lens
buyers’ guide, Canon School technical advice, and more.
8. Stock Photography.

What if you need a certain image and you cannot take it yourself? What if you
need it NOW? You may be able to buy it or receive it free from a stock photo supplier.
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Stock photography is the business (commercial or free) of supplying photographs
licensed for specific uses. There currently are organizations that own vast quantities of
images, old and new, rare and unique, popular and unknown, that can be located and
purchased or simply requested. Many stock photos are produced in quantity in special
studios. These may be images that express stereotypical emotions and gesticulations
produced by anonymous models or involving pets.

Sometimes, a stock image is sold as “royalty free.” After paying a onetime license
fee, the buyer may use the image for any legal purpose and in any number of copies. A
buyer may be willing to pay more for exclusive rights to the image, thereby preventing
others from using the image. Low-resolution images may be completely free, but most
images are sold with a specific contract that restricts what the buyer can do with the
image.

Such restrictions may include the following: Usage (for advertising, news broadcast,
in a book, a website, or a newspaper), duration (a month, a year), copies (up to 1,000,
up to 500,000), location (in a specific country or region), size (maximum dimensions of
the image), industry (image to be used only in electronics or banking), and exclusivity
(how much would other buyers get to use the same image).

Currently, the main stock photo suppliers are Getty Images, Corbis, Jupiterimages,
istockphoto, Dreamstime, Shutterstock, Fotolia, and fotoLibra.

Of special interest may be burningwell.org, pexels.com, and unsplash.com.
These organizations collect images from volunteers and make them freely available to
anyone for any purpose.

If you are interested in working with or for a stock photography agency or organi-
zation, here is what you need to know. Such an agency would consider you only if you
already have a stock of thousands of images, preferably on topics where images are rare.
Your images would be scrutinized and you would have to sign a contract that the agency
could cancel at any time. You may have to agree that at least some of your images would
sell exclusively through the agency and that the images you submit conform to a strict
standard that specifies metadata, resolution, sizes, and color correction. Worst of all,
you may su↵er the indignity of seeing some of your images rejected because they don’t
meet the exacting specifications of the agency or simply because the powers that be
do not like the images. In summary, you will learn that the popularity of photography
has resulted in fierce competition in the field of stock photography, a competition that
implies harder work and less income for you!

THE Camera of the Decade

Because of the importance and popularity of photography there are many profes-
sionals, experts, reviewers, and critics who test, review, analyze, and rank cameras and
other photographic equipment. Every year, many of these experts rank the cameras re-
leased during the year (needless to say, those rankings never fully agree) and the camera
that happens to head a particular list becomes the best camera of that year according
to that list’s compiler. Something similar is done every decade. These words are written
in early 2020, a year that many people consider the start of a new decade, which is why
this section presents an (unranked) short list of the significant cameras of this decade
and also lists my choice of THE camera of the decade. (Strictly speaking, the current
decade goes from the beginning of 2011 to the end of 2020.)



Introduction 69

The excellent photographic review site dpreview.com has bestowed the title “prod-
uct of the year 2019” on the Sony ↵7 R IV, a Full-frame Mirrorless Interchangeable
Lens Camera with about 61 Mpixels. Reference [Sony a7riv review 19] has the detailed
review. Many readers of this review, as well as users of this great camera, consider it
the best camera of the decade, but to my mind, the best camera of any decade should
be a revolutionary product, and as great as this camera is, it is not revolutionary. It is
a step forward in the evolution of the Sony ↵7 R family of products.

Similarly, the Sony ↵7 R III was chosen by the important site slrlounge.com as
the best camera of 2018 (reference [Sony a7iii review 18]).

In 2017, the Nikon D850 was selected by imaging-resource.com as its choice of
the camera of the year [Nikon D850 17]. This great camera has many positive, useful
features, of which the following are the most important:

It takes all the Nikon F-mount lenses, of which there are so many

A backside-illuminated, 45.7-megapixel full-frame sensor

A weather-sealed body

A 153-point autofocus system

Up to nine frames per second of RAW shooting speed

Full-width 4K UHD video

1080 video at up to 120p, recorded as roughly 1/4 or 1/5th speed slow-motion

One XQD slot and one UHS II-compliant SD slot

Battery life rated at 1840 shots

3.2” tilting touchscreen with 1024⇥ 768 = 2.36 pixels LCD

Illuminated controls

Advanced time-lapse options
Some photography reviewers and gurus consider this camera the pinnacle of DSLR

technology, because virtually every expert predicts that after 2017 the DSLR market has
shrunk and is being replaced by smartphone and mirrorless cameras. If this prediction
is true, it may happen that the Nikon D850 may be remembered as the overall best
DSLR ever.

The Sony a9, introduced in April 2017, is historically important because it convinced
many pros that a mirrorless camera can be better than a DSLR. The main, impressive
features of this camera are the following:

The first full-frame stacked CMOS sensor. It boasts 24MP and integrated memory

The first mirrorless camera that shoots up to 20 fps with no blackout in the
viewfinder

The anti-distortion electronic shutter features speeds up to 1/32,000 sec. and is
silent and free of vibrations

The Phase Detection AF circuit o↵ers 693 points over 93% frame coverage
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A big bu↵er that allows for continuous shooting of up to 241 compressed Raw files
or 362 JPEG images

These are some of the most notable cameras of the decade of the 2010’s. Now, for
the best of the best. Based on my experience and on many reviews, I believe that the title
“THE camera of the decade” belongs to computational photography (Chapter 7), which
made our smartphone cameras so powerful and useful. However, I also would like to
bestow an honorable mention on the Samsung Galaxy NX, an innovative, revolutionary
camera that unfortunately is no longer being made.

Smartphone cameras made their slow start in 2007. Initially, those cameras were
ridiculed by “real” photographers, but over the years they steadily became more powerful
and more useful. Today, in 2020, many, perhaps most, professional photographers admit
that these cameras are almost as good as “real” cameras and have added advantages such
as (1) being with the owner all the time, (2) small size and light weight, and (3) allowing
easy sharing of images. Currently, the optics of smartphone cameras are still inferior to
those of traditional cameras, but the innovations o↵ered by computational photography
compensate for this shortcoming. The interested reader should check Chapter 7 for
amazing examples of the power of computational photography.

Now, for the Samsung Galaxy NX. The main feature of the Samsung Galaxy NX is
the Android Operating System. This OS, which powers the camera, is also what makes
it so innovative and revolutionary. The built-in Android OS allows the user to customize
the camera by downloading apps that can filter, process, and share images. The 4.8-inch
touchscreen also helps in editing and processing because it is brilliant. Following is a
short list of the main features of this camera.

Wi-Fi and 3G/4G LTE Connectivity. In addition to Wi-Fi connectivity, the Galaxy
NX also integrates 3G/4G LTE support to enable sharing of imagery from nearly any-
where at any time. This ability allows uploading of files to social networking sites,
emailing photos to friends, or backing up images on cloud-based storage sites. Addition-
ally, Android apps can be downloaded directly to the camera to enables a wide range of
in-camera editing and presentation solutions.

Photo Suggest. The Photo Suggest function can instantly connect you to wide-
ranging libraries of images taken by other photographers in your current location. This
allows for direct, real time reference of other images and helps to provide suggestions as
to how to photograph a specific scene.

Story Album. The Story Album function helps to create, display, and print photo
albums of groups of imagery from within the camera. This tool will automatically
organize photos into timelines and will then reframe and resize images in order to produce
digital photo books for sharing and viewing online.

Camera Studio. The Camera Studio widget helps to customize camera settings
for creating, editing, and presenting photos in a unique and simple manner. You can
save and easily access your favorite shooting modes and employ helpful tools such as the
location-based apps like Photo Suggest, TourWrist, and TripAdvisor; presentation-based
Gallery and Story Album tools; and photo and video editing apps such as Video Maker
and Paper Artist. Additionally, Dropbox can be used as a functional means for storing
and sharing imagery with a wide audience.
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Smart Mode. The Smart Mode button provides access to a host of automatic,
intelligent camera settings that can be employed to help optimize your imagery in any
setting:

Here are several comments (listed verbatim, mistypes and all) by users of this
camera:

The benefit for me is having a camera that I can connect to 4G/WiFi and
using apps like Instagram directly from the camera. I am not a professional
photographer, but the interface is pretty easy to figure out.

With this camera I don’t need a laptop/MacBook to edit or upload my
pics and if I want to print my photos is just one click away.

Supports simultaneous video and snapshots. Integrates well with blue-
tooth Laser Range Finder & internal GPS.
At the time of writing, the user manual of this unusual device is available at [Galaxy

manual 13].
In December 2019, the well-known review site dpreview.com has presented its read-

ers with a list of 20 cameras of the decade and asked them to vote on the most-important
one. A user could vote for up to five products and had to rank them. The results are
listed in Table Intro.18 in order of popularity. Thus, for example, the iPhone 4 was con-
sidered the best by 10.8% of the voters, while the Samsung Galaxy NX was the choice
of only 0.2%.

Apple iPhone 4 10.8% Nikon Z6/7 5.0%
Canon EOS R 2.5% Nikon 1 J/V1 0.8%

Canon EOS 6D 3.2% Olympus OM-D E-M5 6.4%
Fujifilm GFX 50S 3.0% Panasonic Lumix DC-GH5 5.2%
Fujifilm GFX 100 5.3% Pentax K-1 2.4%

Fujifilm FinePix X100 6.1% Samsung Galaxy NX 0.2%
Leica Q (Typ 116) 1.7% Samsung NX10 0.4%

Leica T 0.4% Sony a7/R 16.0%
Nikon D850 11.0% Sony a9 6.5%
Nikon D750 5.0% Sony Cyber-shot DSC-RX100 5.3%

Table Intro.18: Twenty Best Cameras of the 2010 Decade.

My Dream Camera

I would like to end this long introduction with a dream, my dream camera. Read
ahead.

People dream about many things. The phrase “my dream home” is commonly heard
as is “his dream girl.” This short digression is about my dream camera, the one I hope
we will all have in just a few years. This device does not exist yet, but there is no harm
in dreaming, just don’t overdo it.
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The main features of my dream camera are a micro 4/3 architecture, but with a
large, square or circular sensor that supports many aspect ratios. The aspect ratio of
an image is the ratio of its horizontal to vertical dimensions. In 35 mm film the aspect
ratio is 36/24 = 3:2, on television it is 4:3, while high-definition televisions (HDTV) often
have an aspect ratio of 16:9. Figures 1.59, 2.26, and 2.91 as well as Subsection 2.11.9
illustrate and discuss the aspect ratios of various sensors.

Le
ns

16:9

21:9

2:3

Sensor

Figure Intro.19: Sensor with Various Aspect Ratios.

My main idea for the dream camera (and for future cameras in general) is to have
a large, square or even circular sensor and to let the user select any desired aspect ratio,
in portrait or landscape, in that sensor. Some current (2019) cameras already o↵er a
similar feature, illustrated in Figure 2.97. Exercise 2.13 discusses the pros and cons of
circular sensors, but here we’ll assume a square sensor. (The answer to that exercise
shows that a circular sensor would require a bigger shutter and a bigger mirror [both
would have to be squares with 43 mm sides] as well as a bigger pentaprism, resulting in
a bigger camera. This is why my dream camera is mirrorless, specifically a micro 4/3,
and not a DSLR.)

Figure Intro.19 shows that a sensor capacity of about 36 Mpixel would translate
to about 24 Mpixel images, depending on the aspect ratio used. Naturally, there would
always be many unused pixels in such a sensor, but our ingenious engineers can be
trusted to dream up useful applications for them. The unused pixels could be used, for
example, to predict movements of objects in the scene and let the camera follow any
object automatically.

Naturally, such a dream camera should have many other features, so here is a short
list of my favorites:

Dual-hinged 2.1 Mpixel touchscreen LCD. Such a screen can tilt up and down when
shooting landscape and up while in portrait orientation.



Introduction 73

An internal memory for fast saving of a large burst of images. This is in addition
to the traditional SD card slot.

IBIS (internal body image stabilization).

Other goodies such as GPS, a large capacity battery, and continuous USB charging
for long time-lapse projects. Also video, but the video capabilities of current cameras
are more than su�cient for my needs.

In general those who like to dream about a perfect camera should search for ad-
vanced features found in high-end cameras, because such features tend to trickle down
to consumer cameras over several years.

If, by any chance, I have omitted anything more or less
proper or necessary, I beg forgiveness, since there is no

one who is without fault and circumspect in all matters.

—Leonardo Fibonacci, 1202



1
Light and Optics

Photography is an art form, but it is all about light. In the absence of light, it does
not matter how much enthusiasm and what equipment and experience you have, there
will be no pictures. With bad light, you will often end up with inferior pictures. Only
when light is available does the photographer stand a chance of ending up with first-
rate images, even if the subjects being photographed are mundane. Thus, we start
our journey in photography and compact cameras with a discussion of light and its
properties, the science of optics.

This long chapter is all about light and its uses in photography. The chapter starts
with a short introduction to light, its nature and properties. It then discusses various
lighting situations and how to use each for maximum benefit when shooting pictures.
The last topic in the chapter is optics; how light is bent and reflected by mirrors and
lenses in order to form sharp images.

Light illuminates; shadows define.
—Unknown.

1.1 Light and Color

At a certain point in history, people started asking how the world is constructed and
what are its constituents. For a while, it was widely believed that earth, fire, water,
and air were the basic constituents of the world, but what about light? Light is very
di↵erent from these constituents, It is fleeting. It is everywhere and nowhere. It cannot
be grabbed, collected, saved, touched, felt, or smelled, and yet it definitely exists. It is
something that makes it possible to see other objects.

Today, we know that light is indeed strange because it can be considered both a
wave and a stream of particles. As a young man, Isaac Newton experimented with
passing light through a prism and spreading a beam of white light into a rainbow of
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colors. He therefore assumed that light was a stream of particles (corpuscles). In the
early 1800s, Thomas Young experimented with passing narrow beams of light through
slits and observed interference patterns, similar to those of water waves, that convinced
him that light must be a wave.

Modern science considers light as either an electromagnetic wave or as a stream of
particles (termed photons) that have energy and momentum, but no mass.

What “waves” (or undulates) in light is the electric and magnetic fields. When a
region of space is flooded with light, those fields vary periodically as we move from point
to point in space. If we stay at one point, the fields also vary periodically with time.
Thus, visible light is a (small) part of the electromagnetic spectrum (Figure 1.1) that
includes radio waves, ultraviolet, infrared, X-rays, and other types of electromagnetic
radiation.

Visible light

Freq. 

(Cycle/sec.)Wavelength 

(nm)

AM radio FM radio 
and TV

Microwave infrared Ultraviolet X-rays
Gamma rays

104 106 108 1010
1012 1014 1016 1018 1020

1013 1011 109
107 105 103 101 10-1 10-3

ROY G BIV

Figure 1.1: The Electromagnetic Spectrum.

⇧ Exercise 1.1: (A joke.) What other rays are there?

Precisely how light features itself depends on how we look at it. When we perform
an experiment that tests the wave nature of light, we see interference patterns or other
features of waves, but when an experiment tests for the particle nature of light, we
observe results consistent with light being a stream of photons. The most important
attribute of a photon is its frequency, because the photon’s energy is proportional to
it. Photons are useful in physics to explain a multitude of phenomena (such as the
interaction of matter and light).

In photography, the most important property of light is its color, which is why the
wave interpretation of light is used in this chapter.

Light Makes Right.
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1.2 Color and the Eye

The most important properties of a wave are its frequency f , its wavelength � (lambda),
and its speed. Light moves, obviously, at the speed of light (in vacuum, it is c ⇡
3⇥1010 cm/s). The three quantities are related by f� = c. It is important to realize that
the speed of light depends on the medium in which it moves (see discussion of refraction
in Section 1.10). As light passes from vacuum to air to glass, it slows down (in glass, the
speed of light is about 0.65c). Its wavelength also decreases, but its frequency remains
constant. Nevertheless, it is customary to relate colors to the wavelength and not to the
frequency. Visible light has very short wavelengths, which is why a convenient unit for
its wavelength is the nanometer (1 nm = 10�9 m).

Visible light ranges from about 400 nm to about 700 nm and the color we observe
is determined by the wavelength. A wavelength of 420 nm, for example, corresponds to
pure violet, while 620 nm is perceived by the eye and brain as pure red. Using special
lasers, it is possible to create pure (monochromatic) light consisting of one wavelength
(Figure 1.3a). Most light sources, however, output light that’s a mixture of several (or
even many) wavelengths, normally with one wavelength dominating.

The colors of the spectrum that are most visible to the human eye are (Figure 1.2)
violet (390–430), blue-violet (460–480), cyan, green (490–530), yellow (550–580), orange
(590–640), and red (650–800).
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Figure 1.2: Sensitivity of the Cones.

White light is a mixture of all the wavelengths in the visible region of the spectrum,
but what is gray light? It turns out that the wavelength of light is not its only important
attribute. The intensity is another attribute that should be considered. Gray light is a
mixture of all wavelengths, but at a low intensity. When shooting with a camera and
processing images on a computer, a crucial problem is how to specify the precise color
of each pixel to the hardware. In many real-life situations, it is su�cient to say “I am
going to wear my navy-blue suit,” but computer hardware requires much more precise
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color specification. It therefore may come as a surprise to discover that color can be
completely specified by just three parameters. Their meanings depend on the particular
color model (or color space) used. The RGB model is popular in photography and image
processing. In the printing industry, the CMYK is normally used. Many artists use the
HLS model.

Figure 1.3b shows a simplified diagram of light smeared over the entire range of
visible wavelengths, with a spike at about 620 nm (red), where it has a much higher
intensity. This light can be described by specifying its hue, saturation, and luminance.
The hue of the color is its dominant wavelength—620 nm in our example. We can think
of the hue of a color as the position of the color in the rainbow. The luminance is related
to the intensity of the light. It is defined as the total power included in the spectrum and
it is proportional to the area under the curve, which is L = (700� 400)A + B(D � A).
The saturation is defined as the percentage of the luminance that resides in the dominant
wavelength. In our case, it is B(D�A)/L. When there is no dominant wavelength (i.e.,
when D = A or B = 0), the saturation is zero and the light is white. Large saturation
means either large D�A or small L. In either case, there is less white in the color and
we see more of the red hue. Large saturation therefore corresponds to pure color.
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Figure 1.3: (a) Pure Colors. (b) A Dominant Wavelength.

1.3 Color and Human Vision

An object has intrinsic and extrinsic attributes. They are defined as follows:

An intrinsic attribute is innate, inherent, inseparable from the thing itself and
independent of the way the rest of the world is. Examples of intrinsic attributes are
length, shape, mass, surface texture, electrical conductivity, and rigidity.

Extrinsic is any attribute that is not contained in or belonging to an object. Exam-
ples are the monetary value, esthetic merit, pleasing color, and usefulness of an object
to us.
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⇧ Exercise 1.2: Come up with more examples of intrinsic and extrinsic attributes.

In complete darkness, we cannot see. With light around us, we see objects and they
have colors. Is color an intrinsic or an extrinsic attribute of an object? The surprising
answer is neither. Objects do not have colors, they just reflect, transmit, and absorb
various wavelengths of light. Colors exist only in our brains, minds, and imagination.
In order to start getting used to these ideas, imagine a red ball. The ball looks red
because it is in sunlight, a mixture of many wavelengths, and it reflects only the range
of wavelengths our brain associates with red. If we shine green light on the ball, it may
reflect some of the green wavelengths, and the ball would appear to be dark green. In
the absence of light, the same ball appears black.

Stated another way, colors do not exist in nature. What does exist is light of
various wavelengths and materials that absorb and reflect di↵erent wavelengths. When
light enters our eye, the light-sensitive cells in the retina (Figure 1.4) send signals that
our brain interprets as color. Thus, colors exist only in our minds. This may sound
strange, because we see colors all the time, but consider the problem of describing a
color to another person. All we can say is something like “this object is red,” but a
color-blind person has no idea of redness and is left uncomprehending. The reason we
cannot describe colors is that they do not exist in nature. We cannot compare a color to
any known attribute of the objects around us. (Figure 1.5 is an entertaining, if somewhat
sexy, observation on this subject.)
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Figure 1.4: The Eye.

We can tell a color-blind person that red is warm or hot and that white is cool, but
to someone who never saw a color, these explanations are meaningless.

In terms of our perception, each of us is alone in his mind. We cannot perceive what
another person feels. This applies not just to the perception of color but to perceiving
pain and taste, responding to music and enjoying art.

The term “qualia” (singular: quale and pronounced “kwol-ay”) refers to the sub-
jective or qualitative properties of experiences. What it feels like, experientially, to see a
red rose is di↵erent from what it feels like to see a yellow rose. Our inability to express
and share our own internal qualia is referred to as the explanatory gap.
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Figure 1.5: How Various Organisms Perceive Colors.

How girls and boys, geeks and dogs perceive various colors (Very likely origi-
nated at doghousediaries.com)
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A digression. The fact that colors exist only in our minds is just one example of the
way we use our senses. Our senses are the link that brings the real world to our inner
world, our mind. Our senses collect information in the real physical world around us
and translate this information into sensual impressions. A creature with di↵erent senses
sees and perceives the same real world di↵erently. A simple example is a bat. A bat
acquires information about the outside world by sending and receiving ultrasound waves.
The wavelengths of ultrasound are in the millimeter range, much longer than those of
visible light (which are in the hundreds of nanometers), which is why the bat “sees” and
perceives the world di↵erently. We are surrounded by objects (atoms, electrons, and
photons) and actions (movements of molecules, interactions of elementary particles)
that we cannot see and sense, which is why it is important to realize that we do not
perceive the complete physical world, only a small part of it.

As far as vision is concerned, what we really see is not the actual light received by
our eyes but our mind’s reconstruction of the world based on the inputs sent by the eyes.

The retina is the back part of the eye. It contains the light-sensitive (photoreceptor)
cells which enable us to sense light and color. There are two types of photoreceptors,
rods and cones.

The rods are most sensitive to variations of light and dark, shape and movement.
The rods are sensitive to blue-green light, reaching their peak sensitivity at a wavelength
of 498 nm. They contain one type of light-sensitive pigment and respond to even a few
photons. They are therefore responsible for black and white vision and for our dark-
adapted (scotopic) vision. In dim light we use mainly our rods, which is why we don’t
see colors under such conditions (objects are seen in grayscale). There are about 120
million rods in the retina.

The cones are much less numerous. There are only about 6–7 million of them
and they are concentrated at the center of the retina, in a small area called the fovea
(or yellow spot, see Figure 1.4) where their density is about 180,000 cells per square
millimeter. The cones are much less sensitive to light (it takes hundreds of photons for
a cone to respond). On the other hand, the cones are sensitive to wavelength. Thus, it
is the cones that send color information to the brain and that are responsible for our
color vision (more accurately, the cones are responsible for photopic vision, vision of the
eye under well-lit conditions). The cones are also discussed in Section 1.22.2. There are
three types of cones and they send three di↵erent types of stimuli to the brain. This
is why any color specification requires three numbers (we perceive a three-dimensional
color space). The three types of cones are sensitive to red, green, and blue, which is why
these colors are a natural choice for primary colors. [More accurately, the three types
of cones are S-cones, with maximum sensitivity at wavelengths of about 420 nm (blue),
M-cones, with peak sensitivity at 534 nm (bluish-green), and L-cones, sensitive around
564 nm (yellowish-green).]

⇧ Exercise 1.3: Search the scientific literature to find out why humans and other mam-
mals have so many more rods than cones, while birds do not.

A lemon can teach us much about how we perceive colors. Lemons are yellow,
which means that the surface of the lemon absorbs all wavelengths of light except that
of yellow (about 570 nm), which it reflects. When seen in light, natural or artificial
white light, a lemon looks yellow because it subtracts the other colors. When seen on
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a monitor screen, however, the lemon looks yellow because of a di↵erent reason. Recall
that a color monitor emits light of red, green, and blue colors. No yellow light comes
o↵ the monitor screen, and the yellow lemon that we see on the screen is therefore not
light of wavelength 570 nm. In order to show us yellow, the monitor screen emits some
red and some green light (see also Exercise 2.48). The yellow that we see on the screen
is therefore fake. It is a sensation created in the brain by signals coming from the red
and green cones in the retina.

⇧ Exercise 1.4: Keeping the lemon in mind, what is the color of a mirror?

The special case of purple. The wavelength interval 380–450 nm
is interpreted by our brain as violet. Thus, violet is a spectral color.
In contrast, purple, which is similar to violet, is a non-spectral color.
It does not correspond to any wavelength, but is an equal mixture
of blue and red (Figure 1.88). Thus, purple is a secondary color. The complementary
color of purple is yellow. The hex triplet of purple is #800080. Its RGB representation
is (128, 0, 128) in units in the interval (0, 255), and its CMYK quartet is (0, 100, 0, 50),
where these units are in the interval (0, 100). Today, purple is associated with rarity,
royalty, magic, mystery, and piety.

The case of magenta is similar. Magenta is not a spectral color and has no wave-
length. Instead, it is a mixture of equal amounts of blue and red. Red and blue are
spectral colors and the wavelength between them corresponds to green, but this is not
the way our eyes and brain work. The red and blue photons do not stimulate the green
photosensitive cells on the retina. Instead, the brain receives red and blue signals which
it interprets as a totally di↵erent color; magenta. Some may claim that magenta is
only a figment of our imagination, and they may be right. Nevertheless, magenta is an
important color and is one of the three components of the common CMYK color space.
Magenta is an example of the large class of impossible or chimerical colors. Those are
imaginary colors that may be seen by staring at a strong color (a fatigue template) until
cone cells become fatigued, and then looking away at a target field.

Definitions
A chimeric creature is one formed from parts of various animals. A chimeric object
or goal is one that is hoped for but is illusory or impossible to achieve.

The large class of chimerical colors is in turn divided into subclasses as follows:

Hyperbolic colors. The saturation of a color measures how far the color is from
white. Thus, when we reduce the saturation of any color, we see it getting closer to
white. When the saturation of a color is increased, we see it getting closer to the ideal
color that we keep in our mind. Hyperbolic colors are colors that appear more than
completely saturated. Examples include hyperbolic orange and hyperbolic green. The
latter is green that is greener than any green that we could ever imagine. The following
simple experiment can give us an idea of this color. Stare at a blob of pure magenta
(your fatigue template) for a long time. This causes your red and blue photosensitive
cones to become tired. Now look away and you will see a green afterimage (this is
because magenta is the opposite of green). This afterimage is your target field. Now
look at a blob of pure (i.e., fully saturated) green. This green and its afterimage will
now combine to form hyperbolic green.
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Stygian Colors. Colors that are both saturated and dark (stygian means extremely
dark, gloomy, or forbidding). An example is stygian blue, which appears as dark as
black, but also as blue. To perceive this color, select a saturated yellow as your fatigue
template and black as your target field. Following a long stare at the template, a quick
glance at the target field will create the impression of a blue blob that is as dark as
black.

Self-Luminous Colors. Those are colors that appear to glow, although no light is
emitted. An example is self-luminous red. Choosing a green fatigue template and a
white target field would result in seeing self-luminous red, which is simultaneously red
and brighter than white. It is the self-luminous version of its opposite, green. Similarly,
a self-luminous blue is the result of a yellow fatigue template followed by a white target
field.

What is White? We know that white light is an equal mixture of the wavelengths of
red, green, and blue, but this claim can be further illustrated. A clear plastic sheet does
not have color; it is transparent, but when we start folding it on itself, it appears more
and more opaque and white. This is because the material is not a perfect transmitter
of light. It absorbs and also reflects a small amount of the light that hits it. With
many layers reflecting light, the folded plastic ends up reflecting most of the light, which
makes it look white. If we now immerse the folded material in water, the air between
the layers of plastic is replaced by water, which considerably reduces the reflection from
each layer, causing the wet material to appear almost transparent. This is why certain
fabrics appear transparent when wet.

Figure 1.6 shows how non-spectral colors (colors that do not correspond to any
wavelength but are a mixture of the basic colors) are created by mixed signals sent by
the cones to the brain. When light at a wavelength of about 620 nm hits the cones in the
eye, they send the brain a strong red signal and a weak green signal, a mixture which
it interprets as orange. A look at the figure should convince the reader that no other
wavelength can create such a mixture. A similar light, with a wavelength of 570 nm,
also creates a similar mixture of strong red and weak green, but both are stronger than
the first mixture and the brain responds to their sum by making up a color that we
(arbitrarily) name yellow.

400 450 500 550 600 650 700

Figure 1.6: Mixed Signals Sent by the Cones.

Now that we understand the relation between signal mixtures and wavelength, we
can consider more complex cases, and we start with magenta. We already know that
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magenta is a mixture of equal amounts of blue and red, but it is easy to verify that no
wavelength in Figure 1.6 corresponds to such a mixture. What if light from two sources,
red and blue, shines into the eye? The brain receives this particular mixture of signals
and it has to make sense of it, i.e., assign it a color. The color it decides to select is
(arbitrarily) named by us magenta. Even more. What if light from three equal sources,
red, green, and blue, shines into the eye? In this case, the brain decides to select a color
that we, again arbitrarily, decide to name white. Thus, white is a non-spectral color,
the result of mixing equals amounts of the three basic colors.

What about black? In order to see, we need light. Black is the absence if light, so
we can say that black is not a color.

The importance of red, green, and blue as primary colors was suspected long before
anyone knew about the rods, cones, and their sensitivities. As early as 1801, the poly-
math Thomas Young developed a trichromatic theory of color where he argued that red,
green, and blue are three components of any color. (It is currently believed that he was
preceded by George Palmer who had similar ideas around 1786.) This theory was later
extended by Helmholtz. The Young–Helmholtz theory of color vision states that there
are three types of receptors in the retina and they are responsible for the perception of
color. These receptors are sensitive to red, green, and blue.

There is a fundamental di↵erence between the way the human visual system works
(i.e., how our eyes and brain see and perceive a scene) and the way optical devices
generate images. Human vision is a complex dynamic process. The eyes do not simply
stare at the scene. Instead, they move rapidly and scan the scene, flicking from region
to region, looking for and locating the important parts of the scene. The brain receives
this information from the eyes, processes it, and uses it to gradually build up a mental,
three-dimensional picture that includes all the details of the scene. When looking at a
scene, as you are doing now while reading these words, your eyes perform quick jerky
movements, referred to as saccadic. The eyes stop several times between movements and
the entire seeing/perceiving process is involuntary; it cannot be consciously controlled
by us.

The fovea at the center of the retina, the area that provides the high-resolution
part of vision, is very small. It helps us in resolving minute details of the scene, but it
covers only 1–2 degrees of vision. The saccadic movements of the eyes project more and
more parts of the scene on the fovea and thus make it possible for the brain to build a
detailed, accurate picture of the scene.

(Definition: A saccade is a fast movement of an eye, head or other part of the body
or of a device. It can also be a fast shift in frequency of an emitted signal or other
quick change. Saccades are quick, simultaneous movements of both eyes in the same
direction.)

In addition to scotopic and photopic visions, there is also mesopic vision. This type
of vision is a combination of photopic and scotopic visions in low light but not in full
darkness.

Nothing in our world is perfect, and this includes people and other living beings.
Color blindness in humans is not rare. It strikes about 8% of all males and about 0.5%
of all females. It is caused by having just one or two types of cones in the retina (the
other types may be completely missing or may just be weak). A color blind person
or animal with two types of cones (horses and dogs are examples, see Figure 1.5) can
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distinguish a limited range of colors, a range that requires only two numbers to specify a
color. A person or animal with only one type of cone (the horseshoe crab is an example)
senses even fewer colors and perceives a one-dimensional color space (grayscale). Such
an organism cannot distinguish changes in intensity from changes in wavelength; it has
no color discrimination. With this in mind, can there be persons, animals, or aliens with
four or more types of cones in their retina? The answer is yes, and such beings would
perceive color spaces of more than three dimensions and would sense more colors than
we do! (Naturally, we cannot imagine what those colors are.) This surprising conclusion
stems from the fact that colors are not attributes of objects and exist only in our minds.

Note. In living beings with many types of cones, certain types of cones in the
retina may be responsible for more perceived colors (that we may not be able to imagine,
perceive, or describe), but may also be specialized. Cones of a certain type may widen
the visible spectrum to include ultra-violet and infrared. There may be specialized cones
that help their owner to detect motion or that act as sun glasses by filtering out certain
light frequencies. Thus, not every additional type of cone will increase the number of
dimensions of the color space perceived by a creature.

I can see it clearly. I don’t know what it is. I can describe it. Up to a point. A lot of
the colors don’t have a name.

—A. S. Byatt, Angels and Insects (1986).

The famous “blind spot” also deserves mentioning at this point. The blind spot
(Figure 1.7) is a point where the retina does not have any photoreceptors. Any image
in this region is not detected by the eye and is invisible.
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Figure 1.7: Distribution of Rods and Cones in the Retina.

The blind spot is the point where the optic nerves come together and exit the eye
on their way to the brain. To find your blind spot, look at this image,
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close your left eye, and hold the page about 20 inches (50 cm) away. Look at the square
with your right eye. Slowly bring the page closer while looking at the square. At a
certain distance, the cross will disappear. This occurs when the cross falls on the blind
spot of your retina. Reverse the process. Close your right eye and look at the cross with
your left eye. Bring the image slowly closer to you and the square will disappear.

Each of the photoreceptors sends a light sensation to the brain that’s essentially a
pixel, and the brain combines these pixels into a continuous image. Thus, the human eye
is similar to a digital camera. Once this is understood, we naturally want to compare
the resolution of the eye to that of a modern digital camera. Current (2014) digital
cameras feature from 6–8 Mpixels (for a cell-phone camera) to about 22 Mpixels (for a
high-end DSLR).

Thus, the eye features a much higher resolution, but its e↵ective resolution is even
higher if we consider that the eye can move and refocus itself about three to four times
a second. This means that in a single second, the eye can sense and send to the brain
about half a billion pixels. Assuming that our camera takes a snapshot once a second,
the ratio of the resolutions is about 100.

Certain colors—such as red, orange, and yellow—are psychologically associated with
heat. They are considered warm and cause a picture to appear larger and closer than
it actually is. Other colors—most notably blue, violet, and green—are associated with
cool things (air, sky, water, ice) and are therefore called cool colors. They cause a picture
to appear smaller and farther away (Figure 1.8).

Cool Original Warm

Figure 1.8: Cool and Warm Colors.

A Digression. Interior decorators often claim that theirs is a balancing act.
Adding, changing, or deleting an element of decoration in a room can be very noticeable
and can completely get the room o↵ balance. Colors are an element of decoration and
as such they must be balanced. This is why decorators often mix warm and cool colors
in a room. If the owner insists of only one type of color, the decorator may add a touch
of the other type. An example is a dominant blue (cool) with just a tinge of orange
(warm) and gray or brown (neutral) to create a balance.

Another aspect of color that is understood by decorators is the concept of under-
tones. When two colors are mixed, the result may be close to another, familiar color.
If the result is close to, say, green, then this green is the mass tone of the mixture.
The mass tone is the color we see first when looking at a mixture of colors. If we then
perceive another color, di↵erent from the mass tone, then this is the undertone of the
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mixture. If we do not see an undertone, then the undertone is identical, or very close
to, the mass tone of the mixture and this mass tone is a pure or a true color.

We can therefore claim that an undertone is one of the original colors of the mixture,
often diluted, thinned, and weakened as to be almost unrecognizable. Yet it is still part
of the mixture, still making its presence known. The undertone of a mixture tells us if
the color of the mass tone is cool or warm.

Thus, a mixture that yields red may have an undertone that is very close to the
(red) mass tone, but a mixture that results in poppy red has an orange undertone, and a
mixture that produces magenta has a blue undertone. To better observe the undertone
of a mixture whose mass tone is color C, it is best to place it next to a pure sample of
color C. After a few seconds of staring at the two samples, the undertone of the mixture
will seem to appear out of nowhere.

In general, color mixtures that result in warm colors tend to have undertones that
are orange, yellow, or red, while mixtures that result in cool colors tend to have green,
blue, or purple undertones.

With this information in mind, let’s consider gray. Is gray a warm color? Pure gray
is neutral, but gray that is the result of mixing colors may have an undertone, and it is
this undertone that determines the type, warm or cool, of the gray in question. If this
undertone is green, blue or purple, the gray should be called cool. If the undertone is
pink or close to pink, the gray is warm. A mixture of gray and pink is often considered
taupe (gray with a touch of brown). End of digression.

Many psychologists, artists, and designers agree that certain colors create or en-
hance in us emotions that can be positive or negative. The following table suggests
some of these emotions. Naturally, the table itself may raise in some readers the emo-
tions of objection, disbelieve, and even disgust, but it is nevertheless generally considered
true.

Color Positive Emotions Negative Emotions
Black Classy, serious, dramatic Cold, heavy, opression
Blue Secure, loyal, comfortable Detached, cold, passive
Brown Older, natural Cheap, dirty, anticipated
Gray Distinctive, business-like, cold Quiet, depression, resigned
Green Nature, food, healthy, money Bland, disgust, static
Orange Warm, energy Frustration, crack, juvenile
Pink Babyish, health, soft Weakness, shyness, impoverishment
Purple Sophisticated, royal Inferiority, wrongdoing, stifling
Red Strong, aggressive, heavy Pain, anxiety, wounding
White Pure, simple, clean Cold, antiseptic, cerebral
Yellow Careful, bright Fear, illogical, frailty

Owning a color?. In the fields of computer graphics and image processing, it is
common to use the notation #f94433 or #81D8D0 to describe the RGB components of a
color. This is referred to as hexadecimal (or hex, meaning numbers to base 16) notation.
Computers, both hardware and software, employ binary numbers, but we are used to
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decimal numbers. Binary numbers are simple, being based on just the two integers 0 and
1, but because of this they tend to be long. Decimal numbers are shorter and familiar,
but converting between binary and decimal is cumbersome. This is why hexadecimal
(base 16) numbers are often used with computers as a convenient short representation
of long binary numbers. A hex digit can take one of 16 values, so the six characters
A through F are used as hex digits, in addition to the 10 decimal digits. Thus, hex A
equal 10, hex B equals 11, and so on up to F. The relation 16 = 24 implies that each
hexadecimal digit is equivalent to (i.e., has the same information content as) four bits.
Two hexadecimal digits are equivalent to eight bits and can therefore have the decimal
values 0 through 28�1 = 255. With this in mind, it is easy to see that the color denoted
by #f94430 consists of f9 = 15 ⇥ 16 + 9 = 249 parts red (out of a maximum of 255),
44 = 4 ⇥ 16 + 4 = 68 parts green, and 30 = 3 ⇥ 16 + 0 = 48 parts blue. Black is a
color without any components, which is why its hex notation is #000000, whereas the
hex notation for white is the opposite #FFFFFF.

In addition to the hex notation, colors can also be identified by their Pantone
numbers. Pantone started as a commercial printing company, but has changed direction
in the early 1960’s and became an authority on matching and identifying colors. The
Pantone Matching System (PMS) is a proprietary color space that is widely used by
many organizations that are involved with color management. A Pantone guide is a set
of small (approximately 6 ⇥ 2 inches or 15 ⇥ 5 cm) thin cardboard sheets. A series of
related color swatches, such as greens of varying tints, are printed on one side of several
cards, each with its PMS identifying number. The cards are then bound such that
they can be spread like the leaves of a fan, which allows for easy locating and examining
them. Many popular colors are also assigned Pantone names such as iced mango, orange
pepper, and stun gun yellow.

And now, to owning a color. Yes, in addition to owning your cat, your vacuum
cleaner, and your shirt, you can also trademark a color, which would make it illegal for
others to use (at least in certain contexts). A trademark is a word, phrase, symbol,
and/or design that identifies and distinguishes the source of the goods from one party
from those of others. Unlike patents and copyrights, trademarks do not expire after a
set term of years. Instead, the right to use a trademark comes not from registering it
but from actually using it to indicate the source of goods and services. An organization
can also stop using its trademark and still keep it if it files the right documents and pays
appropriate fees at regular intervals.

We are all familiar with well-known trademarks such as the logos of Apple computer,
McDonald’s, and Starbuck, but because the word “design” appears in the definition of
trademarks, various companies started claiming that the term “design” includes a color,
which is why they are entitled to claim specific colors as trademarks and be sole users
of those colors in their products, logos, and advertisements. Even more! In legal test
cases, the U.S. supreme court has decided that a single color can indeed be a brand, so
long as the public strongly associates the color with the specific product and that the
color is in no way functional. In order to be eligible for trademarking, a color has to
meet the purpose of identifying the source of the product. A “functional” color is often
loosely defined as a color that does something for or with or to you. A functional color
cannot be trademarked, but the concept of a functional color is not rigorously defined
and is perhaps best illustrated by an example. A company that makes snow blowers
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cannot trademark the color white because white is the color of snow and is therefore a
functional color.

In 1985, Owens-Corning, a company that makes fiberglass building insulation, be-
came the first entity to win a lawsuit in the United States that made its distinctive pink
color (Pantone 210C or #F99FC9) its trademark. The company uses this color to identify
its products in the eyes of the public, so it naturally considers their color an important
asset. Owens-Corning became the first company in the United States to trademark a
color and anyone who wants to use this color must first obtain permission from this
owner and explain how he plans to use the color.

Examples of important trademarked colors are Pantone 1837 (Ti↵any), Pantone
219C (Barbie), Pantone 165 (Home Depot), and Pantone 186C (Target department
stores).

Like many other legal questions touching on commerce, the legal, permitted uses of
trademarked colors are often a gray area. The following example illustrates one aspect
of this question. Ti↵any & Co. is a company that makes luxury jewelry, gifts, and
accessories. It has trademarked color #81D8D0 (or Pantone 1837), which it uses for its
bags and boxes and refers to as its robin’s egg blue. The point is that Ti↵any owns this
color only in situations where it can be associated with their products. Anyone can use
this color in situations where it has nothing to do with Ti↵any and its products, as e.g.,
to paint furniture and objects in your house.

1.3.1 Resolution of the Eye

In this section, the term resolution refers to the ability to distinguish fine details. This
ability is the most important factor when trying to compare the eye to a digital camera,
to estimate the resolution of the eye in terms of number of pixels. We try to answer
the question How many pixels are needed to fill up our entire field of view with a sharp
digital image?

The following factors are important when trying to distinguish fine details: The
lighting condition and how di↵erent nearby pixels are from one another (the spatial
resolution). Imagine a sharp digital image becoming gradually blurry. The number of
pixels in the image hasn’t changed, but nearby pixels have become similar, making it
harder to distinguish fine details.

Comparing the eye to a camera is somewhat misleading because a camera snaps an
entire picture at once, while our eyes move around and constantly refresh and recreate
the image that is sent to the brain. Each instantaneous image sent to the brain may be
fuzzy and small, but the brain combines those images to build a large, sharp image.

The eyes also see objects that are in the way, such as parts of our nose and glasses,
but the brain filters away these irrelevant images.

The fovea receives light from the central 2� of our field of view (about the area
covered by both of your thumbs when held at arm’s length). Anything else perceived
by the eye is blurry and indistinct. The blind spot (Section 1.3) also restricts what the
eye can see at any given moment.

Thus, when trying to estimate the resolution of the eyes, we have to consider the
important fact that the eyes move all the time, moving the fovea with them, thereby
refreshing and extending the area of sharp vision. Also, the brain contributes much to
our vision and to the e↵ective resolution. The brain combines the images from both eyes
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to create a three-dimensional sensation. It also tries to interpret the image sent by the
eyes, based on its past experience of the world and the objects within it. Many optical
illusions are the result of tricking the brain to assume that an object A in front of us
is a di↵erent object B. This e↵ect is nicely illustrated by Figure 1.9a which consists
only of several curves. The black and blue color variations in the figure trick our brain
into perceiving a (non-existent) circle. It seems that we actually see the circle, that the
image color inside the circle is bluish and is slightly di↵erent from the white outside it,
but this is an illusion.

line pairs/mm
2 73 104 155 40

(a) (b)

Figure 1.9: (a) Optical Illusion. (b) Line Pairs.

Thus, human vision is di↵erent from the way a camera “sees” the scene. Regardless
of the digital resolution of the eyes, what we perceive is a smooth image generated by
the brain. We do not see in any specific pixel resolution; we believe that we see smooth,
continuous images. Even more, images are not saved in our memory the way they are
saved in a camera, pixel by pixel. The phrase “photographic memory” is a misnomer;
our memory of an image is only approximate. We do not retain the precise color of every
point in the image, only the overall shape, color, and e↵ect of the image.

Considering the above discussion, a reasonable way to estimate the resolution
(equivalent number of pixels) of human vision is to start with the smallest detail the eye
can resolve.

The term visual acuity refers to the power of the eye to resolve small details in the
scene it is observing (see also Section 1.22.2). In a typical thought experiment we look
at a set of converging line pairs (Figure 1.9b) to determine the smallest detail that can
be resolved by the eye. This, of course, depends on the available light and on the person,
but experiments suggest that a typical size of the smallest detail is 0.6–0.7 arc minute
per line pair. The point where the individual strips cannot be readily distinguished by
the eye is called the spatial resolution, and is expressed as line pairs/mm (lpmm).

In order to distinguish between the smallest detail and a point, the detail must cover
at least two pixels, which yields a maximum pixel size of 0.3–0.35 arc minute. Larger
pixels result in smallest details larger than 0.6–0.7 arc minute. These numbers can be
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applied to compute an estimate of the resolution of human vision. We imagine that our
field of view is a large rectangle of 180� ⇥ 180� on front of us. There are 60 arc minutes
per degree, and we assume that the pixel size is 0.3 arc minute. These values yield

[180⇥ 60/0.3]⇥ [180⇥ 60/0.3] = 1,296,000,000 pixels,

or about 1,300 megapixel, a very large number, much larger than the number of rods
and cones on the retina.

A more detailed reference is [human-eye 15].

1.3.2 Visual Acuity and Circles of Confusion

The discussion and examples of human acuity and circles of confusion presented here is
based on lecture 7 of reference [Levoy 16].

The figure below illustrates the concept of pixel pitch. This is the smallest distance
between pixels of the same color, indicated in the figure by black arrows. For our
purposes here, we consider pixel pitch �x simply as the distance between consecutive
pixels.

�x

#

"

Consider a typical, current (2019) 13” MacBook computer. Its screen has a resolu-
tion of 2560⇥ 1600 = 4,096,000 pixels and it features a 13.33” diagonal. The height of
such a screen is 7.75” and its width is 10.85”. The pixel pitch is �x = 7.75/1600 = 0.0048
inch/pixel and the vertical resolution is 1/�x = 1600/7.75 = 206 dpi. Recall that cur-
rent printers have resolutions of at least 300 dpi and often much higher. This is why
206 dpi is low resolution, which makes it hard to read small type on a 13” screen.

A similar example is the Amazon Kindle Fire tablet, launched in November 2011.
This tablet comes with a 7.00”-diagonal display with a resolution of 1024 ⇥ 600 pixels
at a pixel density of 169 pixels per inch (ppi).

We now try to estimate the resolution of the eye. The first step is to relate pixels to
waves, and we decide (not completely arbitrarily) to associate a pair of consecutive but
di↵erent pixels (one black and one white) with a complete sine wave. Thus, the period
(or wavelength) p of this wave equals twice the pixel pitch �x. The basic question is:
when such a wave, equivalent to two pixels, enters the eye and hits the retina, what
angle does it subtend? We assume a viewing distance (scene to the lens of the eye)
of d. Let’s first consider the MacBook example, held at a typical reading distance of
20”. The wave period is 2 ⇥ 0.0048”, the angle ✓ between the departing light rays is
(from Equation (2.13)) ✓ = 2arctan(p/2d) = 0.0275�. Thus, the spatial frequency on
the retina is 1/✓ = 36.4 wave periods (or cycles) per degree.

The next question is: what is the visual acuity of the eye (the power of the eye to
resolve small details)?

The human spatial sensitivity diagram of Figure 1.10 (the Campbell-Robson chart,
[Campbell 68]) shows increasing spatial frequency (periods/degree) in the horizontal di-
rection and decreasing contrast from bottom to top. The curve in the diagram represents
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the lowest contrast that one person could see at each spatial frequency. The area under
the curve corresponds to the range of visible stimuli that are visible to that person (the
lowest contrast at each spatial frequency). The maximum spatial frequency (the cuto↵
frequency) is at about 50 periods per degree and it is located at the high-contrast area
of the chart. It is higher than our previous estimate of 36.4 periods per degree. The
peak of the curve is at around 4 cycles per degree, which led some researchers to claim
that the human visual system is most sensitive in detecting contrast di↵erences at four
cycles per degree, but this claim has been heavily contested.

Figure 1.10: Campbell-Robson Chart.

This discussion of human acuity can help us determine the largest circle of confusion
in various cases. The main factor is the viewing distance d. We start with a typical
print of a photograph. We assume that this is viewed at d = 15 inches and that the
maximum human acuity (1/✓) is 43–44 cycles per degree (the average of 36.4 and 50).
Based on these figures, we obtain the smallest arc that’s still visible on the retina as
✓ = 1/44 ⇡ 0.023� and the minimum size of visible features is p = 2⇥ 15⇥ tan(✓/2) =
0.006 inches, or 0.15 mm.

A similar example is an 8⇥10 photograph, taken by one of the Olympus MD series
cameras. The sensor size of these cameras is 18 ⇥ 13.5 mm and its pixel resolution is
4608 ⇥ 3456. In the vertical direction we have 3456 pixels per 13.5 mm of sensor, or
13.5/3456 = 0.0039 mm per pixel. On the printed paper we have 3456 pixels over eight
inches, or 8/3456 = 0.0023 inch/pixel (0.058 mm/pixel). The previous example indicates
that the minimum size of visible features is 0.006 inches, which is 2.6 times the 0.0023
inch/pixel of this example. We therefore claim that a stretch of up to 2.6 consecutive
pixels can be blurry before the 8⇥10 print would appear blurry to us. Thus, 0.0039 mm
per pixel on the sensor, times 2.6 pixels yields 0.01 mm. This is the diameter of the
largest circle on the sensor that still appears sharp. In computing DOF estimates for
this case, we should use this figure as the circle of confusion (CoC).
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1.3.3 The Eye’s Field of View

What a camera sees (how much of the scene in front of it it sees and records) depends
mostly on the lens. Even novices know that a wide-angle lens sees a wide field of view,
while a telephoto lens sees a narrow field and causes objects to appear closer to the
camera, compressing the scene much as a telescope does. With this in mind, how much
of the scene in front of us does our eye see? Equivalently, what is the focal length of the
lenses in our eyes?

Figure 1.4 shows that the retina covers a large part of the inner eye. Thus, in
principle, all the light that passes through the lens ends up somewhere on this wide
retina, resulting in a very wide image, perhaps around 150� of the 180� scene in front of
the eye, equivalent to what is captured by a 5 mm, very-wide-angle lens. However, the
peripheral parts of the retina, those located away from the fovea, contain fewer light-
sensitive cells, so the image sent by them to the brain has few details. The central part of
the retina, close to the fovea, generates a much clearer (but narrower) image that is 50�
wide and corresponds to a 40–50 mm lens. The fovea itself generates a detailed, narrow
image that is only 1–2 degrees wide and is similar to that produced by a super-telephoto
lens, perhaps with a 2500 mm focal length.

Thus, the eye can be thought of as a combination of three lenses. We can dimly
see a very wide field of view, of which just 50 degrees are clear and only 1–2 degrees are
detailed enough to be able to read text and recognize small details.

The human eye field of view, what we can see while keeping our head stationary and
just moving our eyes around, is about 120� vertically and more than 180� horizontally
(Figure 1.11).

500

620

visual limit, right eyevisual lim
it, le

ft eye

620

100-1100100-1100

250

300

700

maximum eye rotation

maximum eye rotation

Figure 1.11: Field of View of the Eyes.

⇧ Exercise 1.5: Standing on the ground, we can see a very small part of the earth.
Looking at the earth from the moon, we can see the entire planet (actually, only half of
it, because it is spherical). Thus, there must be a distance, smaller than the distance
to the moon, from which the disk of the earth spans 120�, approximately equals the
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human eye field of view. This is the shortest distance from which we can, in principle,
see the entire disk of the earth. Assuming that the radius of the earth is 6371 km, use
elementary trigonometry to compute this distance.

1.4 Color Spaces

One of the three types of cones in the human eye features maximum sensitivity at
wavelengths of about 420 nm (blue). If we shine pure light of 420 nm into the eye, this
type of cone would respond strongly, while the responses from the two other types would
be minimal. The combined response would be sent to the brain.

In practice, pure light, light that consists of a single wavelength, is produced by a
laser and is rare. A typical source of light produces light of many wavelengths. Thus,
a source of blue light produces light of wavelengths above and below 420 nm, which
stimulates mostly the cones sensitive to 420 nm, but also the other two types. The total
response that is sent to the brain depends on the intensity of each wavelength and on
the sensitivities of all three types of cones to these wavelengths. The eye “computes”
the total response in a process known as convolution, which is often used in engineering
applications, but whose details are outside the scope of this book.

The point is that the stimulus sent to the brain is interpreted by it as a color,
but the brain cannot tell how the color was generated. Was it a pure color (just one
wavelength) or a mixture of many wavelengths? This limitation of the brain is referred
to as color metamerism. It implies that we can choose any distribution of wavelengths
and send it to the eye. As long as the brain receives the same stimulus, it would interpret
it as the same color. Thus, we are not limited to just red, green, and blue as primary
colors. It is possible to choose any three colors as primaries. The only condition is that
these colors should be perceived by us as distinct.

Once three primary colors A, B, and C have been selected, they become the basis
of a color space. The color space itself is the set of all colors that can be generated by
these primaries, i.e., the set of numbers ↵A + �B + �C. Each color in this color space
is uniquely defined by the triplet (↵,� �) of coordinates. Thus, for example, the set
(1, 0.1, 0) defines a color very similar to primary A, but with a small percentage of B.

It is now obvious that we should aim for color spaces where the coordinates of a color
are numbers between 0 and 1 or at least small nonnegative numbers. Such coordinates
are easy to interpret and to create by means of three color projectors that generate
various intensities of the primaries. It is certainly bad to have a color space where the
color coordinates can be negative, because this has no physical meaning.

Back in 1931, the CIE (the International Commission on Illumination or Com-
mission Internationale de l’Éclairage) created its well-known color diagram by selecting
three primaries that make it possible to create any possible color (i.e., any color that we
can see with our three types of cones) using just small, nonnegative coordinates.

The CIE diagram shown in Figure 1.12 is two-dimensional and shows only the x
and y color coordinates selected by the CIE. However, any color definition requires three
coordinates and the full CIE diagram (whose full name is CIExyz) is three dimensional
and has a third z coordinate not shown in the figure. We can get an idea of the meaning
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of the z coordinate by saying that the y coordinate is luminance, and for any value L of
y, the xz plane contains all the possible chromaticities at luminance value L.

In 1976, the CIE committee came up with a new color space, CIElab, that is based
on the old CIExyz. This space is sometimes referred to simply as the Lab color space.
The L coordinate expresses the lightness of the color. It ranges from black (0) to
white (100). The a coordinate varies from green (negative) to red (positive), and the b
coordinate has values from blue (negative) to yellow (positive). The values of a and b
are usually integers and they often vary in the intervals [�100, 100] or [�128, 127].

The Lab color space is device-independent. Colors are defined in this space without
any reference to how they are created or displayed. This is the chief advantage of this
color space and it makes it easy to convert colors from RGB to CMYK when printing,
because CIElab has a wide gamut that contains both the gamuts of the RGB and CMYK
color spaces.

However, the CIE primaries cannot be created by any real, physical device; they
are imaginary primaries. Any set of three real, physical primary colors spans only part
of the CIE diagram, only part of the gamut of colors that we can see. This is illustrated
by Figure 1.12—where the RGB, sRGB, AdobeRGB color spaces, as well as the spaces
for a typical monitor and printer—are shown inside the full CIE space.

Definition: The color gamut of a medium or a device is the range of colors it can
capture or reproduce. The color gamut of the eye is very wide. Optical devices such as
cameras, printers, and monitors have narrower gamuts.

The Adobe RGB color space, developed by Adobe in 1998, was designed to include
virtually all the colors that can be produced on CMYK color printers. Adobe RGB is
bigger than the sRGB color space, primarily in cyan-green hues. Its areas is approxi-
mately half the entire area of the CIE diagram.

The sRGB (standard RGB) color space was developed by HP and Microsoft in 1996
for use on CRT monitors, printers, and for sharing images on the Internet. It is a shade
smaller than the Adobe RGB space.

Current cameras employ either sRGB or Adobe RGB, and high-end cameras allow
the user to select one of these color spaces. Which of these spaces should you use?
Opinions vary. A quick search produces strong opinions, of which the following may be
typical.

Ken Rockwell, as usual, has strong opinions:
“Your camera captures images in RAW. Many high-end cameras give the

choice of converting, in-camera, to Adobe RGB or sRGB before saving on a
memory card.

Adobe RGB is irrelevant for real photography. sRGB gives better (more
consistent) results and the same, or brighter, colors.

Using Adobe RGB is one of the leading causes of colors not matching
between monitor and print.

sRGB is the world’s default color space. Use it and everything looks great
everywhere, all the time.”

Scott Kelby in his Photoshop CS Book (2003, page 116) says:
“Photoshop’s default color space (sRGB) is arguably the worst possible

color space for professional photographers. . . . this color space is intended for
Web designers and mimics a cheap PC monitor from years ago.
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Figure 1.12: Color Spaces inside the CIE Diagram.

Change the default setting to Adobe RGB. This is probably the most pop-
ular RGB setting for photographers because it reproduces such a wide gamut
of colors and it is ideal if your photos will wind up in print.”

The instruction book for the Canon 5D Mark II recommends sRGB be-
cause:

“Adobe RGB is mainly used for commercial printing and other industrial
uses. This setting is not recommended if you do not know about image pro-
cessing, Adobe RGB, and Design rule for Camera File System 2.0 (Exif 2.21).
The image will look very subdued in the sRGB personal computer environment
and with printers not compatible with Design rule for Camera File System 2.0.
Post-processing of the image with software will therefore be required.”

Who is right? I certainly cannot tell. The only reasonable recommendation I can
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make is for the user to try both color spaces and decide for themselves.

1.4.1 Color Temperature

We see an object because of light emitted from it or reflected by it that reaches our eye.
An object is perceived as blue because it reflects blue light and absorbs (or transmits)
all the other colors. Similarly, an object is black because it absorbs every color (all
the wavelengths of the visible spectrum) that falls on it. However, an object cannot
simply absorb energy without limit, so any object also emits energy, in the form of
electromagnetic radiation.

⇧ Exercise 1.6: (This is not a joke.) What color do photographers tend to wear?

An ideal black object (termed black body) absorbs all the wavelengths, but it also
emits radiation. Normally, we don’t see this radiation because at room temperature it is
mostly in the infrared range, but if the black body is heated to higher temperatures, it
emits radiation of shorter wavelengths and we see it first red, then orange, yellow, white,
and finally blue (which then turns to ultra violet). Notice that colors that we consider
warm (such as red and orange) are emitted at low temperatures, while cool colors (blue
and white) correspond to high temperatures.

Thus, there is a simple relation between color and temperature. We say that the
temperature of a given color C is T � Kelvin if a black body appears to have color C
when heated to temperature T . This relation is illustrated by Figures 1.13 and B.2.

The concept of color temperature has important applications in photography as well
as in fields such as lighting, videography, publishing, manufacturing, and astrophysics.

2000 3000 4500 5500 6500 8000

Weak sun Day light Noon sun Blue sky Snow

Candle Flash Clear flash Blue flash

Figure 1.13: Scale of Color Temperatures.

The light emitted by an incandescent (tungsten) light bulb has a typical color
temperature of 2,700 K, and is somewhat yellowish. The current, compact fluorescent
light bulbs have higher color temperatures. Color temperatures of 3,000–3,500 K produce
a neutral white light, while higher temperatures (above 4,000 K) result in artificial light
that is very close to daylight.

⇧ Exercise 1.7: Search the literature for the color temperatures of other light sources.

An understanding of color temperature is important for understanding white bal-
ance (Section 2.12).
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1.4.2 RGB, CMY, and their relations

RGB stands for red, green, blue. These are the primary colors of the RGB color space.
RGB is an additive color space because it is based on adding light of di↵erent colors.
When we start with no light, the result is black. As light is added on, the resulting
image becomes brighter. When the three primaries are combined at full strength, the
result is white. Display monitors in computers, televisions, and cameras generate light
of various colors and are therefore based on the RGB color space.

In contrast, the CMY color space is subtractive. This color space, which is used
in printing, is based on the three primaries cyan, magenta, and yellow. In printing, we
start with white paper and add ink of various colors to obtain darker and darker images,
ending with black. Because of the imperfections of chemical ink, adding the maximum
amounts of the three primaries results in ugly, muddy brownish color instead of black,
which is why practical applications of CMY must also use black as an extra, fourth
primary.

Figure 1.14 illustrates the two color spaces and the close relationship between them.
Part (a) of the figure shows how each pair of the RGB primaries creates, when added,
one of the CMY colors, while part (b) demonstrates the reverse.
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Figure 1.14: Relations of RGB, CMY, and Complementary Colors.

Figure 1.14c shows the six basic complementary colors. Notice that in each pair of
complementary colors one is from the RGB palette and the other is from CMY. When
combined in the right proportions, each pair of complementary colors produces white
or black. When placed next to each other, the two colors of a pair create the strongest
contrast and reinforce each other.

1.4.3 The HSB (or HSV) Color Space

The term HSB stands for hue, saturation, and brightness (or value). Hue refers to the
color itself, such as red, indigo, or violet. However, there are many variations of red,
which is why hue is not enough to fully specify a color. There are dark red, vivid red,
washed out red, and many more variants of red. Saturation and brigthness are extra
parameteres that distinguish the many variants of any hue.

Saturation (or chroma) refers to the amount of white in the color. It controls the
purity or vividness of the color. Low saturation implies more white in the color, resulting
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in a pastel color. Very low saturation results in a washed-out color. For a pure, vivid
color, the saturation should be maximum. The achromatic colors black, white, and gray
have zero saturation and di↵er in their brightnesses.

Brightness refers to the amount of black in the color. Maximum lightness always
creates white, regardless of the hue. Minimum brightness of any hue results in black.
Figure 1.15 illustrates how any HSB color can be selected by the color picker of the
popular software Adobe Photoshop.
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Figure 1.15: Photoshop Color Picker in HSB.

The HSB color space is summarized in the map of Figure 1.16 and in the double
cone of Figure 1.17. The vertical axis corresponds to B (brightness). It starts at zero
(black) at the bottom and ends at 1 (white) at the top. The distance from the central
axis corresponds to S (saturation). All points on the axis have zero saturation, so they
correspond to shades of gray. Points farther away from the axis have more saturation;
they correspond to more vivid colors. The H parameter (hue) corresponds to the hue of
the color. This parameter is measured as an angle of rotation around the hexagon.

The color brown

Color spaces are rich. Thousands of colors can be specified in any color space, but
none of these spaces is limitless. Each is limited in some ways and cannot specify certain
colors. A special case is that of the common color brown. It is found in wood grain, soil,
mud, tree bark, eggs, nuts, co↵ee beans, chocolate, horse manure, animal skin tones, and
paints, to name just a few (Figure 1.18). However, brown is not a spectral color. It does
not correspond to any wave length and is not part of the rainbow. The mnemonic Roy
G. Biv stands for red, orange, yellow, green, blue, indigo, and violet; no brown. Thus,
there no such thing as a brown lamp or a brown light bulb. This statement sounds
strange in view of the fact that we see brown objects on paper and on our screens all the
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Figure 1.16: The HSB Map.
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Figure 1.17: The HSB Double Hexcone.
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time, but the explanation is simple; brown is simply dark orange, a hue that appears to
us as an independent color, brown, but is still orange.

⇧ Exercise 1.8: (A joke). What is Roy G. Biv’s given name?

The following experiment may help convince the doubters. Darken the room and use
graphics software to display a brown square on a black background. Being brighter than
the dark background, the square will appear to be orange. Now change the background
to white. Suddenly, the orange square has turned brown, because it is now darker than
the background. For our eyes and brain to identify a color as brown, there must be
brighter objects around it. A light source generates light and so is brighter than objects
around it and does not appear brown. To generate brown on a monitor screen, we need
to produce a figure that appears dark orange and surround it with brighter colors.

Have you ever asked yourself why a blank display is black? In order to produce
a wide range of colors, the display should be able to simultaneously produce areas of
lightness and areas of darkness, and it has to do that by generating light. This is why
we must start with complete darkness; a black screen. In a movie theater, the screen
is white, which is why the entire theater must be dark. Any light in the theater causes
blacks on the screen to appear gray and images to be washed out.

When painting on paper or canvas, brown can be created by adding a bit of black
paint to orange paint and mixing. The resulting brown paint is again dark orange.

An easy, convincing way to visualize brown is to create it on the color wheel (Fig-
ure 1.19), a feature available in Adobe Photoshop 2019 and perhaps in other graphics
software. Set the wheel to the HSB color space. Set the hue to 30� (orange), increase
the saturation S to about 80, and set the brightness B at about the middle of the scale.
The center triangle will then vary from gray on the left, through brighter and brighter
shades of brown, ending with orange on the right. At first, this triangle may seem totally
orange, but this is because it is displayed on a black background. In order to see brown,
simply choose this setting of the HSB color space and paint with the resulting color on
a white background.

⇧ Exercise 1.9: What is the ugliest color?

1.5 Color () Grayscale Conversion

Some photographers still use analog photography and a few use black-and-white film.
Similarly, very few still keep their old, black-and-white television sets. We generally
prefer color images to grayscale images, but sometimes a color image has to be converted
to grayscale. Perhaps the best example of this is printing. Most books and newspapers
are printed in black and white, so a printer driver (software that converts a document
from internal representation to commands sent to a printer) for a black-and-white printer
has to convert any color images to grayscale. However, because color is so much richer
than grayscale, it is possible to do this type of conversion in di↵erent ways. There is
no unique way to associate a given color with a specific level of gray, which is why
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Figure 1.18: Natural and Artificial Brown Objects.
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Figure 1.19: HSB Color Wheel for Brown.

converting color to grayscale in di↵erent ways produces grayscale images that may look
substantially di↵erent. Such a grayscale image may be judged by some as either flat or
alive, as having lots of contrast or only a little, or as being too dark or too bright. We
outline three approaches to this conversion problem.

1. The most common approach uses the concept of luminance (Section 1.6). The
three color components of a pixel P are assigned di↵erent weights, the luminance of the
pixel is computed from those weights, and a level of gray with the same perceptual
brightness is selected to replace P.

Here are the details of this process. The three color components of pixel P are gamma
corrected (or gamma expanded, see Subsection 2.11.11), the luminance is computed as a
weighted average, and the result is reverse gamma corrected (gamma compressed). The
weighted average is of the form Y = 0.3R + 0.59G + 0.11B or similar (see point Y in
Figure 1.20 and compare with Equation (E.1)).

The three weights 0.3, 0.59, and 0.11 have been determined experimentally in tests
that measured the sensitivity of the eye to the three RGB primary colors. The eye is
more sensitive to green than to blue, so when equal intensities of green and blue enter
the eye, we perceive the green as brighter. Thus, the weighted average above produces a
grayscale pixel brightness that is perceptually equivalent to the brightness of the original
color pixel P.

2. Color can also be converted to grayscale by removing its saturation. This
approach is based on desaturating the color. Most colors that we perceive are a mixture
of many wavelengths, with perhaps one wavelength dominating; pure colors are rare.
Section 1.2 defines color saturation as the percentage of the luminance that resides in
the dominant wavelength of the color. Thus, the larger the saturation, the closer the
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color is to a pure color, while smaller saturation brings any color closer to white.
One way to desaturate a color is illustrated by the RGB color cube. This cube has a

diagonal (referred to as the neutral axis) from its white corner (0, 0, 0) to its black corner
(255, 255, 255). Given a point A in the RGB color cube, it can be desaturated by finding
the point B that’s closest to A on the neutral axis and replacing the three RGB values
of A with those of B. This process is illustrated in Figure 1.20 for A = (220, 60, 120).
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Figure 1.20: RGB Cube and Neutral Axis.

When this approach to color conversion is implemented in practice, speed is im-
portant, so instead of finding the exact location of B, graphics software often employs
the approximation L = [max(R,G,B)�min(R,G,B)]/2 and uses point L instead of B.
Point L shown in the figure has coordinates (220� 60)/2 = 80 and is close to the ideal
point B. Thus, this approach to color conversion converts color pixel (220, 60, 120) to
grayscale 80. In general, converting to grayscale with this approach produces an image
that many would judge too dark and flat (i.e., with little contrast).

3. Yet another approach to color-to-grayscale conversion is based on the HSV color
space (Subsection 1.4.3). When a color is converted to hue, saturation, and value, the
“value” component can be used as the grayscale equivalent of the color. In practice,
this conversion is done by simply selecting the largest of the RGB color components and
using it as the grayscale (point V in Figure 1.20).

Conversion in Practice

In practice, color conversion are done by image editing software and this section
illustrates a few examples of what such software o↵ers. The granddad of all post process-
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ing software is Adobe Photoshop, but here I chose the newer, simpler, and less known
app snapseed, Section 8.11. This app is currently available freely for the iPhone, iPad,
as well as for Android devices. It was originally developed by Nik software, which was
later acquired by Google. Snapseed is both powerful and easy to learn. Judging by
the vast number of training videos on youtube, it is fast becoming popular and serious
competition to Photoshop. Figure 1.21 shows a simple color image featuring six clear
colors. It is first converted to black-and-white (image 1) by reducing its contrast to zero.
Images 2 and 3 show the e↵ects of varying the ambience. These e↵ects are produced by
the “Tune image” tool of snapseed.

Images 4–6 have been easily produced by the “Noir” tool. It is obvious that image 6
has a slight cyan tint, image 4 is yellowish, and image 5 is a grainy version of 4. The
last images illustrate how easy it is to specify in snapseed which colors to change to dark
gray and which to change to light gray. This is achieved by the “Black and white” tool.
Images 7–9 are the result of this tool and it is clear that the blue, red, and green tints,
respectively, are very bright in these images.

Converting grayscale to color

Before we describe how to convert grayscale images to color, the first question that
come to mind is why? Here are two answers:

Old family photographs are in black-and-white only because there was no color
photography at the time. When we find such an old photograph, we wish we could see
it in color.

Given a black-and-white image, even a modern digital image, we sometimes decide
that it could benefit artistically from color. If the various objects in the image are
familiar, we may know their colors, and it may become obvious that the entire image
has lost tonality and it look flat because of the limited color information. So, if we feel
that the missing hue detracts from the overall power of the image, we may try to colorize
it and then look at it again and judge it.

Before the days of color photography, many artists specialized in coloring pho-
tographs by hand. Special transparent tints were developed for painting colors onto an
image by hand. This did not require great artistic talents and was similar to today’s
coloring by number. The artist only had to know that walls tend to be white (or bright),
grass is green, and tree bark is brown. The original gray tint of the photograph deter-
mined the tint of the color that was painted over it. The result was a soft, pastel-like
color image.

Today, in the age of digital photography and sophisticated image editing software,
it is easy to color grayscale images using any graphics program that supports layers. In
Adobe Photoshop, the steps are as follows:

Open the black-and-white (rather grayscale) image and create a new, empty layer
on top. This should be an actual image layer, not an adjustment layer. The new colors
are going to be painted into this layer.

Decide on the first object to be painted and pick a color for it. Select a paint brush
and adjust its size so it will be small enough to get to all the parts of this object without
spilling outside. Also, the brush should be large enough, to speed up the painting.
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(8) B&W Red tints (9) B&W Green tints

(7) B&W Blue tints(6) Noir C01

(4) Noir S02 (5) Noir S02 grainy

(3) Maximum ambience(2) Minimum ambience

(1) Zero saturationOriginal image

Figure 1.21: Black and White Images Produced by Snapseed.
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Paint the object. The result would be an ugly coat of opaque paint, completely
obscuring the object.

An important feature in Photoshop and similar software is the ability to blend sev-
eral layers. Blending determines how the pixels of a layer interact with the corresponding
pixels of the layers below. In our case there are two layers, with solid color pixels in the
top layer and gray pixels in the original layer (the original photo) below.

From the blending mode menu, select “multiply.” This is a popular, useful blending
mode that works by multiplying each pixel of the upper level by the corresponding pixel
from the lower level, and then bringing the result back to the original interval [0, 255]
by dividing it by 255. In our case, we assume that the upper level is blue, so each
pixel is the triplet (R,G,B) = (0, 0, 255). The lower level is grayscale, where a pixel is
a single number between 0 (white) and 255 (black). This layer is now used as a tint
control, to bring the blue tint of each pixel to the level specified by the lower layer.
Thus, a white (0) pixel in the lower layer is processed by the blending to (0, 0, 255) ⇥
0/255 = (0, 0, 0), which is white. A very bright gray such as 20 is processed to become
(0, 0, 255)⇥20/255 = (0, 0, 20), a very bright blue. A dark gray pixel such as 200 becomes
(0, 0, 255)⇥ 200/255 = (0, 0, 200), and so on.

We now have the right blue tints in the top layer, but they still overpower the gray
details in the lower layer. We now have to lower the opacity of the top layer, which will
bring back the tonality of the lower layer, but will retain some blue on top of it. If the
result looks right, the first object has been fully painted. Otherwise, the eraser tool can
be used to erase all or part of the wrong color.

All that remains is to apply this process to each of the other remaining objects.
This is a slow, tedious process, where the painter learns quickly that selecting the same
color for several objects can speed up the process, but this should be done carefully
because the eye dropper cannot be used to copy and paste a color from one object to
another. When the eye dropper is used to copy a color, it copies the final, blended color
of a pixel (such as 0, 20, or 200 in the example), and not the color of the top layer (blue
in the example). However, the color of the top layer can be retrieved by temporarily
turning o↵ the blending and bringing the opacity back to 100%.

The case of eyes is special. The image has to be zoomed in and the artist must
be careful not to paint any color in the white of the eyes (this is an example of the
usefulness of the eraser tool).

In addition to having time and patience, the artist has to know how to select correct,
realistic colors for each object. This is especially di�cult in the case of skin tones. Also,
ancient objects may be unfamiliar to the artist, who can only guess at their original
colors and trust the viewer to not know those colors either.

Some photographers tend to flatten such an image when done, but the advantage of
not doing so is the potential of future editing. Keeping the extra layer makes it possible
to change colors in the future, which may be useful, especially if the painting job is
commercial and there is a paying customer/boss who should be kept satisfied.

For those who would rather leave such a coloring process to others, here is a
hint. There are several services on the Web that will color a photograph for free. Try
colorize-it.com and colorize.cc. Such services have developed algorithms to choose
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the correct colors for various objects and they often do an excellent job, especially with
skin tones, grass, and ground tones. Figures 1.22 (see Figure 8.7 for the original) and 1.23
illustrate typical results of such conversions. The algorithms do well in guessing skin
colors and some clothes color tones, but they all too often fail in choosing color tones
for other objects.

1.6 Luminance

Color can be defined formally as the perceptual result of light in the visible region of
the spectrum, having wavelengths in the region of 400–700 nm, incident upon the retina
(a nanometer, nm, equals 10�9 meter). Physical power (or radiance) is expressed in a
spectral power distribution (SPD), often in 31 components, each representing a 10-nm
band.

RGB and CMY(K) are color spaces that specify a color in terms of three primary
colors. Certain applications that deal with color pixels, most notably image compression
methods such as JPEG (Appendix E), can benefit from a color space whose components
are other quantities, not necessarily primary colors. The most common of these spaces
is designated “Y Cb Cr” and is referred to as the luminance-chrominance color space.

Luminance indicates how bright a light source appears to us. More accurately,
luminance indicates how much luminous power will be perceived by the eye and brain
from a given light source. Luminance is important because the eye is sensitive to minute
variations of brightness more than to small changes in the primary colors. Thus, once
a color has been converted from RGB to YCbCr, large modifications of the two chroma
components Cb and Cr will have a minimal e↵ect on how we perceive the color, whereas
even small changes to Y would significantly change our perception of the color. This
fact is important in JPEG and other lossy image compression methods.

Such lossy algorithms achieve high compression rates by losing image information
to which the eye is not sensitive (i.e., chroma). A lossy compression algorithm often
starts by converting the color representation of the image pixels from the original (RGB
or CMYK) to YCbCr. The algorithm then proceeds by losing more data from the two
chroma components and less data from the Y component. See Section E.3 for a detailed
discussion of 4:2:0 subsampling and its relatives.

With this in mind, how do we define luminance (brightness)? Extensive experiments
indicate that the eye and brain are most sensitive to green and least sensitive to blue.
Based on its experiments, the CIE has decided to define luminance as the following
weighted average of the three primaries Y = 0.3R+0.59G+0.11B. It is as if a standard
person (standard observer) receives 59% of the brightness he perceives from the green
component of the light, and only 11% of it from the blue component.

CIE stands for International Committee on Illumination (Commission Interna-
tionale de l’Éclairage). This is an international organization concerned with all aspects
of light and color.

Once Y has been defined in terms of R, G, and B, the two chrominance components
of the YCbCr color space are defined simply as the di↵erences B � Y and R � Y,
respectively. These definitions imply that Cb measures the amount of blue in a color,
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colorize-it.com colorize.cc

Color image courtesy of Dakee Sherpa
Gray Conversion by Photoshop

Figure 1.22: Automatic Color to Grayscale Conversion, 1 of 2.
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colorize-it.com colorize.cc

Original Gray Photograph

Figure 1.23: Automatic Color to Grayscale Conversion, 2 of 2.
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while Cr similarly measures the amount of red. With these definitions of YCbCr, it is
easy to switch between the RGB and YCbCr color spaces.

See reference [YCbCr 13] for more information on this and similar color spaces

1.7 Human Vision vs. a Camera

As photographers, we use cameras, but as humans, we use our eyes and brain. This
short discussion lists the main advantages of human vision and of digital images.

Advantages of human vision

Multi-angle vision. Section 1.3.3 discusses the eye’s field of view and shows why the
eye can be considered a multi-angle optical device. It behaves like lenses with 5 mm,
50 mm, and 2500 mm focal lengths.

Motion. We see objects that move, similar to a video camera, but a still camera
freezes motion. Following a flock of birds, we see the entire scene as it varies with time,
but any picture taken by a camera shows a single moment in time; a small part of the
entire scene.

Three-dimensional vision. Our vision is three-dimensional, but three-dimensional
cameras are specialty items.

Light range. The eyes continually (albeit slowly) adjust to the current light level.
When the light suddenly gets bright, our eyes and brain are initially overwhelmed, but
immediately start to adjust themselves to the new light intensity. An extreme example
of this behavior is watching stars. When we go outside at night, looking at the sky,
it takes several minutes for our eyes to adjust themselves to the low light level and we
slowly observe more and more stars. A still camera behaves di↵erently. In its automatic
mode, the camera sets the exposure according to the light it perceives and does not
change it if the light varies later. A video camera is di↵erent in this respect and behaves
like the eye-brain system.

Color range. Section 1.4 talks about color spaces such as sRGB (standard RGB). It
turns out that our eyes perceive a color space greater than our cameras and can therefore
perceive and send to the brain images full of many saturated colors that would confuse
any image sensor and demosaicing algorithm.

Curved retina. In a camera, the lens is curved, but the sensor is flat. In the eye,
both the lens and the retina are curved (Figure 1.4). This implies that some aberrations
and distortions that plague our lenses do not a↵ect our eyes.

The brain e↵ect. The lens is the window to the image sensor but the sensor is
passive; it does not try to process the image. In contrast, the eye is our window to
the brain but the brain is active, it constantly tries to assign meaning to the images
sent from the eyes. This is the reason for the many optical illusions that both puzzle
and entertain us (Section 1.3.1 and especially Figure 1.9). The brain can act as a filter,
eliminating unimportant and irrelevant details, making it possible for us to understand
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complex, unfamiliar images, but it may also get confused and interpret images in wrong
ways.

Advantages of the camera

The following list illustrates that cameras have many advantages over our eyes. This
may come as a surprise to some, but not to photographers.

Motion freezing. With our eyes, we can see and enjoy a flock of birds flying, a
school of fish swimming as one object, and the gait of a galloping horse, but we cannot
freeze these actions. We cannot count the feathers at the tip of the wing of a flying bird.
We cannot perceive the delicate colors of the fish leading a school, and we cannot tell
whether a horse lifts all its legs while galloping. We need a camera to freeze motion in
order to settle these questions and make the invisibly fast visible. See the discussion of
Eadweard Muybridge in Chapter 6 and especially Figure 6.50.

Motion blur. Blurring the movement of water or of a dancer can create an artis-
tic e↵ect that the eye-brain system cannot generate. Our eyes see the water moving,
streaming, and shifting, but the images we see are sharp, not blurred.

Infinite DOF. DOF (depth of field, Section 2.6) can be finely controlled in a cam-
era. The concept of hyperfocal distance (Page 289 and Figure 2.55) can be used to
stretch the DOF region from nearby all the way to infinity. Focus stacking (see end of
Section 2.6) can result in sharp images of both distant and nearby objects. Tilt-shift
lenses (Section 1.19) can create the e↵ect of miniatures by concentrating and shrinking
the DOF region. In contrast, our eyes can change their focusing distance quickly, but
can focus either close or at a distance; they have a limited DOF. Focusing on a distant
object, we can see it in focus, but we cannot see any details. With a camera, we can
zoom on an image and observe details.

⇧ Exercise 1.10: Describe a simple experiment that illustrates the limited focusing power
of the eye.

A camera with a telephoto lens is similar to a telescope. It brings objects closer
to itself. The more distant an object, the further it is pulled toward the camera. This
telescopic e↵ect cannot be mimicked by the eyes, even though they have the equivalent
of a 2500 mm lens.

Macro photography. We use a magnifying glass or a microscope to see very small
objects, because the eye cannot focus at very short distances. A camera with a macro
lens (Sections 1.15 and 2.19) can be used as a magnifying glass to take pictures of small
objects where they look larger than real.

Overall sharpness. A camera with a wide-angle lens can take a picture of a very
wide area where the entire picture is in focus. In contrast, our eyes have wide peripheral
vision, but any objects at the periphery of our vision are blurry. Only what is right in
front of us is sharp.

Point of view. Our eyes must stay at the top of our heads, but today’s miniature
cameras can be placed anywhere. They can be hidden above, below, right in front of us,
and in awkward locations.
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Accumulate light. Early astronomers had to look through their telescopes, but
once photography became commonplace, telescopes became equipped with cameras.
The main reason is that a camera can accumulate light. We cannot see well in low light,
but film and image sensors can slowly collect more and more light, resulting in clear
pictures.

Black and white. Some people are color blind (Page 84) but most of us see in
color. Black-and-white photographs were the norm throughout most of the history of
photography simply because color technology did not exist. Today, black-and-white
photographs are a special mode of cameras and can also be obtained by software.

Flash photography. Another advantage of a camera over our human vision is the
availability of flash. Many cameras have a built-in simple flash, but external flashes can
be very sophisticated and advanced. In contrast, our eyes must often get help in the
form of artificial light, and such lights are not built into our bodies.

Filters. Many filters are available for our camera lenses. They protect the lens from
scratches and dust, correct and enhance colors, help ensure correct exposure, and in
general add impact to our images.

Cropping. Once an image is sent from the eyes to the brain, it can slowly be
forgotten, but it cannot be edited. Specifically, the brain cannot crop an image, but
cropping is an important editing tool in digital photography. Sometimes, just cropping
the sides or the top of an image may get rid of a superfluous object and in this way add
impact to the main subject.

1.8 Optics

Optics is the branch of science that deals with light and vision. The English noun
“optics” is plural but it is used as singular (the adjective optic is anything of or relating
to vision or the eye). Geometrical optics describes the propagation of light in terms
of rays which travel in straight lines, while in physical optics, light is considered to
propagate as a wave.

The science of optics is concerned with the reflection, refraction, and absorption
of light, but only refraction is important in photography, which is why it is discussed
here in detail (for small apertures, di↵raction may also become significant). There are
two branches of optics, geometrical and physical. Geometrical optics explains optical
phenomena by means of light rays which are straight segment. In a uniform medium,
a light ray travels in a straight line, but rays bend when entering a di↵erent medium.
In contrast, physical optics deals with waves, which explain certain features, such as
di↵raction and refraction, in a more natural way. The wave that corresponds to a family
of light rays is the curve that is perpendicular to the rays at every point (Figure 1.24a).
Part (b) of the figure (physical optics) shows how a wave expands when passing through
a small slit to create di↵raction, and part (c) shows how the rays of geometrical optics
remain straight after passing through the same slit. This is correct only if the slit is
much larger than the wavelength of the light.

For much more information on optics, see [Hecht 16].
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(a) (b) (c)

Figure 1.24: Light Rays and Waves.

1.8.1 Di↵raction and Starburst

Jack and Jill are playing hide and seek. Jack hides behind a tree and Jill cannot find
him. “Where are you,” she finally yells, and Jack answers “I am here.” This is a simple,
common scene, until we ask how did Jack hear Jill from behind the tree? The answer
is di↵raction. Her sound waves dispersed (or di↵racted) on hitting the tree and went
around it. We are used to hearing sound from behind corners and other obstacles, so
we rarely ask how this happens, but the explanation is simple.

The Wikipedia definition of di↵raction is: Di↵raction refers to various phenomena
that occur when a wave encounters an obstacle or a slit. It is defined as the bending
of waves around the corners of an obstacle or aperture into the region of geometrical
shadow of the obstacle.

Di↵raction can occur with any kind of wave. Figure 1.26 illustrates how straight
ocean waves bend, disperse, and become circular on passing through a narrow entrance
into a small bay or lagoon. The smaller the slot or entrance of the waves, the larger
the di↵raction. The closely-spaced tracks on a CD or DVD display a familiar rainbow
pattern because they act as a di↵raction grating. A hologram on a credit card provides
a similar example. Di↵raction is only a minor concern to photographers because it is
noticeable only for very small apertures.

The negative e↵ects of di↵raction in photography are negligible because smaller
apertures have another, positive e↵ect; they improve sharpness by minimizing lens aber-
rations. However, when the aperture gets su�ciently small, di↵raction becomes notice-
able and acts as an aberration. We say that at this point the camera is di↵raction
limited. Di↵raction in photography can also normally be ignored because other factors
tend to be more significant. Chief among such factors are inaccurate focusing, lens aber-
rations, and motion blur. They can be minimized by using a high-quality lens, a tripod,
and by locking the mirror up.

The case of freezing flowing water is special. It requires long exposures and therefore
small apertures. Di↵raction may sometimes occur, but it does not detract much from
the overall quality of the image because the frozen water is smooth and tends to have
few details.

A starburst (Figure 1.27) is an optical e↵ect, a special case of a lens flare where
light rays from a strong light source are bent and shaped into a pattern resembling a
star. The term di↵raction spikes is also used to describe the same e↵ect. The light
source should be strong relative to the amount of light in the scene. This e↵ect is a
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Figure 1.25: Table of Opticks, from Cyclopaedia.

This figure depicts illustrations of various optical instruments. It was originally
published, under the title Table of Opticks, in Cyclopaedia, an encyclopedia published
by Ephraim Chambers in London in 1728. This image came from the wikimedia.org,
and it is public domain in the U.S. because it was published anywhere (or registered
with the U.S. Copyright O�ce) before 1925.
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Courtesy of thomas kelley
unsplash.com

Courtesy of joel assuied
unsplash.com

Figure 1.26: Di↵raction of Ocean Waves.

The bottom figure illustrates di↵raction of ocean waves caused by a ship. This was
found in Google Earth, at 34� 550 58.6400 North latitude, 33� 390 09.8300 East longitude
(Larnaca bay, Cyprus).
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favorite of many photographers because it adds interesting, surprising, and sometimes
dramatic e↵ects to what may otherwise be a lifeless, unimaginative image. At night,
street lights and stars start to twinkle; in daylight, a burst from the sun elicits viewers’
responses such as powerful, breathtaking, and startling. (Remember! Safety first. Be
sure to protect both your eyes and camera from direct sunlight.) As always, there are
those who object to starbursts on artistic grounds and always try to avoid it. After all,
aesthetics and personal preference vary greatly.

To obtain a starburst in your photo, start by choosing a wide-angle lens and closing
the aperture down to at least f/11 (f/22 or higher may produce better results). Next,
try to obscure most of the light source with solid dark objects, so only a point source
remains visible. You will notice that any side of the light source that hasn’t been
obscured, produces weak starburst rays. Distance is also important. The golden gate
bridge of Figure 1.27 illustrates how starbursts get smaller with distance. Also, haze,
smoke, fog, and other things that a↵ect the light quality will reduce the sharpness of
the e↵ect.

Figure 1.27: Starburst Images.

Because of the low exposure resulting from the small aperture and low light, a
tripod and a remote shutter release are recommended. If the scene has very bright and
very dark regions, the photographer should consider using HDR (Chapter 5).

Experimenting with di↵erent light sources and di↵erent lenses, you may notice that
the number of star rays or spikes varies, but is always an even number. This number
has to do with the precise shape of the aperture inside the lens. The aperture consists
of a number of blades (sometimes also referred to as leafs) that we denote by L, and
the star rays are created at the L corners where blades meet. If L is odd, each of the
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L star rays created has a twin that faces the opposite side of the star, as illustrated in
Figure 1.28 for L = 5. The total number of star rays is then the even 2L. If L is even,
each twin ray is identical to one of the primary rays, as illustrated by Figure 1.28 for
L = 6. Thus, the number of rays created is always even.

The blades of a lens aperture are often curved or rounded in order to create an
aperture shaped like a circle. Some lenses have straight blades in their apertures, re-
sulting in a polygonal aperture opening, with sharper angles between the blades. The
latter type produces pointed star rays, while the former aperture results in thicker star
rays, where the e↵ect of the star is reduced.

4

4

10 6 6

5 6 6

Figure 1.28: Aperture Blades and their Star Rays.

It should be noted that a starburst e↵ect can be achieved by image processing
software and also by special start filters. Such a filter (available, e.g., from [ti↵en 18])
is scored with a large number of lines that create a number of star rays. Even more
interesting is the little-known fact that it is possible to create a starburst with our own
eyes (warning, don’t stare directly at the sun). Try to obscure parts of the sun with
a solid object (a mountain, a tree) and you may see the familiar spikes of a starburst
through your peripheral vision. This is caused by the fact that the iris in our eyes is not
perfectly circular.

Some photographers like to think of the starburst e↵ect as the opposite of bokeh.
Bokeh, mentioned in Appendix B, is the result of an aperture with rounded blades that
is kept wide open to blur the background. Starburst, on the other hand, is best seen
when the lens is stopped way down and its aperture is made of straight blades.
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1.9 Mirrors in Photography

Mirrors, as everyone knows, reflect light. The dictionary definition of reflection is:
Reflection is the change in direction of a wavefront at an interface between two di↵erent
media so that the wavefront returns into the medium from which it originated.

The main use of mirrors in cameras and photography is in SLRs. An SLR or DSLR
has a small, lightweight mirror that flips up when a shot is taken. Many cameras have
a mirror or a pentamirror in the viewfinder. A TLR (twin-lens-reflex) camera has a
mirror in its top compartment to reflect the image into the viewer’s eye (see figure in
Section 3.4). Section 3.15.1 describes the use of a mirror to obtain a stereo pair of images
with a single, stationary camera. Here, we discuss the role of mirrors in a reflex lens.

Cameras use lenses (Section 1.12) but telescopes can either be refractors (based
on lenses) or reflectors (based on mirrors). Can a camera use mirrors in its lens like a
telescope? The answer is yes, and there are camera lenses that are based on mirrors,
but mirror lenses, which are also known as reflex lenses or catadioptric lenses (CATs),
are di↵erent from conventional lenses and have di↵erent (good and bad) properties as
follows:

Reflex lenses are short and less expensive than their lens-based relatives.

A reflex lens tends to be short because the total light path is folded twice inside the
lens. However, such lenses may be fat. The speed of such a lens depends on the size of
the main mirror, so while a 500/8 reflex lens may still be fairly compact, the diameter
of the main mirror in a 500/5.6 reflex lens may be as large as the width of a typical
DSLR! Also, reflex lenses with large focal lengths require large mirrors.

They are lightweight. Strange as it sounds, this may be a disadvantage. A reflex
telephoto lens may be so light that the slightest vibration would be noticeable. It may
even be better to hold it by hand rather than on a tripod, because the photographer’s
body mass may then be used to dampen the vibrations.

It is easier to install in an optical instrument a large mirror than a large lens, because
a mirror can be supported from behind, whereas a lens can only be supported along its
circumference. When designing a telescope, the diameter is an important factor, but
camera lenses, even telephoto ones, normally have diameters of just a few centimeters.

Reflex lenses do not su↵er from chromatic aberration, because this type of aberra-
tion is created when light of di↵erent wavelengths passes through glass and the various
wavelengths refract by di↵erent amounts.

It is di�cult to include an adjustable aperture (iris) in a mirror lens. Thus, DOF
cannot be varied in such a lens and exposure may only be controlled by shutter speed,
film or sensor sensitivity, and a rear-mounted neutral density filter.

Inside a reflex lens, the light bounces o↵ two or more mirrors and therefore loses
contrast. Thus, such a lens tends to produce low contrast images.

Reflex lenses are slow. A reflex lens with f/8 may have the same e↵ective speed as
a regular lens with f/11.
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The secondary mirror blocks some light from entering the lens and thus becomes an
obstruction. The larger this obstruction, the larger the minimal focal length of the reflex
lens, and it is di�cult to make reflex lenses with the focal lengths that are commonly
used in photography. Thus, reflex lenses are normally telephoto; they have large focal
lengths.

The central obstruction, which faces backward toward the main mirror, often causes
blurry doughnut-shaped highlights that are sometimes very noticeable (Figure 1.29).

Figure 1.29: Doughnut-Shaped Highlights in a Reflex Lens.

A reflex lens is similar to a reflecting telescope, which is why we start with a short
discussion of reflecting telescopes. A microscope enlarges objects, so we use it to look
at small objects, often invisible to the naked eye. In contrast, a telescope brings objects
closer, which is why we use it to look at distant objects. The following example illustrates
the di↵erence between these optical instruments. When we look at the moon through a
telescope, we see the moon closer and we can distinguish details not seen with the naked
eye. However, the telescope does not magnify the moon; the moon that we see through
the telescope is much smaller than the real moon, whereas a microbe seen through a
microscope is much bigger than the real microbe.

Current telescopes are similar to cameras in that they collect light, generate an
image on an image sensor, and store it in memory for later processing and analysis. The
main di↵erence is the distance of the observed subject. Astronomical bodies, except the
nearest ones such as the moon and planets, are so far away that we can assume that
the light rays arriving from them are parallel. A camera, on the other hand, is normally
much closer to its subject, which is why light rays arriving at the camera’s lens are not
parallel.

We first explain how a reflecting telescope works. Figure 1.30 shows a subject (black
arrow) located on the left of a concave mirror. Three rays are traced from point x on
the subject to the mirror. The red ray moves parallel to the axis of the mirror and
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is reflected by it to the focus point f . The green ray passes through the focus and is
reflected by the mirror parallel to its axis. The blue ray passes through point 2f and is
reflected in the direction it came from. The three rays, as well as all the other rays from
point x to the mirror, meet at point y to create a sharp image of x. The result is an
upside-down image of the subject created at point y. Modern telescopes have an image
sensor mounted at that point, but the telescope has to be focused by moving the sensor
to where point y is located. It is not di�cult to see that as the subject is moved to the
left (away from the mirror), its image (i.e., point y) is moved to the right, getting closer
to f (and also becoming smaller). When the subject is at infinity, its image is generated
at the focus point f . This method of tracing three special rays is due to Gauss and is
illustrated in Figure 1.44b for lenses.

x

y

f

2f

Figure 1.30: Principle of a Reflecting Telescope.

⇧ Exercise 1.11: As the subject is moved away from the telescope, its image at point y
is getting smaller. When the subject is at infinity, its image reduces to a point. How
then can we see anything in the telescope?

Three types of reflecting telescopes, Newtonian, Cassegrain, and Schmidt are de-
scribed here.

The Newtonian telescope was the first successful reflecting telescope. The first
instrument of this type was completed by Isaac Newton in 1668 and his second model
was presented to the Royal Society in 1672. Newton realized that the primary mirror
should be a paraboloid (Exercise 1.12), but for practical reasons he made it spherical.
His first mirror was made of an alloy of tin and copper, it had a diameter of 1.3 inches
(33 mm) and a focal ratio of f/5. The secondary mirror of this type of telescope is flat
(Figure 1.31 top, where the arriving red light rays are parallel to the lens’s axis). It is
mounted at a 45� angle and it reflects the image to an eyepiece located on the side of the
telescope. This design makes it easy for the astronomer to look through the telescope,
but it is awkward to attach a camera to the side of a Newtonian reflex lens.

Newton found that his spherical mirror introduced spherical aberration, but elimi-
nated chromatic aberration. Today, this type of reflecting telescope is one of the simplest
and least expensive, and is often home-made and used by amateur astronomers.

In 1672, while Newton was demonstrating his telescope to the Royal Society, Laurent
Cassegrain, a priest, developed his design for a reflecting telescope (Figure 1.31 bottom).
The primary mirror is parabolic and the secondary, hyperbolic mirror reflects the light
back through a hole in the primary. Thus, the light is folded inside the telescope, which
results in a long focal-length telescope with a short tube. The image is viewed through
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Figure 1.31: Light Paths in Newtonian and Cassegrain Reflectors.

the hole in the mirror. Such a design is more practical for a small reflex lens that can
be attached to a camera.

The next step in the development of reflecting telescopes, the step that led to the
reflex lenses currently used in cameras, was taken in 1930 by Bernhard Schmidt. Schmidt
designed and built a reflector telescope that was based on a spherical primary mirror
and also featured a wide angle of view. The advantage of a spherical over a parabolic
mirror is obvious. It is easy to grind and polish a spherical surface because of the high
symmetry of the sphere. Large reflecting telescopes feature very narrow fields of view.
Imagine holding a poppy seed between your fingers and looking at it with your arm
extended. The patch of sky obscured by the seed is about the size of the region seen by
a large reflecting telescope.

Such a miniature field of view is desirable for deep space research, which often
requires photographing very faint objects, but many astronomers are interested in large
sky surveys and in large-scale structures in the universe. Surveying the entire sky with
a large reflecting telescope may tie up this expensive instrument for years, and is better
done with a wide-angle telescope, especially one with a fast focal ratio to decrease
exposure times. (Another important application of wide-angle telescopes is scanning
the space around the Earth for the thousands of pieces of space debris orbiting it.)

Thinking about these problems in the late 1920’s, Schmidt solved the first one (a
spherical instead of a parabolic mirror) by placing a specially-shaped corrector glass
plate at the front opening of the telescope. This corrector is a thin, very weakly curved
aspheric lens that has a complex curve that is convex near its middle and concave near its
periphery. This shape creates the opposite spherical aberration of the spherical mirror it
is paired with, canceling out the mirror’s spherical aberration. Figure 1.32a shows how
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light rays miss the focal point when reflected by a spherical mirror, while part (b) of the
figure shows how those rays, reflected by the same mirror, converge at the focus after
being slightly bent by the Schmidt corrector (whose shape has been greatly exaggerated
in the figure).
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Figure 1.32: Light Paths in a Schmidt Cassegrain Reflector.

Figure 1.32c shows the first Schmidt telescopes (referred to today as Schmidt cam-
eras). There is no secondary mirror and a camera with a curved sensor is placed inside
the telescope tube at the focus of the mirror. The first simple instrument of this type
built by Schmidt was fast. It featured a focal ratio of f/1.75 and had a 15� field of view.
A catadioptric optical device is one that employs refraction and reflection and features
both lenses (dioptrics) and curved mirrors (catoptrics). Thus, the Schmidt camera is an
example of a catadioptric instrument.

As original and useful as the Schmidt camera is, it cannot be used as a reflex lens
for a camera because it contains the camera. Thus, the device adopted by lens makers as
a practical reflex lens is the Schmidt-Cassegrain design (Figure 1.32d), first proposed by
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James Baker in 1940. The camera inside the telescope is replaced by a curved secondary
mirror, the light is folded twice inside the tube and eventually comes out of a hole in
the primary mirror, and the image is formed outside the instrument.

This design is natural for a photographic reflex lens because it is short (the light
travels three times inside the tube while it is being focused), it features the fields of view
normally used in photography, and it is fast (it has small f-stops).

Some reflex lenses use alternative designs, such as the Maksutov-Cassegrain and
Argunov-Cassegrain. The former, due to Dmitry Maksutov, replaces the Schmidt cor-
rector plate with a weakly negative meniscus lens, while the latter, introduced in 1972
by P. P. Argunov, replaces both the corrector and the secondary mirror with a sub-
aperture secondary corrector group consisting of three air-spaced elements, two lenses,
and a Mangin mirror (the element farthest from the primary mirror).

We close this discussion with an example of a real reflex lens. Figure 1.33 shows
a schematic diagram of the Nikkor 500 mm f/8 reflex lens. The paths of the light rays
are shown for a subject at infinity and for the shortest focusing distance (five feet or
1.5 meters). Notice how the corrector plate and secondary mirror have been slid to the
left in order to focus the lens. Also, the f-stop is fixed because there is no aperture.
The o�cial Nikon specifications for this lens are a length of 116 mm and a diameter
of 89 mm. For comparison, the non-reflex Nikon AF-S 500 mm f/4G ED VR lens is
391 mm long and has a diameter of 140 mm. It is also much heavier and expensive.

⇧ Exercise 1.12: (Advanced). Why does the mirror of a reflecting telescope have to be
parabolic?

⇧ Exercise 1.13: Which of his ears did Vincent van Gogh cut in December 1888 (Fig-
ure 1.34a)?

(a) (b)

Figure 1.34: Images for Reflection Exercises.

⇧ Exercise 1.14: What does the woman in Figure 1.34b see in her mirror?

Here is a subtle, interesting fact of reflection, often not appreciated by viewers.
A scene reflected in a mirror or in water is not always an exact copy of the original
scene. The images of Figure 1.35, as well as Figure 1.76 and Exercise 1.14, illustrate this
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Figure 1.33: Light Paths in the Nikkor 500 Reflex Lens.

phenomenon. The reflections show parts of objects, mostly undersides, that are hidden
in the originals.

1.9.1 Reflections From a Mirror

We already know that mirrors reverse left and right, but there is more to mirror reflec-
tions than this. Figure 1.36 (compare with Figure 1.49) illustrates the images that are
generated when an object gets closer and closer to an ideal concave parabolic mirror of
focal length f . In part 1 of the figure, the object is at a distance greater than 2f and
the small, upside-down image is generated in the interval between f and 2f . This is a
real image in the sense that it would show on a screen inserted at this point. In part 2
of the figure, the object is moved closer to the mirror but still at a distance greater than
2f . Its image is still upside-down, real, bigger, and has moved slightly away from the
mirror, toward point 2f . In part 3 of the figure, the object is in the interval (f, 2f) and
its image is much bigger and has moved to the left. It is clear that as the object moves
closer to point f , its image is going to move faster and faster away from the mirror
toward infinity, while also remaining real and getting bigger without limit.

Skipping part 4 of the figure for now, we check part 5, where the object is at a
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Figure 1.35: Reflections That Are Not exact Copies (1 of 2).
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Figure 1.35: Reflections That Are Not exact Copies (2 of 2).
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distance closer than f . The red and blue light rays now diverge when reflected from the
mirror, so there is no real image. However, a viewer looking at the mirror from such
a close distance would see a large, right-side up image reflected from the mirror. This
type of image is referred to as imaginary or virtual because it would not show up on any
screen. It exists only on the surface of the mirror. In part 6, the viewer moves closer
to the mirror, which results in its virtual image also moving closer to the mirror and
getting smaller (approaching the actual size of the viewer). These parts of the figure
illustrate the behavior of a concave mirror and the only remaining question is part 4,
where the object is placed at the focal point of the mirror. The figure implies that (1)
all the light rays reflected from each point p on the object are parallel, so no real image
is generated and (2) when a viewer is placed at point f , looking at the mirror, they see a
blob of light that is created by the light rays from point p. The viewer also sees similar
blobs from every other point on the object. The result is a uniform blob, a mixture of
di↵erent colors.

The behavior of a concave mirror can now be summarized as follows: When an
object is at infinity, its image is located at point f , it is real, upside-down, and is
infinitely small. As the object moves closer to the mirror and approaches point 2f from
the left, its image gets bigger and also approaches point 2f , but from the right. At
2f , the object and its image are the same size, but the image is upside-down. When
the object approaches point f , its image remains upside-down and starts moving fast to
the left, toward infinity, while also growing indefinitely. At point f there is no image.
Closer than that, the image is virtual, right-side up, moving to the left, toward the
mirror, and getting smaller until it reaches the actual size of the object. If the object
is a viewer, here is what they would see. Approaching from infinity, they would see an
upside-down image that gets bigger and bigger until, when the viewer is at the focal
point of the mirror, there is moment when the mirror reflects a uniform color and then
the image flips to become right-side up and very big. As the viewer gets even closer to
the mirror, this image shrinks until, when the viewer is touching the mirror, the image
has the viewer’s size. However, the reader should realize that in reality, the image does
not flip; it becomes virtual.

We next examine Figure 1.37. It shows two images reflected from a spoon, where
the concave side generated the upside-down reflection and the convex side generated the
right-side up reflection. Consider the following, intriguing thought experiment. We start
with a flexible concave mirror, we flex it such that it gets closer to a flat mirror, and
continue until it becomes convex. How will the reflection behave during this process?

As the mirror is flattened, gradually getting closer to a straight mirror, its focal
length increases without limit, with the result that both points f and 2f move to the
left. If we start with a stationary object at a distance greater than 2f , the image will be
real, upside-down, small, and located between f and 2f , moving to the left and growing
as the mirror gets flattened. Once the mirror is flat, its focal point f is at infinity, very
far to the left of the object. This is similar to part 6 of Figure 1.36, where the object
is very close to the mirror. The image in this case is virtual, right-side up, and of the
same size as the object. This is what we always see in a flat mirror, except that it now
clear that such a mirror generates a virtual image, an image that cannot be displayed
on any screen that is placed to the left of the mirror. Parts 7 and 8 of Figure 1.36
illustrate what happens when the mirror finally becomes convex. The image is virtual
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Figure 1.36: Reflections From Concave/Convex Mirrors.



130 1.10 Refraction

Figure 1.37: Reflections From a Spoon.

and right-side up, and it both shrinks and moves closer to the mirror (i.e., to the left)
as the mirror becomes more curved.

Reference [spoon reflection 20] is a beautiful youtube video that illustrates these
concepts.

1.10 Refraction

When light moves from one medium to another, such as from air
to glass to water, its speed changes. The denser the medium,
the slower the light travels in it. When we talk about the
speed of light, we implicitly mean its speed in vacuum (where
it is fastest). The result of the speed change is that a beam of
light changes its direction of motion and bends when it enters
a di↵erent medium (Figure 1.38). This phenomenon is called
refraction. Notice that it applies to all electromagnetic radiation (X-rays, radio waves,
microwaves, infrared, etc.), not just to visible light.

⇧ Exercise 1.15: Explain how the green straw is refracted as shown in Figure Ans.4.

Figure 1.38 illustrates the principle of refraction (see also Figure 2.34). Light enters
a new medium t with a coe�cient of refraction nt from medium i with a coe�cient of
refraction ni. The wave front AB hits the surface at point A, enters medium t, and
starts moving at speed vt. The other part of the wave front, at point B, continues to
move at its original speed vi and reaches point D after time �t. Thus, BD = vi�t, but
AC = vt�t. If medium t is denser than i, then vi < vt and also vi�t < vt�t. The two
triangles ABD and ACD share a common hypotenuse AD, so we can write

sin ✓i

BD
=

sin ✓t

AC
,
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but we know that BD = vi�t and AC = vt�t, which produces the law of refraction
ni sin ✓i = nt sin ✓t, where ni = c/vi, nt = c/vt and c is the speed of light in vacuum.

ni

nt A

B

C

Dθi

θt

Figure 1.38: Bending of Light as a Result of Speed Change.

Figure 1.39a shows why refraction is an important concept in optics. When a ray of
light passes from air to glass and again to air, it bends twice, in opposite directions, so it
comes out of the glass moving in its original direction but with its position shifted. An
observer looking at an object through the glass would therefore see the object shifted
away from its original position. Thus, light passing between di↵erent media can greatly
a↵ect the appearance of an image.

Figure 1.39c shows a ray of light traveling in air and entering a slab of glass at
an angle ↵ to the normal of the glass surface. Inside the glass, the ray bends and it
now moves at an angle � with respect to the normal. The rule of refraction, discovered
experimentally by the Dutch mathematician Willebrord Snell in 1621, is

sin↵

sin�
=

C1

C2
= C,

where C1 and C2 are the speeds of light in air and glass, respectively, and C, their ratio,
is called the refraction coe�cient of air and glass. This is Snell’s law. (The index of
refraction nM of a medium M is defined as the ratio of the speed of light c in vacuum
and the speed of light CM in M . Thus, nm = c/CM . Hence, the refraction coe�cient
of two media is the ratio of their refraction indexes.)

Snell’s law can now be written as

ni sin ✓i = nt sin ✓t or
sin ✓i

sin ✓t
=

nt

ni
=

Ci

Ct
. (1.1)

It is light that reveals, light that obscures, light that communicates. It is light I
“listen” to. The light late in the day has a distinct quality, as it fades toward the
darkness of evening. After sunset there is a gentle leaving of the light, the air begins
to still, and a quiet descends.

—John Sexton.
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Willebrord Snellius (born Willebrord Snel van Royen) was a Dutch
astronomer and mathematician who lived and worked in Leiden from
1580 to 1626 (he succeeded his father as professor of mathematics at
the University of Leiden).

For centuries, his name has been attached to the law of refraction
of light, but it is now known that this law was understood empirically in
ancient times by Ptolemy, was mentioned in the middle ages by Witelo,
and was first described rigorously by Ibn Sahl in 984.

In addition to this well-known law, Snell’s name is also known from a method for
determining the radius of the Earth that he originated and executed in 1615. The idea
was to employ triangulation to measure the distance of one point on the Earth from the
parallel of latitude of another point. Another achievement of Snell was an algorithm for
computing the value of ⇡.
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Figure 1.39: Refraction.

How does the change of speed cause the light to change its direction? This can be
explained by means of a general physical principle called the principle of least time. It
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was proposed by Pierre Fermat around 1650, so it is sometimes called Fermat’s principle.
It says that light chooses the particular path in air and glass that takes the shortest time
to traverse. Employing this principle, it is easy to prove that the path of least time is
the one obeying Snell’s law. Figure 1.39b shows an analogous situation. A lifeguard is
stationed on a beach and there is a swimmer in the water. The swimmer starts drowning
and the lifeguard starts running toward him. The best path for the lifeguard (from the
point of view of the swimmer) is that of least time. Path b is a straight line. This may
be the intuitive choice of many lifeguards, but it may not be the path of least time since
swimming is slower than running. Path d minimizes the swimming time, but there is no
guarantee that it is the right path. Intuitively, it seems that the right path is somewhere
between paths b and d, since it is clear that paths such as a and e require longer times.

We now show that the path of least time is the one that satisfies Snell’s law. The
proof is short and elegant and its geometry is shown in Figure 1.39c. We assume that
the best path is the one that hits the water at point P, and we then try another path
that hits at point Q, close to P. Figure 1.39d shows how the curve of travel time versus
point of hit has a minimum at P. Since point Q is close to P and since the curve is
continuous, we expect only a very small di↵erence in the travel times of the rays that
hit the water at points P and Q. Another way to express this is to say that we expect
the travel times of the two rays to be essentially the same in the first approximation,
because the curve of Figure 1.39d is close to flat (horizontal) at point P.

The proof should therefore figure out the di↵erence between the travel times along
the two paths and set that di↵erence to zero. This will generate an equation whose
solution should produce Snell’s law. The first step is to draw a perpendicular to LP
that passes through point Q. This shows that path LPS has to travel on the beach a
distance of a units longer than path LQS. It takes a/C1 time units to travel distance
a. The second step is to draw a perpendicular to line QS that passes through point P.
This shows that path LQS has to travel in the water a distance b longer than path LPS.
It takes b/C2 time units to travel distance b. Denoting by d the distance PQ, we get
sin↵ = a/d and sin� = b/d from elementary trigonometry. We can now write

time(a) = time(b)

) a

C1
=

b

C2

) d sin↵

C1
=

d sin�

C2

) sin↵

C1
=

sin�

C2

) sin↵

sin�
=

C1

C2
.

⇧ Exercise 1.16: Prove Snell’s law using just elementary calculus and trigonometry.

Snell’s law is mathematically simple, so people often tend to think of it as an
explanation of refraction. A ray of light hits a glass surface and bends by the right
amount, depending on the angle of incidence. It is easy for us to imagine that the light
“knows” at what angle it hits and what medium it is entering, so it changes its direction
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of motion accordingly. The least-time principle, on the other hand, even though more
elegant, is harder to accept as an explanation. The problem is how does light know in
advance what the least-time path is? When we humans are faced with such a problem,
we have to try di↵erent paths, we hesitate, we need to perform calculations, but light
does not hesitate, does not seem to try di↵erent paths, and always selects the right path
confidently.

Quantum electrodynamics provides a completely di↵erent explanation to refraction.
Curious readers are referred to pages 49–52 of [Feynman 85]. Another book by Feynman,
The Feynman Lectures on Physics, ([Feynman et al. 64] volume 1, chapter 26, page 5)
describes a few common phenomena, such as a mirage, that are caused by refraction.

Refraction is important in photography because it is the basis of all the lenses and
prisms, and these are discussed in the remainder of this chapter.

All that glitters has a high refractive index.

1.11 The Pentaprism

When light passes into a medium of smaller index of refraction, it is bent away from the
normal as illustrated in Figure 1.40a. Thus, the refraction angle ✓t is greater than the
incident angle ✓i. Only part of the light is transmitted and the rest of reflected back into
the medium it came from. As ✓i is getting bigger, more of the light is reflected back.
Also, ✓t approaches 90�. When ✓t becomes 90� (the red arrows), the corresponding ✓i is
called the critical angle and is denoted by ✓c. The figure shows how, for angles greater
than ✓c (the cyan arrows), all of the light is reflected back. This phenomenon is called
total internal reflection.

θt=900
θt increasing

θi increasing

θc

ni

nt
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Figure 1.40: Total Internal Refraction.

From ni sin ✓i = nt sin ✓t, we can compute the critical angle by ni sin ✓c = nt sin 90� =
nt or ✓c = arcsin(nt/ni). As an example, when light passes from glass (with ni = 1.5)
to air (where nt = 1), the critical angle is ✓c = arcsin(1/1.5) = 41.8�.

Old, chipped, and dirty mirrors reflect less light than high-quality, smooth, clean
mirrors. Yet no mirror reflects all the light that strikes it. An ideal mirror does not
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exist, and it is surprising to learn that total internal reflection reflects more light than
even the best mirrors (which is why the adjective total is used).

⇧ Exercise 1.17: How much light does a mirror reflect?

There are two ways of spreading light: to be the candle or the mirror that receives it.
—Edith Wharton.

Figure 1.40b shows a typical pentaprism, a five-sided reflecting prism of the kind
used in SLR cameras. The light comes from the 45� pivoting reflex mirror located under
the prism. It is reflected twice in the prism and goes out into the viewfinder. The
main advantages of the pentaprism are (1) It bends the light a total of 90� even if the
entering beam is not perpendicular to the surface of the prism and (2) the image sent
to the viewfinder is not inverted. However, because of the angles of the prism surfaces,
the light strikes them at less than the critical angle, so the internal reflections are not
total. To obtain maximum reflections, the two reflecting prism surfaces are coated with
an antireflection coating to reduce spurious reflections. The fifth face of the prism (in
light cyan in the figure) is not used optically but serves to reduce the size of the prism.

Low-end SLR cameras sometimes use a pentamirror instead of a pentaprism. The
Canon EOS Rebel T3i is an example. A pentamirror consists of three mirrors that
reflect the light and send it to the viewfinder after reversing the upside-down and lat-
erally reversed image caused by the main reflex mirror. This is less expensive than a
pentaprism, which is a solid piece of glass, but the image projected on the viewfinder is
darker.

1.12 Lenses

Figure 1.41(a) shows why simply shining light onto a sensor does not produce an image.
The sun illuminates a wall W in the figure. Each point on the wall reflects rays of light
in all directions. Three rays reflected from point A are shown, ending at di↵erent points
on the sensor S. Thus, the sensor is illuminated, but no point on the sensor corresponds
uniquely to point A on the wall. Three more rays, from point B, are shown, one of
which also hits the sensor at x. Thus, point x (as well as any other point on the sensor)
receives light from every point on the wall. The sensor is illuminated, but there is no
sharp image on it. To generate such an image, a point on the sensor should correspond
to a unique point P on the wall, and should receive all the rays emanating from P. This
is why lenses are used in cameras and other optical devices.

We are all familiar with lenses. A lens is made of refractive material, it is normally
circular, and has at least one curved surface. The word lens comes from the Latin word
lentille (lentil). Most lenses are transparent to light, but special, opaque lenses exist to
focus X-rays or microwaves. This section concentrates on the optical properties of lenses,
while Section 2.18 discusses lens properties and attributes that are of direct interest to
a photographer.

For much more information on lenses, see [Hecht 16].
A lens concentrates light by bending the light rays and sending them to its focus,

but the discussion of refraction earlier in this section implies that the bending is the
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Figure 1.41: No Lens, No Image.

result of the light being refracted in the lens. Figure 1.42a illustrates the principle.
A thick lens is cut into horizontal slices, and it is clear from the figure that the slices
around the center of the lens are close in shape to rectangles (i.e., their outer edges are
close to vertical), while the peripheral slices, the ones near the top and bottom of the
lens, resemble truncated pyramids, their edges are slanted. Thus, the peripheral slices
refract the light (rays A and B in the figure) more than the central slices (rays C and
D). If the lens is ground to the right shape, every slice bends the light such that it passes
through the focus point F.

A

B

C
D F

(a) (b) (c)

Figure 1.42: Refraction in a Lens.

The particular shape of a lens solves another problem, that of simultaneous arrival
of the light photons. Imagine two photons leaving the same point in Figure 1.41(b) at
the same time, and moving in di↵erent directions. They enter a lens at di↵erent points,
change directions, and arrive at the same point on a target. In order to end up with a
clear, sharp image, the two photons should arrive at the target together, but the figure
makes it clear that they cover di↵erent distances on their way. Photon B flies in a
straight line, while photon A has a longer path. The shape of a true lens must therefore
be such that photon B travels a longer distance inside the lens and is therefore slowed
down enough to arrive simultaneously with photon A (which travels a shorter distance
inside the lens) at the target.

A good quality lens is aspherical. Figure 1.42b shows how a spherical lens bends
the central and peripheral rays into di↵erent foci. Figure 1.42c shows how an aspherical,
hyperbolic lens works. Such a lens has the shape of a conic section (a parabola or
hyperbola, see Appendix F). A spherical lens is easier to make, which is why some
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cameras are sold with such lenses and are advertised as “a soft focus camera” or “a
camera with a soft focus lens.”

In English, the plural of focus is foci, pronounced fo-si.

Figure 1.43 uses normals instead of slices to illustrate the behavior of a lens. The
normal to a surface at point P is the vector that’s perpendicular to all the tangents
of the surface at P . The figure shows how an incident ray, passing from air (fast light
speed) to glass (low light speed) is bent towards the normal, while a ray that exits the
glass back to air bends away from the normal. A ray that hits the surface at point P in
the direction of the normal at P is not bent; it passes through straight.

Norm
alNormal

Incident ray Refracted ray

Figure 1.43: Using Normals to Illustrate Refraction in a Lens.

A lens has two main applications, it can concentrate light to a point and it can
construct a sharp image of objects. Many a boy scout had learned how to use a lens to
start fire on a sunny day by concentrating sunlight (this is possible because the sun is
so far away that its light rays are parallel, see Figure 1.44a). However, in photography,
lenses are used to project an image of an object on film or light sensor, and this is
di↵erent from starting fire with sunlight because the rays coming from an object are in
general not parallel.

Figure 1.44b illustrates how the lens of a camera generates a sharp image of a
subject in the focus plane, which is not the same as the focal plane (see Figure 1.30 for
a similar analysis for mirrors). The problem is that every point on the subject that is
being photographed emits light in all directions. To get a sharp image on the sensor, all
the rays that are emitted from a certain point x on the subject and that happen to strike
the lens have to be bent so that they hit the sensor at the same point y. In the figure, a
subject is located to the left of a lens and we concentrate on three rays leaving point x.
They are bent di↵erently by the lens and end up at point y on the focus plane f. We say
that the subject is focused at plane f. If the subject is moved away from the camera, it
will be focused in another plane, closer to the focus F. This is why focusing a camera is
normally done by moving the lens back and forth, thereby varying the distance between
the lens and the sensor. If the object is moved all the way to infinity, its focus plane
becomes the focal plane (the plane containing the focal point F).

Now consider plane b in Figure 1.44b. The three rays from point x on the subject di-
verge and intercept this plane at three di↵erent (but nearby) points. A three-dimensional
diagram showing more rays from point x would show that they form a small circle on
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Figure 1.44: Focusing by Refraction.

plane b, the so-called circle of confusion or CoC (more accurately, this is not a circle but
the shape of the aperture, which is typically a pentagon or a hexagon). It is now clear
that if the subject is located at the precise distance the lens is focused, every point on it
will focus to a point on the focus plane. When the subject moves out of focus, points on
the focus plane become circles. The farther out-of-focus the subject is, the larger these
circles become. See also the discussion of depth of field in Section 2.6.

A Standard Lens

Figure Intro.14 shows that the length of the diagonal of a 35 mm film frame is 43 mm
(more accurately, 43.27 mm). When the subject is at infinity, the image is generated by
the lens in its focal plane. Thus, Figure 1.45 implies that the angle of view of a 50 mm
lens in a 35 mm camera is twice arctan(43.27/(2⇥50)) = 23.4�, i.e., 46.8�. Thus, such a
lens reproduces a field of view that generally looks natural to an observer under normal
viewing conditions. This is why a lens with a focal length of about 50 mm (from 40
to 58 mm) is considered standard or normal in 35 mm photography. This focal length
was chosen by Oskar Barnack when he developed the early Leica cameras in the 1910s
(Section 6.5).

23.40

50 mm

43
.2

7 
m

m

Figure 1.45: A Standard Lens.

The Power of a Lens—Diopters

The power P of a lens is defined as the inverse of its focal length in meters, P = 1/f .
The units of P are diopters (UK spelling dioptres). For example, a lens with a focal
length of 20 cm has a power of 1/0.2 = 5 diopters. A flat piece of glass can be considered
a lens with an infinite focal length. Its power is therefore zero. The main reason for using
P instead of f is the lensmaker’s equation, Equation (2.2), where the object distance,
image distance, and focal length appear as reciprocals. Another reason is that lens



1 Light and Optics 139

powers are additive. When two thin lenses are placed close to each other, their total
power is the sum of their individual powers.

As an example, consider two thin lenses with focal lengths of 200 and 300 mm.
Placed closer than 200 mm, their combined focal length would be

1
200

+
1

300
=

1
120

,

i.e., 120 mm. When expressed by lens powers, this becomes 5 + 3.3 = 8.3 diopters.
The additive rule of lens power is only approximate. It is true for thin lenses

placed closer than either of their focal lengths, but real lenses are never truly thin. An
important application of this rule is the close-up filter. This simple device is a thin lens
that can be screwed on the camera’s lens like any other filter. If its focal length is, say,
500 mm (i.e., two diopters), such a filter decreases the focal length of the camera’s lens
by that amount. If the lens on the camera is 200 mm, then such a filter decreases the
focal length to

1
200

+
1

500
=

1
143

,

or 5+2 = 7 diopters. The camera can now focus much closer to the object than without
the filter.

Angles of View

The angle of view subtended by a lens depends on the focal length of the lens
and on the diagonal of the film/sensor in a simple way as illustrated by Figure 1.45.
Figure 1.46 lists fields of view for a 35 mm film frame and for several focal lengths. The
computations were done by the code 2*atan(43.3/(2*f))*180/pi, where 43.3 is the
diagonal length (in millimeters) of a 35 mm frame, f is the focal length (in the same
units), and the term 180/pi is included to convert the angle of view from radians to
degrees.

16

1070
750

470 280 180
80 50 2.50

28 50 85 135
300 500 1000

Figure 1.46: 35 mm Fields of View for Various Focal Lengths.

Lens Types

Figure 1.47 shows the six main types of lenses. Three are positive (converging) and
three are negative (diverging). One surface of a plano lens is flat, and in a meniscus
lens, the two sides have di↵erent radii of curvature.
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Positive

Negative

Double Plano Meniscus

Figure 1.47: Six Types of Lenses.

⇧ Exercise 1.18: What is the origin of the word meniscus?

See also the discussion of field curvature in Section 1.21.
Figure 1.48 illustrates how a convex lens creates an upside-down real image (real,

because we can project it on a screen located at the focusing plane) and how a concave
lens generates a right-side-up virtual image, an image that exists in space in front of the
lens.

2 2
3

3

11
FoFo FiFi

Figure 1.48: Real and Virtual Images.

Lens magnification

Figure 2.24 (duplicated here) shows a lens and the relation between the subject size
h0 and image size hi. The figure makes it clear that the magnification M of a lens is
given by

M =
hi

h0
=

di

d0
.

The thin-lens equation (derived below) provides the relation

1
f

=
1
d0

+
1
di

, (1.2)

from which we obtain
M =

di

d0
=

f

d0 � f
=

di � f

f
. (1.3)

The discussion of magnification also leads to a simple derivation of the thin-lens
equation. The two colored triangles of Figure 2.25 (duplicated here) are similar, which
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Figure 2.24 (duplicate). Lens Magnification.

implies the following:

di

d0
=

f

d0 � f
) di(d0 � f) = d0f ) did0 = d0f + dif )

1
f

=
1
di

+
1
d0

. (1.4)
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hid0−f

Figure 2.25 (duplicate). Derivation of the Thin-Lens Equation.

Objects at various distances from the lens

Figure 1.49 is a summary of the images created by a thin lens for objects at various
distances from the lens. Part (a) of the figure shows a far-away object (at a distance
greater than 2F ). The corresponding image is a short distance to the right of the focal
plane, and is real, inverted, and minified (the magnification is less than 1). This is the
normal situation with cameras and in our eyes. In part (b), the object is at a distance
of 2F , so its image is also at 2F to the right of the lens, and is real, inverted but bigger
(M = 1). This case is employed by scanners and copy machines. In part (c), the object
is between 2F and F , and its image, which is still real and inverted, is rapidly moving
to the right and gaining in size. Movie and video projectors benefit from this type of
image, because they have to generate large images. Notice that when the object is at
F (not shown in the figure), the rays emerging from the lens are parallel and there is
no image. We can say that the image is at infinity. Finally, in part (d), the object is
closer than F and the image reappears. It is virtual, right-side-up, and large. This is
the optical configuration of a magnifying glass.

Thick Lenses

Many lenses are thick. In such a lens, the chief ray, the one that strikes the lens at
its center, does not pass the lens straight (even as an approximation), but is refracted as
illustrated in Figure 1.50. The two points labeled Ni in the figure are its nodal points,
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Figure 1.49: Images of a Thin Lens.
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of which N1 is important since it is the center of perspective of the lens. When shooting
a panorama, the camera should be rotated about this point in order to maintain overall
perspective and make it possible for software to align the individual panorama images
perfectly.

N1

N2O

Figure 1.50: Nodal Points in a Thick Lens.

For much more information on thick lenses and on optics in general, see [Hecht 16].

1.13 Compound Lenses

A compound lens is an assembly of elements, each a simple (positive or negative) lens.
Sometimes, the elements of a compound lens are organized in groups. A compound lens
can result in a very short or a very long focal length and can also significantly reduce lens
aberrations. The downside of compound lenses is their high price, and yet most camera
lenses currently made are of this type. There are many ways to design a compound
lens, depending on what the designer is trying to achieve, and here we illustrate two
examples.

F

(a) (b)

Figure 1.51: A Compound Lens.
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The first example of a compound lens is a simple combination of two positive ele-
ments, as shown in Figure 1.51a. To analyze the performance and the location of the
final image, we first remove the second element and trace two rays through the first
element (Figure 1.51b). One of these rays is parallel to the optical axis and the other
ray passes through the center of the element. These rays define the location of the image
generated by the first element.

Now that the location of the image has been determined, we can trace any other
rays and simply end them at the image. Figure 1.52a shows two such rays (in red). Now
we can insert the second lens element (Figure 1.52b) and it immediately becomes clear
why these particular red rays have been selected. One of these rays passes through the
center of the second element and the other ray moves parallel to the optical axis. Thus,
it is easy to trace these two rays past the second element. This is shown in brown and
it allows us to locate the final image produced by the two elements.

F
F

(a) (b)

Figure 1.52: A Compound Lens.

The final image is inverted, but the surprising result is that this image is closer to
the first lens element than the image produced by that element alone without the second
element (Figure 1.52a). Thus, this type of compound lens produces a short lens and
may therefore be ideal for compact cameras.

The second example illustrates how eyeglasses work in conjunction with the lens in
the eye to correct shortsightedness (myopia). This is an unusual compound lens where
one lens (converging) is located in the eye while another lens (diverging) is part of the
eyeglasses. Myopia is caused by a sti↵ lens that cannot be stretched enough to extend
its focal length as needed. Such a lens focuses the image a short distance in front of the
retina, rather than on it (Figure 1.53a). Thus, what reaches the retina is a blurry image.
This condition is corrected by placing a diverging lens in the eyeglasses to spread the
image that hits the lens in the eye.

(a) (b)

Eyeglasses
Lens
in eye

Retina

Figure 1.53: The Principle of Eyeglasses.

Figure 1.53b shows how the negative lens is placed in front of the eye. The figure
makes it clear that the parameters of the configuration are (1) the focal length of the
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internal lens, (2) the location of the subject being observed by the eye, (3) the location of
the negative lens, and (4) the focal length of this lens. Of these, only the last parameter
can be adjusted and selected.

To determine the focal length of the external (eyeglasses) lens, we trace another
light ray (red in the figure) from the subject to this lens and beyond. We set the focal
length of the negative lens such that this ray would emerge from it parallel to the optical
axis. It hits the internal lens, is bent toward its focus, and strikes the retina as shown.
It is now clear that all the other rays from the same point in the subject would hit the
retina at that point, resulting in a sharp image on the retina.

In order for the red ray to emerge from the negative lens traveling parallel to the
axis, it has to be emitted in the direction of the focus of that lens. Thus, all we have to do
is extend the direction of the red ray’s original segment (from the subject to the negative
lens) until it intercepts the axis, and then measure the distance from the negative lens
to that point. This is the required focal length of the negative lens in the eyeglasses.

Before we continue with various types of lenses, here is a summary of the properties
and behavior of lenses:

Magnification depends on both the object and image distances, so varying any of
them changes the magnification. This is why the process of focusing a lens (moving it
slightly relative to the sensor) varies the image size.

The power of a lens (measured in diopters) is the inverse of its focal length (in
meters).

The combined power of two ideal, thin lenses is the sum of their powers.

A close-up filter works like a second lens and can significantly reduce the minimum
object distance.

Images made by a convex lens are real, but images made by a concave lens are
virtual (imaginary).

The apparent size of an object is inversely proportional to its distance.

Moving the lens linearly along its axis, moves the focusing plane non-linearly.
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1.14 Zooming and Zoom Lenses

The dictionary definition of “zoom” (the verb) is:
1. To move quickly or suddenly with a loud humming or buzzing sound: cars

zooming by on the freeway.
2. To fly an airplane suddenly and sharply upward at great speed for a short

distance, as in regaining altitude, clearing an obstacle, or signaling.
This word originated in 1886 and gained popularity, both as a verb and a noun,

around 1917 among World War I aviators. In 1936 it became a common term in pho-
tography, where it was derived from the specific aviation sense of zoom as “to quickly
move closer.”

A zoom lens (also called a parfocal lens) is a compound lens that can vary its focal
length (and thus its angle of view) while keeping the image focused throughout its entire
range. The focal length is varied by moving (manually or electrically) some of the lens
elements. A zoom lens that loses focus while zooming is referred to as a varifocal lens.

A zoom lens changes the angle of view by spreading or concentrating the light that
passes through it. Figure 1.54 illustrates the principle. We select a small area in the left
part of the figure and spread it (scale it up or zoom on it) until its area equals that of
the original image. Similarly, when a zoom lens is set to its telephoto state, it should
spread the light moving through it such that most of it would end up outside the lens,
and only a small part would cover the lens.

Figure 1.54: Zooming by Spreading.

There are di↵erent ways to design such a lens, and Figure 1.55 illustrates a simple
scheme. Lens elements L1 through L3 are located at the front of the lens (on the left
of the figure) and they form an afocal zoom system. Element L4 in the back of the lens
is the focusing system (in practice this system consists of several elements). Element
L2 (a concave lens) is movable and it is easy to see how moving it to the left disperses
the light beam such that some of it is lost and only its central part reaches the focusing
system at L4, resulting in a telephoto image.

Conversely, when lens element L2 is moved to the right, the light beam entering L1

is narrowed, producing a lower magnification and resulting in a wide-angle field of view.
Notice that all the light entering L1 now falls on the sensor, which is why a wide-angle
setting results in a brighter picture (it is equivalent to a larger aperture).



1 Light and Optics 147
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L1 L2 L2L4L3

Figure 1.55: A Simple Zoom Lens.

⇧ Exercise 1.19: Compact cameras do not have interchangeable lenses, which is why they
often o↵er zoom lenses. Recently (in 2012 and 2013), these zoom lenses have achieved
very wide ranges, of 30x, 35x, and even 50x. At its longest focal length, such a zoom
lens acts as a telescope and makes it possible to zoom on small, faraway details of the
scene. Search the professional literature or experiment with your zoom lens to find out
the main drawback of those super-telephoto zoom lenses.

1.14.1 The dolly zoom e↵ect

The dolly zoom is a camera shot made famous in Alfred Hitchcock’s vertigo (1958). It
was invented by cameraman Irmin Roberts to visually convey the feeling and e↵ects
of acrophobia (extreme or irrational fear of heights) by zooming in with the lens while
simultaneously dollying the camera backwards, or doing the inverse. Since 1958 it has
been used in hundreds of motion pictures. The dolly zoom e↵ect appears to defy our
normal visual perception. The word dolly is used because this is how movie cameras
are often moved while filming. The dolly zoom e↵ect is an important concept in cine-
matography, but can also be useful in still photography because it causes the camera to
perceive the perspective of the scene in di↵erent ways.

The e↵ect is achieved by continually zooming the lens to adjust the angle of view
(often referred to as field of view, or FOV, Page 424) while the camera is moved on
tracks or on a dolly toward or away from the scene in such a way as to keep a central
object the same size in the camera. The camera is either moved away from the scene
while the lens zooms in, or is moving toward the scene while the lens is zoomed out. In
general, the scene may contain foreground objects, background objects, and a central
object, which remains still. In practice, however, a dolly zoom in a movie contains only
background objects and a central object, which is referred to as the foreground.

The visual appearance for the viewer is that either the background suddenly grows
in size and detail and overwhelms the foreground, or the foreground becomes immense
and dominates its previous setting, depending on which way the camera is moved. We
know that the eye-brain system uses both size and perspective cues to judge the relative
sizes of objects. Thus, seeing a perspective change without a size change produces a
highly unsettling, stirring e↵ect. A dolly zoom at the right moment in a film can sug-
gest disorientation, dread, the supernatural, a psychedelic trip, an obstacle, or memory
flashes.

The mathematics of the dolly zoom is elementary. We start with Equation (1.3),
the expression for lens magnification M , where we use s0 and si instead of d0 and di,
respectively. As a reminder, s0 is the distance between the lens and the object, while si
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is the distance between the lens and the image plane (Figure 2.24 duplicated here).

M =
si

s0
=

f

(s0 � f)
.

We now di↵erentiate M with respect to s0, the distance between the lens and the object.
This derivative, also termed axial magnification (Max), describes how the magnification
M depends on s0.

Max =
���� d

d(s0)
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s0

���� =
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���� =
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���� =
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f
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Figure 2.24 (duplicate). Lens Magnification.

Equation (1.5) produces the simple inverse relation f ·Max = M2 which shows how
f and Max a↵ect the magnification M in opposite ways. Increasing one and decreasing
the other by the same amount preserves the magnification.

Now imagine moving the lens (with the camera) toward the object. This decreases
distance s0 and increases M (the latter can immediately be seen from Equation (1.3)).
This movement therefore also increases Max. Moving the lens back, away from the
object, increases s0 and decreases M , which is why it also decreases Max.

The dolly e↵ect comes into action when moving the camera forward, on tracks or
on a dolly, toward the object (thereby decreasing s0 and increasing Max), while also
decreasing f continually by the same amount to keep the magnification M constant.
Similarly, moving the camera backward, away from the object (thereby increasing s0

and decreasing Max), while also increasing f continually by the same amount, also keep
the magnification M constant.

We now consider the object (or objects) at distance s0 the central object. As long
as Max and f are inversely varied at the same rate, this object is displayed at the
same magnification, and so seems to remain still. In general, the scene may contain
other objects, background (located behind the central object) and foreground (located
in front of it, i.e., closer to the camera). Here is how they appear to the camera.

When the lens (and the camera) is moved backward, away from the scene, back-
ground objects (those located farther than s0) appear to move forward, closer to the
central object at s0, and also become bigger. Simultaneously, foreground objects (those
that are closer to the camera than s0) move backward, also toward the central object
at s0, and become smaller. The total e↵ect is that the central object pulls all other
objects to distance s0 from the lens. While these objects move, their magnifications also
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vary and approach M , the magnification of the central object. When the lens is moved
forward, closer to the scene, the central object remains still, and all the other objects
move away from it, while also varying their magnifications. The background objects
keep getting bigger, while the foreground objects get smaller.

The reason for this unexpected behavior should be obvious. When the camera is
moved backward, away from the scene, the di↵erences in distance between foreground,
central, and background objects shrink relative to the distance of the camera from the
scene. The entire scene shrinks, so di↵erences in distance and size become less significant.
As an extreme example, imagine a 10-meter-wide scene. When the camera is 10 meters
away from its center, the forward edge of the scene is five meters from the camera, while
the back edge is 15 meters away. Both 15 and five di↵er significantly from 10. If we now
move the camera 100 meters from the center of the scene, the front edge is 95 meters
from the camera while the back edge is 105 meters away. Both 95 and 105 are much
closer to 100 than 15 and five are to 10.

Figure 1.56 illustrates the di↵erence in perspective between shooting close with
a wide angle lens and then moving back and shooting with a telephoto. The near
clothesline is about the same size in the two images, but the perspective is very di↵erent.
This e↵ect is similar to what we see in telescopic images. (Telescoping brings all the
objects in the scene closer, with distant objects moved closer more than nearby objects.)

Wide angle, strong perspective Telephoto and moved back, less perspective

Figure 1.56: Strong (Left) and Shallow (Right) Perspectives.

The distance s0 of the central object depends on how wide the scene to be filmed is
and on the field of view (FOV, or alternatively, the angle of view) of the lens as follows.
Figure 1.57 shows three cameras positioned at di↵erent distances and with di↵erent
focal lengths. Each camera sees a scene with a di↵erent width, but the lines defining the
fields of view of the cameras intersect at the red plane. An object placed at this plane
and having the size of the plane would fill the field-of-view (FOV) exactly. Thus, from
Figure 1.57, we get tan(FOV/2) = width/2

distance or

distance =
width

2 tan
�

1
2FOV

� .
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This relation can also produce the width of the scene when the distance is known. As an
example, if the FOV of the lens is 90� and we want objects at a distance of two meters
to remain still, the total width spanned by these objects should be four meters.
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Figure 1.57: Distance of Central Object.

The interested reader should view some of the many examples of the dolly zoom
available on YouTube. Especially recommended is [filmmakerIQ 19]. This important
e↵ect has been employed in many movies but, as mentioned earlier, in a movie there
normally are no foreground objects. There is only a central object (which is considered
foreground) and background objects. The lack of foreground objects in the scene makes
it easy for the viewer to understand and enjoy the e↵ect of this zoom.

The following are alternative terms for the dolly zoom:
Focus disturbance zoom, zido, zolly, Hunter Smith Shot, Hitchcock shot, Hitchcock

zoom, Vertigo, Vertigo zoom. Vertigo e↵ect, Jaws shot, Reverse Tracking Shot, Triple
Reverse Zoom, Back Zoom Traveling, Smash Zoom, Smash Shot, Telescoping, Trom-
bone shot, Push/pull, The Long Pull, Reverse Pull, The Trombone E↵ect, Stretch shot
forward zoom / reverse tracking, zoom in / dolly out, Contra-zoom.

1.14.2 Digital zoom and pixel oversampling

Oversampling, also known as pixel binning (from the term bin) is the process of com-
bining a cluster of pixels into a single, fat pixel.

27 February 2012. Nokia introduces the Nokia 808 pureview smartphone, one of
the most advanced devices at that time. One of the original, interesting features of this
device is its digital zoom, dubbed PureView by Nokia. Because of the slim profile of
smart phones, they must have a thin lens. A zoom lens, however, must have moving
parts and thus must be thick. As a result, smart phones, even as late as 2019, did
not have optical zoom and resorted to employing the lossy, coarse, and unsatisfactory
method of digital zoom.

Imagine a smartphone with an n ⇥m pixel touchscreen. When the user wants to
zoom-in on the image by a factor of, say, 10, the smartphone software selects a central
rectangle consisting of 1/10 of the sensor’s pixels and blows it up to n ⇥m pixels that
are then displayed. This often requires the software to create several screen pixels out
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of a single sensor pixel, a thankless job which is done either by duplicating the pixel or
by averaging it with some of its near neighbors as shown in Figure 1.58. The result of
blowing up pixels is a rough, coarse image that has lost much visual information and is
unpleasing to the eye.

We assume that the image in part (1) of Figure 1.58 has to be zoomed digitally by
a factor of 3, i.e., each of its pixels should be the source of a 3 ⇥ 3 square of pixels in
part (2). Assuming that the red pixel of part (1) is to be the source of such a square,
we start by duplicating it to become the center of the square. Eight more pixels need to
be placed in this square, all stemming from the red pixel and its near neighbors. Pixel
a, for example, should be a combination of the red and green pixels, perhaps something
like 0.5 red + 0.5 green or 0.7 red + 0.3 green. It is also possible to construct pixel a as a
weighted sum of more neighbor pixels such as a = 0.4 red+0.3 green+0.1 blue+0.1m+
0.1n, but it is important to make sure the weights add up to 1. Similarly, pixel b should
become a weighted sum of the red pixel and pixel “n” plus perhaps some of their near
neighbors.

In part (3) of the figure, we assume a digital zoom by a factor of 2. The red pixel
is now the source of a 2 ⇥ 2 square of pixels shown in part (4). We again use the
principle of a weighted sum where the weights add up to unity. Pixel a, for example,
may become 0.4 red + 0.3 green + 0.2 blue,+0.1 brown, while pixel b may be 0.3 red +
0.3 blue + 0.2 green + 0.2 brown.

(1) (2) (3) (4)

m n

ba ba

Figure 1.58: Averaging a Pixel with its Near Neighbors.

Before delving into the PureView zoom of the Nokia 808, we need to talk about
its special image sensor. The 808 has a prime lens and a 41-Mpixel sensor that makes
it possible to implement smooth and lossless digital zoom by using pixel oversampling.
(Pixel oversampling or pixel binning is the process of combining a cluster of pixels into
a single pixel.) In addition, the 808 can take pictures with aspect ratios of either 16:9
or 4:3.

Figure 1.59 shows the structure of the 808’s 41 Mpixel sensor. The large circle
represents the circular image generated by the lens (compare with Figure 2.26). Two
rectangular sensor areas are indicated by the red arrows. The smaller one, consisting
of 7,728⇥ 4,354 = 33,647,712 pixels has a 16: 9 ⇡ 1.77 aspect ratio. It extends the full
width of the sensor, including the two rectangles labeled 3. The larger area consists of
7,152⇥ 5,368 = 38,391,936 pixels and has a 4:3 aspect ratio. It extends the full height
of the sensor, including the two rectangles labeled 2. The four small corner regions of
the sensor, labeled 1, are not used. Parts of them fall outside the large circle, and they
are also not required for either of the sensor’s aspect ratios.
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Thus, the total area of this unusual sensor is 7,728⇥ 5,368 = 41,483,904, but either
33.6 or 38.4 Mpixels are actually used.

4354

7152

1

1

1

1

2

2

3 3

7728

5368

Figure 1.59: The Nokia 808 Smartphone 41 Mpixel Sensor.

Now, for the details of the PureView zoom. To simplify the discussion, we assume
that all 41 Mpixels of the sensor are used. The 808 touchscreen features 3,072⇥1,728 =
5,308,416 pixels, and the 808 software starts by employing pixel oversampling to reduce
the 41 megapixels of the sensor to the 5.3 megapixels of the screen. This is the initial,
no zoom image the user sees on the screen. The level of pixel oversampling in this case
is 41/5.3 ⇡ 7.74, i.e., each pixel on the screen is a combination of seven or eight sensor
pixels. Sadly, the details of exactly how the pixels are combined are proprietary, but
such combinations are usually computed as weighted averages.

The e↵ect of zoom-in is achieved by the user moving his fingers on the touchscreen
in a pinching motion. The 808 software responds by selecting a central rectangle on the
sensor and employing pixel oversampling to reduce the sensor pixels in this rectangle
to 5.3 megapixels that are then displayed on the screen. If the rectangle consists of,
say, 20 Mpixels, then the level of pixel oversampling is reduced to 20/5.3 ⇡ 3.77. If
the user repeats the finger movements, the software selects a smaller rectangle on the
sensor and reduces its pixels to 5.3 megapixels, employing an even lower level of pixel
oversampling. These zoom-in e↵ects are achieved with no vignetting and with the highest
levels of resolved detail.

The highest zoom is achieved when the software is finally down to a 3,072⇥ 1,728
rectangle of pixels on the sensor. These pixels are simply displayed on the touchscreen
directly (i.e., the level of pixel oversampling is zero). It is now clear that the image on
the screen is clearest and sharpest at its maximum zoom, because no oversampling is
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used. This is in contrast to conventional digital zoom, where repeated zooming reduces
image sharpness.

1.15 Macro Lenses

Macro photography is the practice of shooting life-size images. The dictionary defines
the term “macro” as (1) excessively developed, large, thick, (2) of or involving large
quantities, and (3) gross. It is unclear how the term macro photography came to be
used, because this area of photography is not excessively developed, it does not involve
large quantities, and neither is it gross. The idea is to use a special lens and to get so close
to the subject that the image on the sensor is the size of the subject or even bigger.
The image sensor of a camera, even a large full-frame sensor, is small, which is why
macro photography makes sense for small subjects, such as insects (it now occurs to me
that some people may consider insects gross). These days, the term macro photography
covers any situation where the camera is held very close to the subject or to a small part
of it.

The notation “image:subject” is used to indicate the size relationship between the
subject and its image on the sensor. Thus, 1:8 means the subject is eight times the size
of the image on the sensor, while 1:1 implies subject and image of the same size (often
considered true macro), and 2:1 means the image size on the sensor is twice the actual
size of the subject (i.e., magnification).

Camera and lens makers make special macro lenses, most of which are prime (i.e.,
not zoom) and can also be used for routine photographic work. Specialized macro lenses
may have magnifications that vary from 1:1 to 5:1, but such a lens cannot normally
reach below 1:1 and is useful only for macro photography. Macro lenses also tend to be
sharp and have less field curvature, but they are generally expensive.

Figure 1.60 illustrates the principle of a macro lens. Part (a) of the figure shows a
typical (not macro) lens where the image is much smaller than the subject. In part (b),
a larger image is obtained simply by moving the lens closer to the subject and away
from the sensor. In practice, this can be achieved by inserting a ring (often called an
extension tube) between the lens and the camera. Part (c) of the figure shows how a
very large image, bigger than the subject, can be obtained by increasing the focal length
of the lens. Thus, a macro lens must be sharp (to be able to get close to the subject),
should be located away from the sensor (using a long lens tube or an extension ring),
and have a large focal length.

Figure 1.61 also illustrates the di↵erences between a normal lens (left) and a macro
lens (right). In a normal lens, the object is bigger than the sensor and the object distance
so is bigger than the image distance si. In a macro lens, these attributes are the reverse.

Reference [pixiq 12] shows how to build a long extension tube out of a Pringle’s
can. If successful, this simple project may result in a powerful, inexpensive macro lens.
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(a)

Subject Image

(b)

(c)

Figure 1.60: Principle of a Macro Lens.

so si

Object
Sensor

Figure 1.61: A Normal and a Macro Lenses.

1.16 Fisheye Lenses

Fisheye lenses have been available since the early 1900s, but it
was only in the 1960s that they became mass produced. A fisheye
lens is designed to capture the entire scene located in front of the
camera (a 180� field of vision) and project it regardless of any
distortions. Such lenses are also used in peepholes installed in
doors. They have a very short focal length (typically just a few
millimeters) and are very wide angle. The term fisheye suggests
that the lens looks and behaves like the protruding eye of a fish. Designing such a
lens requires experience and expertise, so this section discusses the principle of fisheye
projection, instead of the details of the lens. The basic idea of this type of projection is
to take the half-sphere of space (with infinite radius) located in front of the viewer and
project it into a flat circle. The half-sphere is infinite, whereas the circle is finite and
may be quite small. Thus, the projected image should be distorted because shrinking
the image uniformly will make most of its details too small to see. It is better to choose
nonlinear shrinking that should become more pronounced as we move from the center
toward the periphery of the image. Objects close to the center of the image are more
visible to a viewer and should therefore be shrunk only a little. The shrinking should
increase for objects located away from the center. In principle, the scale factor should
vary from 1 (no shrinking) at the center to 0 (shrinking all the way to zero) for image
points on the periphery (i.e., at 90� to the line of sight of the viewer).

Figure 1.62 illustrates the steps of the fisheye projection. We assume a three-
dimensional coordinate system with the camera located at point V in part (b) of the
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Figure 1.62: Hemispherical Fisheye Projection.

figure and facing in the direction of positive z. Notice that the coordinates of point V are
(0, 0,�k), where k is a user-controlled parameter. The projection is done in two steps.
In the first step, illustrated in Figure 1.62a, all the points in the hemisphere where z is
nonnegative are projected into an infinitely large circle on the xy plane, centered on the
origin. In the second step, all the points on this circle are moved closer to the center
and end up on the radius-k circle centered at the origin (Figure 1.62b).

In the first step (Figure 1.62a), point (x, y, z) is projected, by clearing its z coordi-
nate, to point (x, y, 0) on the infinite circle on the xy plane.

The second step compresses the infinite circle to a radius-k circle nonlinearly. Once
parameter k has been selected by the user, each point on the xy plane is moved toward
the origin by halving its angle of view ✓ as seen from the camera position (0, 0,�k).
Figure 1.62b shows a point P on the xy plane where the angle between the z axis
and line VP is ✓. The point is moved closer to the origin along the segment PO and
becomes P⇤ with a view angle of ✓/2. Since both P and P⇤ are on the xy plane, this
transformation is simply scaling in two dimensions. The transformed point P⇤ equals
sP, where the scale factor s is less than one (i.e., shrinking). However, it is easy to
see intuitively that points located away from the origin will be scaled more than points
closer to the origin. The scale factor s is therefore variable; it depends on P, which is
why this type of projection justifies the name nonlinear.

The two steps above project the infinite 180� space of points with positive z coor-
dinates to a radius k circle located k units in front of the camera. It remains to show
how this transformation is performed in practice. Figure 1.63a shows a pinhole camera
and three light rays that enter the pinhole. There is no lens, so each ray continues
straight until it hits the back of the camera. The resulting image is not distorted in
any way. We now imagine the camera filled up with some dense, transparent material,
such as water or glass. Each ray entering the camera is refracted according to Snell’s
law, Equation (1.1), and it is obvious that as the angle ✓t between the incident ray and
the normal to the surface gets bigger, the the angle ✓i between the refracted ray and
the normal also grows, but at a much slower rate. The Mathematica code listed here
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writes Snell’s law in the form ✓i = arcsin(sin(✓t)nt/ni), assuming that nt = 1 (air) and
ni = 1.33 (water). The code computes ✓i and prints both angles for 10 values of ✓t as
follows:

{0,0},{10,7.49},{20,14.87},{30,22.03},{40,28.83},{50,35.10},
{60,40.52},{70,44.83},{80,47.63},{90,48.61}

When ✓t equals 10�, ✓i is 7.5�, but when ✓t equals 80�, ✓i is only 47.6�.

ni=1.333; nt =1;
ti[tt_]:=ArcSin[nt Sin[tt]/ni];
Table[{tt,ti[tt] /Degree},{tt,0,90 Degree,10 Degree}]

800

480

(a) (b)

Figure 1.63: Principle of a Fisheye Lens.

Figure 1.63b shows a typical fisheye lens. The practical design of such lenses is
complex, but it is based on the principles discussed here.

Figure 1.64 shows the fisheye image of a grid. It is easy to see how straight lines
that pass at or near the center remain straight, while other straight lines become curved.
This e↵ect should be compared with the barrel distortion shown in Figure 1.79.

Figure 1.64: The Fisheye Image as a Barrel Distortion.
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1.17 Fisheye Projection

The discussion of fisheye lenses in the previous section provides su�cient background
for those who simply want to use such lenses. This section is aimed at advanced readers
who are interested in the mathematical details of the fisheye projection. Fisheye lenses
generate wide-angle images and can easily capture the entire space in front of the lens (a
180� projection). In principle, a fisheye projection implemented in software can capture
the entire space surrounding the viewer (a 360� projection) and project it on a circle
whose radius k is a user-controlled parameter.

We assume that the input to the software is a list of three-dimensional points. Each
point in this list is identified by six numbers, the first three of which are the Cartesian
coordinates of the point and the remaining three are its RGB color components. Fig-
ure 1.65 illustrates the principle. We assume that there is a viewer located at the origin
of the coordinate system. We construct an imaginary sphere of radius k centered on the
viewer and partition it into eight vertical slices of equal viewing angles. Each slice of
the sphere will be projected onto a ring in the final circular projection. In the figure, we
see only seven of the eight slices, because we are looking at the sphere from an angle.
Six points a–f are shown on the sphere with their approximate projections on the circle.
Notice that point “d” (shown in blue in slice 5) is supposed to be on the side of the
sphere away from us, which is why it is projected on the right-hand side of ring 5.

The first step of the projection is to project every point in space onto the surface
of the sphere. The second step is to project each slice of the sphere onto a ring of the
radius-k circle.
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Figure 1.65: Fisheye Projection.

The mathematical analysis of this method is a bit tedious but requires only basic
geometry and trigonometry. To start, notice that there is one long dashed line in Fig-
ure 1.65. A little thinking should convince the reader that all the points in space along
this line should be projected to the same point on the radius-k circle. Thus, the first
step in computing a 360� fisheye projection is done by scanning the entire space around
the viewer and, for each direction in space, selecting from among all the points located in
this direction the point that is the closest to the viewer. This point should be projected
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onto the surface of the sphere and the scan should proceed to the next direction. Once
all the directions have been examined, the surface of the radius-k sphere around the
viewer is full of points. The second step is to partition the sphere into slices and project
each slice onto a ring in the radius-k circle.

Figure 1.66a shows the half-circle of radius k in the xz plane. Those familiar
with the parametric representations of curves and surfaces know that the parametric
representation of this half-circle is k(cosu, 0, sinu) for 0  u  180�. Those unfamiliar
with parametric methods should either notice that cos2 u + sin2 u = 1 or should refer to
any text on curves in computer graphics. A complete sphere of radius k is created when
this half-circle is rotated 360� about the x axis. The parametric equation of the sphere
is therefore the product of the half-circle with the matrix that rotates about the x axis,

k(cosu, 0, sinu)

0
@ 1 0 0

0 cosw � sinw
0 sinw cosw

1
A = k(cosu, sinu sinw, sinu cosw), (1.6)

for 0  u  180� and 0  w  360�.
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Figure 1.66: Analysis of the Fisheye Projection.

Figure 1.66b shows the half-circle in the xz plane and how it is rotated. Given an
arbitrary point P on the surface of the sphere, we denote its projection on the radius-k
circle by P⇤. It is clear that the angle w of point P on the sphere is one of the parameters
that determine the location of P⇤ on the circle. This angle determines the distance r
of P⇤ from the center of the circle. In the figure, r equals k sinw, but the point is that
for w = 0 we want r = 0, while for w = 90� we want r = k/2 and not r = k. This is
because r values from k/2 to k correspond to w values in the “right hand” hemisphere
(i.e., from 90� to 270�). Thus, for w values in the interval [0, 90], we write r = k

2 sinw,
and Table 1.67 lists the expressions of r for the remaining three intervals of w.

Once we have r, we still need to decide where in the radius-k circle to place P⇤, and
this is determined by u. This angle varies in the interval [0, 180�], and P⇤ has to be placed
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w r r interval u sinw

0! 90 k
2 sinw [0, k/2] top 0! 1

90! 180 (1� sin w
2 )k [k/2, k] top 1! 0

180! 270 (1 + sin w
2 )k [k, k/2] bottom 0! �1

270! 360 �k
2 sinw [k/2, 0] bottom �1! 0

Table 1.67: Four Cases of w, r, and u.

either in the “top” half (if 0  w  180�) or the “bottom” half (if 180�  w  360�) of
the circle, as indicated by Table 1.67.

The complete mapping of the radius-k sphere to the radius-k circle is done in a
double loop, where w varies from 0 to 360� in the outer loop and u varies from 0 to
180� in the inner loop. For each pair (u,w), the point of the three-dimensional scene
nearest the viewer (who is located at the origin) is determined and is then projected by
computing its r value from the table and using the pair (r, u), as well as information
about “up” or “down” from the table, as the polar coordinates of P⇤.

⇧ Exercise 1.20: Rewrite Table 1.67 for a 180� fisheye projection.

The point directly behind the observer presents a special case. This point is reached
when w = 180� (implying r = k), in which case any value of u will select this point.
This special point is therefore mapped to every point on the circle r = k.

⇧ Exercise 1.21: Explain the special case of the point directly in front of the viewer.

Often, a three-dimensional scene occupies every direction in space. The scene may
consist of several objects with patches of ground, water, and sky serving as background
and filling up every other point. In such cases, every direction (u,w) will correspond
to at least one point of the scene. Sometimes, a scene consists of just objects, with no
background. In such cases, many pairs (u,w) will not correspond to any point of the
scene. For such a pair, its projection on the radius-k circle can be painted white or any
other background color.

When the entire space around the viewer is projected into a circle, the fisheye
projection becomes one of many ways to project (map) a sphere onto a plane. Sphere
projections are important because they are the basis for every mapping technique. Every
projection of a sphere into a plane introduces distortions, and the two main distortions
of the fisheye projection are (1) straight lines are mapped into curves and (2) the hemi-
sphere in front of the viewer is projected into the inner half of the circle and can, with
some practice, be perceived and become meaningful, but the hemisphere behind the
viewer is projected into the outer half of the circle, which is a ring, and this makes it
unintuitive to perceive and understand its details.

Figure 1.68 shows two 160� examples of the fisheye projection. It is obvious that
straight lines are curved in the photos, but it is also clear that the curvatures diminish
in lines that are close to the center of the image. In addition, it is easy to see that both
the vertical lines (trees) and horizontal lines (park benches) are curved and that image
details in the center are larger than those near the periphery. An interesting point is
that the photos were taken with a small digital camera (Canon Powershot SD800 IS)
and the fisheye e↵ect was obtained by looking through a peephole (Section 1.18).
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Figure 1.68: Fisheye Photos, Taken in Lindo Park, California, with a Peephole.

⇧ Exercise 1.22: Show why most straight lines are mapped to curves under the fisheye
projection.

Another point worth mentioning is that the sphere is larger than the circle. Even if
u and w are varied in large steps, there may be more directions to scan than there are
pixels in the radius-k circle. This suggests another approach to the fisheye projection.
Instead of scanning the 360� sphere in many directions, scan the radius-k circle pixel by
pixel, compute the polar coordinates (r, u) of each pixel, and use them to determine the
corresponding direction (u,w) in space. If a point of the scene is found in that direction,
it is projected to the pixel without any additional calculations.

Here is a summary of this derivation. (Actual C code can be found in [Bourke 14].)
We assume that the circle is embedded in a rectangular bitmap of height H pixels and
width W pixels. We scan this rectangle row by row. If the current pixel has coordinates
(a, b), we first convert them to normalized coordinates (x, y) in the interval [�k,+k] by

x =
✓

2a
W
� 1

◆
k and y =

✓
2b
H
� 1

◆
k.

The distance of the pixel from the center of the rectangular image is r =
p

x2 + y2. If
r is greater than k, the pixel is outside the radius-k circle and is ignored. Otherwise,
angle u is computed by

u =

( 0, r = 0,
⇡ � arcsin(y/r), x < 0,
arcsin(y/r), x � 0.

Angle w equals r/2, so it is in the interval [0, k/2], and the direction vector is

k(cosu, sinu sinw, sinu cosw).



1 Light and Optics 161

In this month’s Hemispheres Magazine, the magazine of United Airlines, you’ll find
my article about exploring the chocolate shops of Paris. I talk about many of my
favorite places, why I like them . . . and what I recommend you get while you’re there!

—David Lebovitz in [davidlebovitz 05], October 2005.

1.18 Poor Man’s Fisheye

Fisheye lenses are expensive. At the time of writing (late 2013) high-quality fisheye
lenses for Nikon, Canon, and Pentax cameras cost typically $400–800. An attractive,
very low-cost alternative is a peephole, of the kind used in doors. Reference [peephole 11]
is one of several found on the Internet that illustrate this alternative.

The idea is to buy an inexpensive door viewer and hold it in front of the lens when
the picture is taken. An ideal peephole will have an eye hole with the diameter of your
lens. Slightly smaller peepholes will also work. Remove the back part of the viewer,
hold it in front of your lens, zoom the lens in all the way, and take a picture. If the
resulting pictures are not sharp, try the following (1) set the camera to focus and meter
the light at the center of the image and (2) use the camera’s macro mode.
Depending on the quality of your camera, the diameter of the viewer, and
your experience as a photographer, excellent results may be obtained in as
little as a few hours.

You will notice that with the door viewer in front of the lens, the final picture is
di↵erent from what you see in the viewfinder. The viewer also converts the image from
rectangular to circular, which looks smaller on the small LCD screen. All this takes
getting used to. Figure 1.68 shows two images taken in this way.

1.19 Tilt-Shift Lenses

A tilt-shift (TS) lens, as its name implies, can tilt and shift. It is a specialty lens. The red
arrows of Figure 1.69 indicates the directions of these movements. Many professional
photographers consider them super lenses because of their capabilities. Experienced
photographers who start using such a lens often get spoiled by the power it o↵ers and
may be reluctant to go back to ordinary lenses. (A quick hint: These lenses are expensive,
so try to rent such a lens for a weekend before taking the plunge and buying one.) To
an inexperienced photographer, such a lens is not recommended because it adds another
level to the basic complexities of lenses and may unnecessarily confuse the user.

Don’t worry if you initially get confused and start making mistakes. These lenses
are confusing and they require practice, but things take time and success may just be
around the corner, as the following quote suggests.

When you feel how depressingly
slowly you climb,
it’s well to remember that

Things Take Time.
(Piet Hein, Grooks)
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Figure 1.69: Tilting (Right) and Shifting (Left) the Lens.

A typical tilt-shift lens can be tilted only about 10� and shifted only about 10–
12 mm. Even though these movements are minute, such a lens has significant advantages
over conventional lenses. The main advantages of tilting are (1) it rotates the plane of
focus and (2) it can maximize or minimize the DOF of the final image. Shifting the
lens vertically can correct wrong perspective, while shifting it horizontally is handy for
creating panoramas.

TS lenses have their downsides too. Such lenses do not support automatic focus
and as soon as the lens is tilted or shifted, it loses its automatic light-metering and the
image exposure has to be manually set in the camera’s manual mode. Better watch the
video at [Adorama tilt-shift 2011] before starting your experiments.

The directions of the tilt and shift can be varied. In older TS lenses it was possible
to rotate the entire lens up to 90�. Thus, if the shift was originally horizontal it became
vertical and if the original tilt was up-down (sometimes referred to as swing), it changed
to left-right. In newer TS lenses, such as the Canon TS-E 24 mm, the shift and tilt
mechanisms can be rotated independently. In this and similar lenses, it is possible to
have a horizontal shift, a vertical shift, or any other shift and simultaneously a tilt in
any direction. This lens also has two knobs to adjust the tilt and shift and two more
knobs to lock the adjustments.

Here is how shifting the lens can help in photography. A horizontal shift of the lens
can result in several, highly-overlapping images that can later be combined by software
into a wide, seamless panorama. Traditionally, a panorama is obtained by rotating or
twisting the camera after each overlapping shot, but the rotation causes the camera to
look at the scene from slightly di↵erent angles, which introduces slight variations and
misalignments in the individual images, especially in their foreground parts. Shifting the
lens parallel to the sensor plane (i.e., without rotating this plane), produces overlapping
images that are perfectly aligned. Figure 1.70 is an example of a desert panorama
created by such a shift, where the red vertical lines indicate the overlap between the
three parts. In principle, it is better to shift the camera and keep the lens stationary,
but this requires special equipment.

A vertical shift of the lens is an ideal way to correct the wrong perspective in images
of tall objects that are shot close and from below. Figure 1.71 illustrates this problem.
The left half of the figure shows the result of shooting a tall building from ground level
and nearby. The bottom of the building is close to the camera and therefore looks big,
while the top of the building is far from the camera and looks small. The vertical lines of
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Figure 1.70: A Panorama by Horizontal Shift.

the building run from a large bottom to a small top, so they seem to converge. To some
photographers, this e↵ect may seem bold, as it exaggerates the height of the building,
but engineers and architects generally prefer to have vertical lines look parallel in their
photographs. The solution is to (1) Tilt the camera (not just the lens) down until it
points straight ahead. (2) Now, the vertical lines on the building seem parallel, but
the camera sees only the bottom of the building. (3) Shift the lens up until the entire
building appears in the viewfinder (the right part of the figure). If only part of the
building is visible, either move back if possible, or use a wide-angle TS lens.

Notice that this kind of wrong perspective can be corrected in image processing
software, but at the price of losing (perhaps many) pixels of the image.

Figure 1.71: Controlling Perspective with Vertical Shift.
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At this point, an experienced photographer may wonder about the following. In-
stead of shifting the lens up, can we raise the entire camera up? After all, it is mounted
on a tripod and can easily be raised and lowered very accurately. The interesting answer
is that there is a big di↵erence between raising the camera and raising the lens. We start
with an intuitive explanation. Imagine the camera looking straight at a peephole in a
door on the ground floor of a tall building. If we raise the camera a small distance h,
it will be looking at the point h units above that peephole. The di↵erence between the
two images is small. If we want to see the entire building, we have to raise the camera to
the middle of the building, and even then it may see only part of the building because
it may be too close. On the other hand, the lens projects a small image of the large
building (or part of it) on the sensor, so shifting the lens a few millimeters shifts that
image the same distance on the sensor, but a few millimeters on the image correspond
to many yards on the building.

⇧ Exercise 1.23: What if you have shifted the lens up to its maximum and you still
cannot see the top of the building?

This is an intuitive explanation. Figure 1.72 o↵ers a more rigorous explanation and
one that is easier to visualize.

(a) (c)(b)

v

Figure 1.72: Shifting the Lens vs. Raising the Camera.

In part (a) of the figure we see a tall building and rays of light emanating from
three points on it and entering a pinhole camera (a small hole instead of a lens). The
rays end up on the gray sensor at the back of the camera. In part (b), the camera is
raised up a small distance v. Three rays emanating from the same points end up on the
back of the camera a distance v higher than before, and the red and black rays miss
the sensor. Finally, in part (c), the camera is back at its original height, but its hole
is raised the same distance v. It is now clear that the three rays end up much higher
on the back of the camera, none of them hits the sensor, and the red ray even hits the
top of the camera. The di↵erence between raising the entire camera and raising just the
lens is clear.

Another application of horizontal shift is shooting the image seen in a mirror without
the camera appearing in the reflection. You can set the camera to one side, aim at the
mirror, shift the lens over, and get a photo that seems to have been taken from directly
in front of the mirror, but with no reflection of the photographer.
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Not all lens shifts are vertical or horizontal. Imagine trying to shoot the stained
glass windows of a tall church. If you shoot from the outside, all you need is a vertical
shift, but inside the church your freedom of movement may be restricted. You try to
place your tripod and camera right in front of the center of a wide window, but a pew
is in the way. You can (1) move your tripod to the left, away from the obstruction, (2)
shift the lens to the right in order to compensate and see the window centered in your
viewfinder, and (3) shift the lens up to correct the perspective. Steps 2 and 3 are done
simultaneously by rotating the TS lens 45� so it will shift diagonally.

We now turn to tilting. Controlling the DOF by tilting the lens is handy as illus-
trated by the following examples:

1. Shooting an object that is not perpendicular to the plane of the sensor. Imagine
a photographer sitting in a small, open-cockpit, World War I era airplane, holding a
big, heavy camera at an angle, pointing at enemy installations below, and shooting
reconnaissance pictures. Since the camera does not point exactly down, its line of sight
is not perpendicular to the ground, resulting in images that may not be fully focused
because part of the image may be close to the camera, while another part may be far
away. Tilting the lens a few degrees down can solve this problem and result in a sharp
image, because of the Scheimpflug principle (Section 3.6).

⇧ Exercise 1.24: come up with another example of a scene where the foreground is close
to the camera and the background is far away, necessitating downward tilting.

2. Tilting the lens in the opposite direction (up, in the case of the photographer in
the airplane), can result in a very shallow DOF and thereby in photographs that look
like miniatures. The miniaturization e↵ect is achieved when shooting a scene from high
above, perhaps from a distance of 4–5 floors, with the camera pointing down and the
lens tilted up. The lens, and with it, the focus plane, is tilted until we observe a narrow
region of sharp, vertical focus surrounded by a blurred rest of the image. Figure 1.73
shows two examples. The strong contrast of focus between the sharp region and the rest
of the image is often interpreted by our brain as a picture of miniature objects, because
this is how we often see such objects in real life. This e↵ect can also be achieved by
image processing software, which is why many photographers claim that it is better to
shoot such a scene with everything in focus, and then create the e↵ect of miniature.

Note. The success of the miniature e↵ect depends on how the brain interprets the
picture. It is therefore better to include in such a scene objects that tend to appear in
miniature pictures. These include cars, boats, and people, but not spiders (too small)
or scientific instruments (rare in miniatures).

Currently (in 2018) TS lenses are made mostly by Canon and Nikon and are expen-
sive, which is why I again recommend to first rent one and gain some experience before
making a serious investment.

1.19.1 Tilting and Convergence

Standing close in front of a skyscraper, you can see only the bottom 2–3 floors. In order
to see the entire building you can either step back or raise your head. Raising your
head, you will notice that the sides of the building seem to converge as they go up.
The same convergence of parallel vertical lines is noticed when we tilt a camera up and
take a picture of a tall building. The intuitive explanation of this convergence is that
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Figure 1.73: Miniatures Created by Tilt-Shift Lenses.

the bottom of the building is close to us and looks large, while the top is far away and
therefore looks small. The sides of the building no longer look parallel because they
connect the large base to the small top. For mathematically-savvy readers, this short
section explains this behavior rigorously, using a three-dimensional coordinate system.
Instead of the entire building, we consider just its left side. This side is a vertical line
that seems to slant to the right as we raise our head.

We start with Figure 1.74. Part (a) of the figure shows a coordinate system, a small
rectangular plane that plays the part of a forward-looking lens, a larger projection plane
that serves as the front of a tall building, and a vertical red line on the building, at a
distance k to the left of the center of the plane. A blue line runs from blue point a high
up on the red line to the origin of the coordinate system. This line intersects the plane
of the lens at a point b. Part (b) of the figure is a “side” view. We denote by n the
distance from the origin to the lens and by m the distance from the lens to the projection
plane. We also denote by Z the height of a on the red line. Thus, the coordinates of a
are (m + n, k, Z) and the coordinates of the intersection of the projection plane and the
x-axis are (m + n, k, 0). Part (c) is a “top” view of the same system.
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Figure 1.74: A Vertical Plane.

We first show that as we move point a up (i.e., increase Z), the intersection of the
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blue line with the lens (orange point b) moves vertically. Equivalently, the projection
of the red line on the lens remains vertical. It is not slanted and there is no conver-
gence. This is because the camera looks forward (the lens and projection plane are both
vertical).

The parametric equation of the straight line from A to B is (1� t)A + t ·B, where
the parameter t varies from 0 to 1. The equation of the blue line is especially simple
because it starts at the origin. It is

(1� t)(0, 0, 0) + t(m + n, k, Z) = t(m + n, k, Z).

Point b, where this line intersects the lens, has t value of n/(m + n), so its coordinates
are

n

m + n
(m + n, k, Z) =

✓
n,

k n

m + n
,

Z n

m + n

◆
.

The y coordinate of b is k n
m+n and is independent of Z. Thus, when a is moved up (by

increasing Z), point b also moves up vertically, but not to the side. The projection of
the red line on the lens is vertical.

We now show that tilting the lens up causes the projection of the red line on the
lens plane to slant to the right. In Figure 1.75, the lens remains vertical, while the
projection plane is tilted by an angle ✓. The relative orientations of the lens and plane
remain the same as in the case where the lens is tilted.
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Figure 1.75: A Tilted Plane.

Part (a) of the figure shows the orientation of the tilted plane relative to a horizontal
plane. The locations of points a and b are also indicated. In part (b) (the “side” view),
it is clear that the new coordinates of a are

(m + n + Z cos ✓, k, Z sin ✓),

which reduces to the previous (m + n, k, Z) for ✓ = 0. The parametric equation of the
blue line is now

(1� t)(0, 0, 0) + t(m + n + Z cos ✓, k, Z sin ✓) = t(m + n + Z cos ✓, k, Z sin ✓).

Point b, where this line intersects the lens, now has the t value of n/(m + n + Z sin ✓),
so its coordinates are

n

m + n + Z sin ✓
(m + n + Z cos ✓, k, Z).
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The new y coordinate of b is now k n
m+n+Z sin ✓ , so it depends of Z. As Z grows, this

coordinate shrinks, which moves b to the right, closer to y = 0. The following limits
should be noted:

For ✓ = 0, the y coordinate of b reduces to its original kn
m+n .

For large m, the y coordinate of b approaches zero. When the tall building is far
from the camera, all vertical lines move closer to the center. The building looks thin
and there is less perspective (less convergence of the vertical, parallel lines).

For large n, the y coordinate of b approaches k. When the focal length of the lens
is large, the vertical lines of the building converge toward y = k instead of toward the
center, at y = 0.

1.20 Anti-Reflection Coatings

Transmittance. Glass is transparent but not perfectly so. Some of the light passing
through glass is absorbed in it. The transmittance of a piece of glass is the percentage
of the light that passes through it without being absorbed. Thus, a piece of glass with a
transmittance of 0.95 absorbs 5% of the light and transmits the rest. The transmittance
of a given piece of glass depends on its quality and thickness. Transmittance values of
0.95 to 0.99 are typical.

Anti-reflection coatings. Consider a compound lens with eight simple lenses,
each featuring a transmittance of 0.95. The transmittance of the entire lens is now
0.958 ⇡ 0.66, significantly lower. Compound lenses are very common, which is why their
individual elements should have very high transmittance values, such as 0.99. This is
commonly achieved by anti-reflection coating. Glass transmits most of the light that
falls on it, it absorbs some, but it also reflects some light (Figure 1.76).

Figure 1.76: Reflection in Glass.
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An anti-reflection coating causes the light that would otherwise have been reflected
to pass through the glass and in this way it increases the transmittance. Increasing
transmittance from 0.95 to 0.99 in our compound lens translates to an increase in trans-
mittance from 0.958 ⇡ 0.66 to 0.998 ⇡ 0.92.

When light passes from a medium with low refractive index n1 (such as air) to
a medium with a high refractive index n2 (perhaps glass), a certain percentage R of
it is reflected back. The quantity R is called the surface reflectance and is expressed
(approximately) by

R =
(n2 � n1)2

(n2 + n1)2
.

The refractive index of air is approximately 1, while that of glass is typically 1.7 to 1.9,
leading to R values in the range 0.067 to 0.096.

Figure 1.77 illustrates the principle of anti-reflection coating. A layer of thickness
t of material with refractive index n3 is spread over a slab of glass. The light passes
through that layer on its way to the glass, and is therefore reflected twice with surface
reflectances

R2 =
(n3 � n1)2

(n3 + n1)2
and R1 =

(n2 � n3)2

(n2 + n3)2
.

n3
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Figure 1.77: Principle of Anti-Reflection Coating.

It seems that this double reflection has only aggravated the situation, but anti-
reflection coating makes clever use of the fact that the two reflected beams R1 and R2

interfere. First, we select n3 such that R1 = R2, and then adjust the thickness t of the
coating to cause destructive interference between the two reflected beams. Once this is
achieved, the two reflected beams cancel each other out and their light flux is added to
the transmitted light.

Assuming that n1 = 1, the condition R1 = R2 becomes

(n2 � n3)2

(n2 + n3)2
=

(n2 � 1)2

(n2 + 1)2
! n3 =

p
n2.

Once the two reflected beams R1 and R2 are equal, the condition for destructive
interference is 2n3t cos r = �/2, where r is the angle of refraction and � is the wavelength
of the light. If the light beam is perpendicular to the glass, r = 0 and the condition is
reduced to 2n3t = �/2 or n3t = �/4. The product of refractive index n3 and thickness
t of the coating (its optical thickness) should equal one-fourth of the wavelength of the
incident light. Normally, that light consists of a mixture of all the visible wavelengths,
so in practice the optical thickness of an anti-reflecting coating is adjusted to that of the
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middle (green) of the visible spectrum. Subtracting green from white leaves magenta,
which is why such coating appears to have a magenta color.

1.21 Lens Aberrations

Lenses are very useful, but like everything else in our world, they are not perfect. They
have imperfections and defects that are termed aberrations.

Some aberrations stem from the shape of the lens, while others are caused by the
wave nature of light. It is possible to correct these aberrations, but this adds to the
complexity and cost of lenses. Following are a few important lens aberrations.

Field curvature. An ideal lens concentrates each group of
parallel light rays to a point on the focus plane. In practice, how-
ever, the focus plane is not flat. A beam of rays moving parallel
to the lens’s axis will become a point on the focusing plane, but a
beam that moves at an angle to the axis will be focused to a point
in front of the focusing plane, as shown in the figure (in green and
exaggerated). This type of aberration is referred to as field curvature. It was discovered
by Joseph Petzval. The retina in the eye is already curved, so the e↵ect of field curvature
on vision is minimal.

Modern lenses minimize field curvature by using multiple elements that make op-
posing contributions to field curvature. The extra lens elements increase the mass and
size of the lens while also contributing to other aberrations and in this way degrade lens
performance, especially away from the lens axis. It is important to realize that a curved
sensor must be designed to be compatible with the lens, which becomes a problem with
zoom lenses. When zooming, the curvature of the sensor must be varied in order to
stay adapted to the lens. At present (2020), the state of the curved-sensor art is to
manufacture a flat sensor and then slightly curve it permanently without breaking it.
Future progress may produce flexible sensors that can be bent with magnets in real time
to vary their curvature.

In 2014, Sony introduced two curved-sensor camera models, the DSC-KW1 and KW11.
These cameras, shaped like a perfume bottle, were aimed at the many users who pre-
fer to use a dedicated camera, rather than a mobile phone, for selfies. These cameras
became more of a novelty items than practical photographic equipment.

Today, in 2021, with the popularity of smartphone cameras whose lenses are prime,
a combination of a curved sensor and a prime lens may prove practical and perhaps we
will see attempts in this direction.

See Pages 527 and 701 for references to curved film.

From the Dictionary

Aberration (noun). 1. A departure from what is normal, usual, or expected, typi-
cally one that is unwelcome. 2. A person whose beliefs or behavior are unusual or
unacceptable.

Spherical aberration. We intuitively feel that the surfaces of a lens should be
spherical, because a sphere is such a perfect shape (and also because it is easier to grind
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a lens surface to a spherical shape) but it turns out that a spherical lens su↵ers from an
inherent aberration (Figure 1.78a). A spherical lens does not bend all the rays into the
same focus. Instead of being a point, the focus of such a lens is smeared into a short
region.

(a) (b)

Figure 1.78: Spherical and Coma Aberrations.

The spherical aberration of a spherical lens is often small, which is why such lenses
are very common. The central part of such a lens does produce a focus point, so a
stopped down spherical lens does not su↵er from spherical aberration. The radius of the
central part of a spherical lens equals R/n, where R is the radius of the spherical surface
and n is the index of refraction of the lens material. For glass, n = 1.5, so the radius of
the central part equals 0.67R and its area is about 43% of the total area of the lens.

For a spherical lens with diameter D and focal length f , the e↵ect of spherical
aberration is proportional to D4 and 1/f3. Thus, fast lenses (those with short f) tend
to su↵er more from spherical aberration.

Lens makers know that it is much more di�cult to produce an aspherical lens, which
is why correcting a spherical aberration is sometimes done by making a compound lens
from several spherical elements, instead of manufacturing a single aspherical lens.

The mirror of the Hubble space telescope su↵ers from spherical aberration as a
result of bad testing during its manufacturing. This had to be corrected in space by
placing a special lens in front of the mirror.

Coma. Coma, or comatic aberration, comes into play when a beam of parallel rays
moving at an angle to the optical axis strike the lens (Figure 1.78b). If the rays are not
parallel to the axis, they are often bent into a small region shaped like a coma (the tail
of a comet).

Astigmatism. Astigmatism is commonly explained in two ways as follows: (1)
An astigmatic lens projects a circle to an ellipse and this type of aberration is common
in humans. (2) Imagine a vertical group of parallel sagittal rays (like a narrow wall)
striking a lens. They should be bent and sent to a focus. Now imagine a horizontal
group of parallel rays (tangential, such as parallel lines on a floor) striking the same
lens. They should also be bent and sent to a focus. If the two foci are di↵erent, the lens
su↵ers from astigmatism. (Sagittal is a vertical plane passing through an object from
front to back.)

These explanations are correct when considering the lens in our eyes. Those lenses
are oblong and may therefore exhibit di↵erent properties for tangential and sagittal rays.
However, lenses used in cameras are circular and therefore cannot distinguish between
the two types of rays. Thus, in photography, a circular lens that su↵ers from astigmatism
bends radial features and circular features of the scene to di↵erent foci. Imagine a wheel
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with spokes. The spokes are a radial feature, while the circumference of the wheel is
circular. The two parts of the wheel would be focused at di↵erent depths.

The fattest knight at King Arthur’s round table was Sir Cumference. He acquired his
size from too much ⇡.

—Seen on the Internet.
Astigmatism is corrected by a cylindrical lens, a lens with di↵erent radii of curvature

in two perpendicular directions.
The word astigmatism comes from the greek ↵ (without) and �⌧◆�µ↵ (stigma,

meaning a mark, spot, or puncture).

Chromatic aberration. Chromatic aberration (or achromatism or chromatic dis-
tortion) is an optical distortion caused by the nature of light, not by any defects in the
lens. When light enters a dense material, it slows down, but the precise speed of light
in the material depends on the wavelength (it is slower for higher wavelengths). We say
that the index of refraction depends on the color of light. Thus, the amount of refraction
(the amount by which light is bent) depends on the color. As a result, a lens focuses
each color to a di↵erent point (Figure 1.79), a phenomenon known as dispersion. When
a beam of white light (a mixture of colors) enters a lens, the image projected on the
other side of the lens features fringes of various colors.

Figure 1.79: Chromatic Aberration and Barrel and Pincushion Distortions.

Our eyes employ lenses, not mirrors, which is why humans su↵er from chromatic
aberration, but we don’t notice it (the same way we don’t notice that our eyes generate
upside-down images) because our brain interprets and corrects the images sent by the
eyes.

Other distortions. In addition to the main aberrations discussed here, lenses may
feature many other types of distortions, three of which are mentioned here.

Barrel distortion. In this type of optical distortion, image magnification decreases
with distance from the optical axis (Figure 1.79). As a result, the center of the image
seems magnified (like a barrel). The e↵ect of this distortion increases as the square of the
distance from the center of the image, so mathematically this is a quadratic distortion.
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Barrel distortion is often found in wide-angle lenses, and is commonly observed at the
wide-angle end of zoom lenses. Fisheye lenses employ this type of distortion to map an
infinitely large object plane into a finite, circular image.

Pincushion distortion. This aberration is the opposite of barrel distortion. Image
magnification increases with the distance from the optical axis (this is also a quadratic
distortion). The center of the final image becomes shrunk and straight lines in the image
are bowed inwards, towards the centre of the image, hence the term pincushion.

Mustache distortion. The mustache distortion is a combination of the barrel and
pincushion distortions and, though not rare, is less common than either. Around the
center of the image, this distortion resembles a barrel and it gradually changes into a
pincushion as we progress toward the edges of the image. This e↵ect is called mustache
because horizontal lines in the top half of the image are curved and look like a handlebar
mustache.

⇧ Exercise 1.25: (A joke.) What are typical answers you hear from photographers to
the important question “Why did you choose that lens for this image?”

1.22 Printing Images

Any discussion of printing images should start by answering the question of why they
should be printed in the first place. After all, we have large color screens on our com-
puters and tablets and we can easily watch any image whenever needed. We also have
disk drives with vast capacities where all the pictures we may hope to take in a lifetime
can easily fit. Printing wastes ink and paper and results in large, heavy sheets of paper
and in trees being cut down. This said, there are still good reasons why we would want
to print images on paper and keep them.

Visual impact. We may watch hundreds of large images a day on our computer
screens, but viewing a large print, suitably framed and hanging in an exhibition, creates
a strong visual impact that is missing when the same image is seen on a screen. We can
say that a printed image, especially a large one, is thought provoking. The following
quotation, from I was Vermeer, by Frank Wynn, aptly illustrates this claim:

Han [van Meegeren] had to elbow his way into the circle to gaze at his
painting. Here, on a museum wall, resplendent in the magisterial frame, it
looked every inch a masterpiece.
I have also heard opinions similar to the following from enthusiastic photographers:

“I believe an image is finished only when I see it on paper. It is the light reflected from
the paper that makes an image look real. Images seen by light shining from a screen
always seem artificial to me.”

Tactile feel. The term tactile means “of or connected with the sense of touch”.
Picking up printed images, especially on heavy paper stock, provides more than aesthetic
pleasure. The feel and weight of the paper itself adds to the overall experience that we
associate with the image.

Future viewing. Today, we keep our images on disk drives and DVDs, but com-
puter technology moves fast and these devices, which are the state of the art today,
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may become obsolete and may even be impossible to use in a few decades (those who
remember the days of floppy disks and iomega zip drives will agree with this claim).
Paper, however, is easy to store and may remain readable, even vivid, for many decades.
Imagine your great-grandchildren finding your image collection on disk drives (that they
may not be able to read) and also finding pictures stored in a shoe box in the attic. It
is the latter that may give them more pleasure. See also the discussion of paper and
parchment on Page 6.

Easy printing. The inkjet printers available today, even the low-end ones, produce
beautiful pictures that meet or exceed the quality of the old photographs we used to
receive from a film-developing lab. There is no need to buy the priciest printers, those
that have 10 ink cartridges and are expensive to use. For special requirements, such as
large quantities, very large prints, very heavy paper, or extremely glossy paper, there
are online printing services that receive your images by email and mail you the final
prints within a few days.

Intrigued? start your collection of printed images today!

1.22.1 Color Management

In the 1960’s and 1970’s, bureaucrats, administrators, e�ciency experts, and futurists
conceived and promoted the idea of the paperless o�ce. It never happened. Today, in
the digital age—with computers, servers, disk drives, and DVDs—we use more paper
than ever. We print text and still images and develop ways of preserving those “hard
copies” for many years. In the era of analog photography, images on film simply were
too small. Printing was not optional, it was necessary, but why print our images today,
when we can just watch them on our color monitors? Even more, we can send and receive
images easily and quickly, save them on our drives, place them in websites, process them,
show them to others, and combine them into collages. Because of these reasons, some
people never print images, but there are reasons why others consider an image finished
and ready only when they hold a print in their hand.

One reason for printing images on paper is the satisfactory tactile feeling we get
from holding a color picture in our hand, especially if it is printed on glossy, heavy
paper. Another, even more important reason is the high resolution and large size of
our printers. An image shot with high resolution may look good on a screen, but when
we blow it up, it becomes too large to fully fit on the screen. Professional print shops,
graphics places, and even many photographers and digital artists may have large format
printers that can print on large sheets of paper and generate glossy, beautiful images in
true color. Finally, there is the quality of printed color.

Sure, we all have color monitors that can display millions of colors, and we look
at them all the time, but colors on a display monitor are not as vivid and accurate as
colors on paper. Also, the colors of an image often look di↵erent when displayed on
monitors from di↵erent makers. Science teaches us that the colors we see in real life are
reflected from objects, the colors we see on paper are reflected from the paper, but colors
seen on the scree are emitted by the pixels of the screen and are visually di↵erent from
reflected colors. This said, we still have to know how to print correctly with current
inkjet printers and modern types of paper.

This section takes us over the various steps needed to transfer the colors of an image
from the display monitor to whatever printer and paper type that we happen to have.
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Sharpening

Every picture taken with our cameras needs to be sharpened. There is a filter
placed in front of the sensor that absorbs some of the infrared light. This later helps the
demosaicing process to generate better colors. The filter also blurs the image slightly in
order to reduce the stairstep e↵ect, where slanted edges may look pixelated. Because of
the blurring, the image has to be sharpened. When saving images in jpeg, the camera
already performs some sharpening before saving an image, and there may even be a
menu item in the camera for the user to choose the level of sharpening. When an image
is saved by the camera in raw format, no sharpening is done inside the camera, which
is why it is important to check an image before it is printed, to decide if and by how
much it needs to be sharpened. Current (year 2020) image processing software has very
good procedures for sharpening an image, but it is important to realize the principle
behind those procedures and algorithms. The following paragraph is copied verbatim
from Section 7.7:

We believe that it is impossible to add visual information to an image
if that information wasn’t there to begin with, so our best approach to image
sharpening is to exploit the properties of the human visual system. It turns out
that we can “cheat” our senses to perceive a sharper image if we can increase
the intensity di↵erences on both sides of an edge. Thus, image sharpening
techniques try to identify edges and increase the contrast between the two
sides of an edge.

Thus, the sharpening capabilities of our sophisticated software do not actually
sharpen an image. They merely make it appear sharper to us. We can consider this
type of sharpening an optical illusion, we may consider the entire topic of sharpening a
psychological or philosophical question, but what is clear to professional photographers
from long experience is that images can very often benefit from sharpening before they
are printed. That said, we must add a word of caution. Excessive sharpening can and
does ruin an image.

Figure 1.80 illustrates the e↵ects of applying a sharpening filter several times. As
we go down in each column of the figure we see how small details become exaggerated
and many edges seem to have distinct halos around them. This e↵ect demonstrates that
sharpening by increasing the contrast along the edges of an image relies on the way
our vision works. It does not add image information that did not exist in the original
image. Thus again, sharpening is in some sense an illusion and oversharpening should
be avoided.

Next, we discuss edges and how to recognize them in software. An edge in an image
is simply a region of contrast. It has bright pixels on one side and dark pixels on the other
side. If the contrast is low, the edge is considered soft and is harder for the software to
recognize. Once the software identifies an edge in the image, it sharpens it by increasing
the contrast. It darkens the darker side of the edge and lightens its brighter side. We
can therefore say that any sharpening software increases the acuteness of edges. The
mathematical techniques for achieving this are explained in Section 7.7, and here we
discuss how best to sharpen an image as a preparation for it being printed.

A few words about sharpening and jpeg. As mentioned earlier, when saving images
in jpeg, the camera performs some sharpening internally. If the user intends to print an



176 1.22 Printing Images

Courtesy of thomas borowski
unsplash.com

Courtesy of adam griffith
unsplash.com

Figure 1.80: E↵ects of Excessive Sharpening.
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image, it should be carefully sharpened before it is printed, which is why pros recommend
to turn all internal sharpening o↵. Sharpening an image internally results in some loss of
original image data and in many changes in contrast. When this is followed by external
sharpening, it often results in oversharpening.

There is also the question of resizing an image. It is obvious that sharpening should
be done as a last step, following any other image manipulations and resizing. Imagine
sharpening an image and then increasing its size. Any extra contrast caused by the
early sharpening would now be exaggerated, would appear as thick halos and annoying
artifacts along the edges, and would be very noticeable. In the other extreme, sharpening
an image and then decreasing its size may result in the halos disappearing altogether.
Also, shrinking an image is done by downsampling, a process that may often result in a
slight sharpening of the image. Any additional sharpening required after shrinking may
be minimal. Sharpening an image internally and then resizing it later, may significantly
damage the image. This is why professional photographers recommend saving images in
raw format. This format gives the user full control over sharpening and is the best way
to obtain high-quality prints.

For images in raw format, a 3- or 4-pass process is recommended. Start with a slight
sharpening in Adobe Camera Raw, to compensate for the slight blurring generated by
the filter over the sensor. This should be followed, if necessary, by a second pass of
resizing, and a third pass of global sharpening. Sometimes a fourth pass of selective
sharpening is needed, where only certain image regions are selected and sharpened. In
portrait photography, the photographer may want to sharpen only the eyes and hair of
the subject, but not the skin, because this tends to magnify small blemishes. When an
image was taken in low light, the dark areas tend to have much image noise. Sharpening
these areas may result in increasing their noise considerably, which is why selective
sharpening is important in this case too.

Image processing software often o↵ers menu items for sharpening, and they nor-
mally have two important user-controlled parameters, radius and amount. The radius
parameter is the width of the small hills and valleys in Figure 7.32 and the amount is the
percentage in which the depths of the valleys and heights of the hills will be increased.

Another topic that should be considered before printing is noise reduction. Reducing
image noise is done by slightly blurring the image, which is why image noise reduction
is the opposite of sharpening. Any serious image processing software should have a
noise reduction option among its filters, but today’s digital cameras are very good at
producing images with very little noise.

The print dialog box

Once post-processing, resizing, and sharpening are done, the image is ready to be
printed. Figure 1.81 shows many of the options available in the print dialog box of
Adobe Photoshop CS5. The following list explains some of them.

1. Select a printer. Mine is a simple inkjet printer, part of the Canon TS line of
printers.

2. Color management. Indicates that the image is going to be printed in the sRGB
color space.

3. Color handling. Select from either “Photoshop manages color” and “Printer
manages color.” Notice that when printing a black-and-white image, the latter choice
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Figure 1.81: Photoshop CS5 Print Dialog Box.
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is better, because the printer is better than Photoshop when it comes to achieving
neutrality.

4. Printer profile. This printer o↵ers a large choice of profiles, most of which were
developed by Canon.

5. Rendering intent. This little-understood parameter is important. There are four
choices as follows:

Perceptual. This is the right choice for images where the intent is to preserve the
visual relationship between colors so it is perceived as natural to the human eye, even
though the color values themselves may change. This intent is suitable for photographic
images with out-of-gamut colors.

Saturation. This choice tries to produce vivid colors in an image at the expense
of color accuracy. This rendering intent is suitable for business graphics like graphs or
charts, where solid blocks of bright, saturated colors are more important than the exact
relationship between colors (such as in a photographic image).

Relative colorimetric. Compares the white of the source color space to that of the
destination color space and shifts all colors accordingly. Out-of-gamut colors are shifted
to the closest reproducible color in the destination color space. Relative colorimetric
preserves more of the original colors in an image than Perceptual.

Absolute colorimetric. Colors that fall inside the destination gamut are unchanged.
Out-of-gamut colors are shifted to the closest reproducible color. No scaling of colors to
destination white point is performed. This intent maintains color accuracy at the expense
of preserving relationships between colors, and is suitable for proofing to simulate the
output of a particular device.

6. Position. The user can either leave the image printed at the center of the page
or move it around.

7. Scaled print size. The image can be scaled either to fit the page size or to a
certain percentage of its original size.

8. Print settings. This opens up the dialog box of the printer itself, items 9 through
15 in Figure 1.81. The first control chooses either landscape or portrait orientation of
the image on the page.

9. Presets. The printer o↵ers a number of preset options such as color, black and
white, and last used setting.

10. Paper size. Even a simple inkjet printer can handle many paper sizes.
11. Media and quality. The Canon TS9100 printer has two paper feeders, bottom-

front and top-back (12 in the figure). It supports only a few media types (13 in the
figure) such as plain paper, envelope, and photo paper. Most inkjet printers o↵er a
wider choice of paper including glossy, high-gloss, luster, and matte.

14. PDF. The printer driver can convert the output to a PDF or Postscript file
instead of printing it on paper.

15. Hide details. This collapses the printer dialog box, leaving only items 1 and 9
visible, together with boxes to select color, black and white, and which pages to print
(single page, all pages, or a range of pages).

How to print very large
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A typical consumer printer, laser or inkjet, can handle several paper sizes, normally
up to a U.S. Legal size, which is 216 ⇥ 356 mm (8.5 ⇥ 14) in. Printers for larger-size
paper are in a completely di↵erent class and are much more expensive. However, there
is a way to obtain giant prints from an average printer, but it involves manual work.
The idea is to open a PDF document in Adobe Acrobat and set this software to print
it at more than 100%. Several, perhaps even many, sheets would be printed, and the
user then should paste or tape them together very carefully. The result is a large print
where the boundaries between sheets are visible.

Figure 1.82 shows the print dialog box of Acrobat version 9. The user has chosen
to print a one-page document at 1500%, with a 0.25 inch overlap between sheets. The
software immediately computed that 10⇥ 8 = 80 sheets of U.S. Letter-size paper would
be needed. A small diagram showing how the large printed image fits in the array of
sheets is displayed, also showing the overlapped areas between pages in dashed lines. It
is clear from this diagram that the top and bottom rows of the array of sheets would
be blank. The “Cut marks” option is useful. It produces registration marks that help
the user align the individual sheets before attaching them. The “Labels” option prints
a pair of coordinates (column, row) on each sheet, which also helps in laying out the
individual sheets in the right order before they are fully glued together.

Once all the sheets have been printed, the user should cut o↵ the margins on two
adjacent sides of each sheet, for example, the top and left side. This makes it possible
to use the overlaps on the bottom and right side in order to align the sheets perfectly
and tape them temporarily (it is important to use invisible scotch tape and to press it
hard). Once all the sheets has been taped in such a way, the entire giant print can be
carefully lifted, turned on its back, and long strips of strong sticky tape carefully placed
on all the seams.

If the large print is to be stuck on a wall, it is best to spread paste on the back,
carefully lift the whole thing, stick it on a clean wall, and then spread more paste on the
entire front, which helps protect the print from the elements. Wheat paste—a mixture
of sugar, flour, and water—is recommended. Even with the best of care, the borders of
the individual sheets would be visible, which is why we can refer to this method as a
poor man’s large printing. It is inexpensive, but is labor intensive and not as perfect as
a single giant sheet of paper.

Printing in color

Printing in color presents its own set of problems and requires an understanding of
several concepts, mostly gamut and color space. The main reason for this is that it is
impossible to describe color. Also, di↵erent graphics devices such as displays, printers,
and paper, store color in di↵erent ways.

Definition: The color gamut of a medium or a device is the range of colors it can
capture or reproduce. The color gamut of the eye is very wide. Optical devices such as
cameras, printers, and monitors have narrower gamuts. A current color LCD monitor
has a certain gamut; it can display a set of colors. In contrast, common writing paper,
the kind we use for writing and printing, can display a mach smaller color gamut, but
glossy paper can display a wider gamut.

The term “color space” is easy to understand but harder to define. Perhaps a
formal definition of color space is not the best way to start a discussion of this important
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Figure 1.82: Adobe Acrobat 9 Print dialog Box.

concept, but here are two attempts:
Definition: A color space is a way to employ a specific color model in order to

convert intuitive colors into numbers.
Definition: A color space, also known as a color model (or color system), is a

mathematical model that describes a range of colors as triplets or 4-tuples of numbers.
Employing these terms, we can accurately phrase the main problems of color print-

ing.

The case where the color space of the image to be printed is greater than the color
gamut of the paper. In this case, some colors of the image cannot be printed on the
paper. The printer driver should, in such a case, map such a color to the nearest color in
the paper’s gamut. The two items “Relative colorimetric” and “Absolute colorimetric”
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(in point 5 above) have more to say about this process.

Translate a mixture of the additive colors R, G, and B to a mixture of the subtractive
colors CMYK to get the perceptually identical color (see Subsection 1.4.2 for these
terms).

The properties of paper. There are many types of printing paper and they all di↵er
in the way they absorb ink, mix the individual ink droplets, and display the final colors.
Even if the colors of the image on the screen are perfect, the white and black look
perfect—and the colors are clear, strong, and vivid—the printed image on paper may
look bad because of the properties of the paper.

Figure 1.85 shows how a large number of colors can be produced in an inkjet printer
by mixing several ink droplets to obtain a single colored dot on the paper. This is why
the actual print resolution on paper is much lower than the advertised printer resolution.
There is also the basic fact that a display monitor generates light, while paper reflects
light. These graphics devices are therefore fundamentally di↵erent and the images we
see on them would always look di↵erent to us. Thus, once the image has been printed, it
is important to give it a good look to check the colors on the paper. Here is the essence
of this process.

First, identify those areas of the image that you know are white in the real scene.
If those are not fully white on the paper, you should either process the image to correct
the colors or try to print it with a di↵erent color handling or a di↵erent printer profile.
Next, do the same for a non-white point in the image whose color is known to you from
the real scene. This color checking may take time and require several test prints, perhaps
on di↵erent types of paper, but would get you a better print and much experience.

ICC Color Profiles

The simplest explanation of the term “color profile” is: A good ICC profile provides
an accurate description of the characteristics of a digital device or working color space.

The color gamut of a medium or a device is the range of colors it can capture or
reproduce. When a device such as a monitor, a printer, or printing paper, is manufac-
tured, the maker includes its gamut among other specifications. However, in practice
the gamut of a device varies. Devices made at the same time in the same product line
may di↵er slightly. A device may change its gamut over time. Even small temperature
changes may cause the gamut to vary. Also, a serious photographer may own devices
from several makers, which further complicates the problem of accurately reproducing
colors. Thus, each graphics device may interpret the color coordinates (RGB, CMYK,
or others) di↵erently and produce di↵erent colors. For high-quality, precise description
and output of colors, a mechanism is needed to compensate for the varying performance
of any graphics device. Such a mechanism is the ICC color profile.

And now, for those who want to know more. We start with the term “unequivocal,”
which means leaving no doubt, clear, unambiguous. Imagine an image file in raw format,
where each pixel is described by its RGB or CMYK values. When this file is displayed
or printed, each pixel becomes a color, but what exactly is this color? The precise
color that we perceive depends on the device (monitor, printer, or paper), which is why
something is needed to establish the relationship between the numbers (color values) in
the image file and human vision. This something is the ICC color profile of the device.
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We can also say that the RGB and CMYK values in the image file have no unequivocal
values unless associated with an ICC profile. Once an ICC color profile is associated
with the device, it fixes a correspondence between the color coordinates in the image file
and human vision. This correspondence translates unequivocally each triplet or 4-tuple
of color coordinates to a point in the CIExyz or CIElab color spaces.

This discussion may be confusing, which is why an example is in order. The RGB
triplet (200, 10, 20) clearly describes a red (or reddish) color, but it doesn’t tell us the
precise color. Once an ICC color profile is selected, it maps this triplet to a unique
point in one of the two CIE color spaces, and this mapping assigns this triplet an exact
meaning related to human vision. If we output this triplet to a device associated with
this color profile, we know in advance how the resulting pixel will look.

Thus, before we display or print an image, we want to know the ICC color profile
associated with (or assigned to) the output device, and we may also decide to change it,
if possible. An ICC color profile is a small file, and such files are generated and made
available on the Internet by graphics professionals, hobbyists, and makers of graphics
devices. Just search the Web for the model name and number of your monitor along
with “ICC” or “ICM” or “color profile.” Chances are you will find several such profiles.

For printers, a di↵erent color profile is needed for each type of paper loaded in
the printer. Thus, a printer, especially a color printer, comes from the factory with
software that includes a number of color profiles for various types of paper. Before
starting a printing, the user should check the current printer profile and make sure it
fits the type of paper in the printer. See item 4 in the discussion of the print dialog
box above. Printer makers also release updates of their driver software from time to
time, and new or updated color profiles may be included in such an update. In addition,
paper manufacturers, such as Hammermill, sometimes go to the trouble of producing
color profiles for the various special types of paper that they make. For each type, there
are color profiles for many popular printers.

It is also possible to create at home a color profile for each type of paper you use on
your printer. You need a paper profiler device such as colorMunki to first print a special
test page on the specific paper you use, and then scan this page with the colorMunki.
The device knows what each color blurb on the page should be and it compares this
to what it has actually scanned. The information collected in this way is then used to
compile a color profile for this type of paper used on the particular printer that printed
the test page. Using this color profile compensates for inaccuracies and mistakes the
printer makes and results in the correct color on the paper.

A colorMunki is expensive, so another way to create your own color profile is to
locate an online service that does that. The service sends you a test image to print. You
print it on your printer and on the paper you use, mail the result, and receive back a
small file with the color profile. Search the Web under “custom ICC profiles - services.”

Once you found a color profile file that you want to try, you can easily install it
in your computer. In several Windows environments, open the Start menu, search for
“Color Management” and launch the Color Management shortcut. On a Macintosh, you
need the ColorSync utility, located in the Utilities folder.

Soft proofing

It is not enough to install the color profiles in your computer and printer. Before



184 1.22 Printing Images

printing an image, you want to see it on your screen as displayed by Photoshop using
the color profile that you want. This requires an extra step of soft proofing, where you
set Photoshop to your chosen color profile. Once this is done, Photoshop will display
your image as it should appear on the paper (at least theoretically). Soft proofing in
Photoshop is done by selecting view>Proof Setup>Custom. The small dialog box that
opens asks you to select a device to simulate (i.e., a color profile) and a rendering intent.
The latter has the four choices explained in item 5 above (in the list of printer dialog
box options). The former shows the many choices of color profiles built into Photoshop,
as illustrated in Figure 1.83 (some may be color profiles installed by you in Photoshop).
As you select di↵erent profiles, Photoshop will instantly modify the image on the screen
to conform to the profile. This is the essence of soft proofing.

Paper types and their properties

The choice of paper is important and it greatly a↵ects the way a printed image
appears and how close it is to the displayed image. The first feature that beginners
notice is the appearance of black on printed images. Often, parts of an image that are
deep black on the display become ugly gray on the printed paper. This is the first sign
that the wrong paper type is being used. Even if the black areas on the paper initially
seem 100% black, printing the same image on the right type of paper may show how a
deeper black is obtained, and how the various shades of gray look better. There may
also be a global increase in contrast. The term Dmax is a measure of the deepest black
tone a display or printer/ink/paper combination can reproduce. Dmax is an extremely
important quality factor which is defined as

Dmax = � log10(minimum print reflectivity),

so higher Dmax values mean a deeper black. Images with poor Dmax appear pale and
weak. Experience shows that a Dmax of 1.7 is a good value for matte prints, while 2.0
is a good Dmax value for glossy and semigloss (luster) papers. Premium luster papers
with Dmax greater than 2 can produce surprising prints, especially of images with much
black and gray. The Dmax value of cheap printing paper is often unknown.

Printer makers (we are talking here mostly about inkjet printers) always recom-
mend their own make of ink and paper. They do this to make money (see the story of
inkjet wars in Section 1.25), but it is also true that their products feature high quality
and produce better prints. That said, the similar products made by third-party manu-
facturers are not just cheaper, but may also be close competitors in quality. Many are
identical to more expensive paper types sold by printer makers and are licensed to a
small third-party company to be sold at a lower price.

A few words about the important paper types. Glossy paper is commonly used
in color printing. It has a shiny surface that produces deep blacks and very saturated
colors. The surface of a semigloss (sometimes referred to as luster paper) is less shiny
and features less saturated colors. It also produces less glare when viewed in strong light.
In contrast, matte paper has a dull surface and reflects less light. Some pros prefer this
kind of paper precisely because it does not reflect much light and does not create the
glare that often blinds us when we view an image printed on glossy paper.

There is also a di↵erence between natural paper, which has a texture finish on
its surface, and smooth paper, whose surface is unnaturally smooth. The former type
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Figure 1.83: Soft Proofing in Photoshop.
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can, when viewed in oblique light, produce small, visible shadows in the printed image
because of the texture.

In the past, printing the positive in a darkroom was done on fiber paper, and there
were two types, for color and for black-and-white. Today, several paper makers make
fiber paper (only one type) for inkjet printers. Older photographers may crave the
familiar look and feel of the old fiber paper and may prefer to use this type.

Painters normally prefer to paint on canvas because of its durability and sti↵ness,
and canvas for inkjet printers is often used for posters as well as for reproductions of
art work. When framing an image on canvas, there is usually no need for a glass cover,
which eliminates glare and makes the colors seem to come out of the surface.

The type of printer paper used is important because di↵erent papers respond to
ink in di↵erent ways. They can show details, contrast, and sharpness in di↵erent ways
depending on how the paper absorbs ink. Naturally, absorbent paper di↵uses the ink and
so reduces the sharpness of the final print. White paper results in a bright image, while
darker (or yellowish) paper may end up darkening any image printed on it (but note
that cheap white paper tends to get yellow over time). Longevity of prints is discussed
in Section 1.25 and may also depend on the ink.

In the past, the thickness of paper used to be specified in the old British system of
pounds, but the units currently used are GSM (grams per square meter). We intuitively
prefer thick paper for important images, but it is important to use a printer that has a
flat, straight-through paper path. Often, the path of the paper in a printer requires the
paper to bend, and thick paper can in such a situation get stuck and cause paper jam.

A point not well understood by users is curling of printed paper. If the image is
busy, the printer has to use more ink than average, which may stretch the printed side
of the paper and cause it to curl.

The conclusion of this long discussion of colors and color management is obvious.
Color management is extremely complex. It requires an understanding of colors, display
monitors, printers, and the di↵erent types of paper. It also requires much experience
and experimentation, and the results are never perfect. A printed page will always
di↵er from the displayed image, and our only hope is to minimize this di↵erence. Some
photographers claim that they never print their photos, and I have a nagging suspicion
that the reason for such claims is the complexity and frustration of color management.

1.22.2 Printing Resolution, ppi and dpi

A digital image is a rectangular array of pixels. It has two dimensions, width and height
(or numbers of columns and rows), specified in pixels in the form 1600 ⇥ 1200. These
specifications do not assign a physical size to the image. They only tell how many pixels
constitute the image. To assign physical dimensions to an image, we have to select a
resolution, specified as the number of pixels per millimeter, centimeter, or inch. The
latter is denoted by ppi. Thus, image resolution is the number of pixels per inch (ppi).
A high resolution, such as 2400 ppi, results in small pixels (there are 2400 of them per
linear inch or 98 per millimeter), while a low resolution, such as 72 ppi, results in larger
pixels on the screen or on paper. Clearly, a very low resolution may result in a pixelated
image—the individual pixels may become visible—while a very large resolution may not
improve the way the image looks to us. It would only result in a large image file and
long display and printing times. Here, we discuss resolution, the terms ppi and dpi and
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the relation between them, and how pixels are printed by an inkjet printer.

Visual acuity

The term visual acuity refers to the power of the eye to resolve
small details in the scene it is observing (see also Subsection 1.3.1). In
a typical thought experiment we imagine a grating of black lines on a
white background. The lines and the spacings between them all have the same width.
As we look at this pattern and move it away from us, the individual lines become blurry
and eventually merge to become a uniform gray block. The angle subtended at the eye
by the spacing between consecutive lines at the point where they are just resolvable is
called the resolving power of the eye and can serve as a measure of the visual acuity of
the eye. The visual acuity is generally defined as the reciprocal, in minutes of arc, of
this angle. Thus, a visual acuity of 2 corresponds to an angle of 1/2 arc minute or 30
arc seconds and visual acuity of 1, the so-called 20/20 vision, implies an angle of 1 arc
minute. This is the ability of the eye to resolve details separated by a visual angle of one
minute of arc or 1/60 of a degree. The visual acuity depends on the lighting conditions
and it decreases when illumination is reduced.

We first show that the maximum theoretical visual acuity is 2. Figure 1.84 (compare
with Figure 1.4) shows that the width of the eyeball of an adult is about 24–25 mm and
the distance from the center of the lens to the fovea is about 16–17 mm. Now imagine
a scene that spans a visual angle of exactly one degree. The geometry is simple and it
implies that the scene is projected across 0.288 mm of the fovea.

We denote the projection size by c and note that the geometry implies tan(✓/2) =
c/2
d or c = 2d tan(✓/2) = 2 · 16.5 tan(0.5�) ⇡ 0.288 mm.

θ/2
24-25 mm

d=16.5 mm

0.288 mmc

c/2d

10

Figure 1.84: A One-Degree Scene.

A typical density of the photo-sensitive cones in the fovea is 180,000 ⇡ 425 ⇥ 425
per square millimeter (Section 1.3). If each linear millimeter contain 425 cones, then
0.288 mm contain about 120 cones. Now imagine that the scene is a pattern of alternating
black and white lines. If more than 120 such lines exist in one degree of viewing space,
the density of the pattern’s lines would be greater than the density of the cones. The
pattern will appear as a gray block and all detail would be lost.

As an example, consider a person with 20/20 vision inspecting a grating of black
and white lines from a typical viewing distance of 300 mm (about 12 in). The smallest
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detail that such an inspector could resolve would be

c = 2d tan(✓/2) = 2 · 300 tan(1/120�) = 0.087 mm or 0.00356 in.

This is because the full angle ✓ for 20/20 vision is 1/60�.
And here is the crucial point. The visual acuity is 1/0.00356 ⇡ 281. This means

that there may be up to 281 lines per inch before they dissolve into a meaningless uniform
gray. This tells us that details printed with resolution of 281 ppi may be observed (by a
person with 20/20 vision) up to a distance of 300 mm. We can say that 281 ppi (pixels
per inch) is the minimum print resolution for this viewing distance. When we move this
image away it becomes blurred and when we observe it closer we can see the individual
pixels.

In a similar example, we consider text printed on paper and viewed from a distance
of 15 inches (about 368 mm). The smallest details that can still be resolved by a person
with normal vision are given by

c = 2d tan(✓/2) = 2·15 tan(1/120�) = 2·15 tan(0.0083) = 2·15·0.000145444 ⇡ 0.00436 in.

The visual acuity in this case is 1/0.00436 ⇡ 229 and the conclusion is simple. If we plan
to watch the same pattern from farther away, we can digitize it at a lower resolution,
229 ppi in our case instead of the former 281 ppi. The large images on billboards are
typically printed at 20 to 30 ppi.

Often, the photographer/printer does not know in advance at what distance his
images will be viewed. In such cases it is safe to assume that the viewing distance
equals the diagonal of the image times a small factor, something in the range 1.5–2.

It does not take long to notice that the expression 2 · tan(0.0083) ⇡ 0.000290888
always appears in these computations, so it makes sense to compute its inverse
1/0.000290888 ⇡ 3438 once and use this magic number in calculations of the form
ppi = 3438/d.

⇧ Exercise 1.26: What is the equivalent magic number for dots per millimeter (dpmm)?

Printing and PPI

The examples here illustrate the simple computations required to decide what ppi
value is needed for a given image resolution on a camera and a given print area, and
what is the actual ppi. Based on these two values, we can conclude whether the print
quality would be low (when the actual ppi is lower than the ppi needed), good (when
these values are about equal), or excellent (when the actual ppi is greater than the ppi
needed).

Example 1. Given an ancient, 2 Mpixel digital camera that produces 1600⇥ 1200-
pixel images, we want to print an image on a 4⇥6 inch sheet of paper. Before computing
any ppi values, we notice the following:

1. The pixel dimensions are specified as rows⇥columns = height⇥width, while the
print area is specified as width⇥ height. Thus, the 1200 pixels correspond to a width of
four inches, while the 1600 pixels correspond to a height of six inches.
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2. The diagonal of a 4⇥6 rectangle equals 7.21, and 150% of this value is 11, which
we use for the viewing distance d.

Once this is clear, the actual computations are trivial. The actual ppi is the smaller
of 1600/6 ⇡ 267 and 1200/4 = 300, while the ppi needed is 3438/11 ⇡ 313. Thus, we
can expect only low print quality.

Example 2. A typical current 16 Mpixel camera may produce 4608 ⇥ 3456-pixel
images and we want a print size of 12 ⇥ 16 inches (about the size known as A3). The
diagonal size is 20, so we assume a viewing distance of 30 in. The actual ppi is 4608/16 =
288 and 3456/12 = 288. The ppi needed is only 3438/30 ⇡ 115, so we can expect
excellent print quality.

⇧ Exercise 1.27: Come up with an example where the actual and needed ppi are about
the same.

Dots per inch (dpi)

Once the concepts of ppi and visual acuity are clear, we are ready to discuss dots
on paper and the term dots per inch (dpi). This term is important when an image is
generated in color and then printed in color. Here, we assume that the printing is done
by an inkjet printer. The point is that such printers have a very limited number of
colors. An inkjet printer works by spraying small ink droplets on the paper. A typical
inkjet printer has between four (cyan, magenta, yellow, and black) and ten (including
blue, orange, red, green, and various shades of gray) ink cartridges, so in order to create
many colors, it must blend and combine the few colors it has available (Figure 1.85).
A pixel is the smallest unit of an image while a dot is the smallest element of a print
generated by a printer. A dot may be smaller than a pixel, but should never be larger.
Often, several color dots—such as CM, CY, MY, and CB—are overprinted on top of
each other in order to combine them and generate a certain color on the printed page,
which is why the dpi is generally greater than the ppi.

Figure 1.85: Mixing Colors in Ink Droplets.

When discussing dpi, it seems that the term “addressability” should be used instead
of “resolution,” because each dot, not each pixel, has a well-defined position (or an
address) on a print line. For historical reasons the term resolution has stuck. The
resolution of an inkjet printer may be specified by its maker as a pair of numbers,
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for horizontal and vertical resolutions, such as 2880⇥ 1440 dpi. The fact that the first
number is larger does not mean that the horizontal resolution is finer, or that the droplets
of ink are smaller in the horizontal direction. Rather, it means that the printing head
is moved more slowly in that direction while the paper is pulled faster in the vertical
direction. We can say that the addressability is varied, while the physical size of the ink
droplets, and hence the printer’s resolution, remain the same.

In the past, inkjet printer manufacturers specified the resolution of the printer,
thereby creating the impression in the user’s mind that the ink droplet sizes were the
inverse of the resolution. Thus, a 600 or 1440 dpi specification implied that each ink
droplet was 1/600ths or 1/1440th of an inch in diameter. Once users and reviewers
started measuring the actual size of the droplets, they discovered that they were bigger,
in some cases much bigger, than what the printer resolution implied. At that point, the
manufacturers started specifying the droplet sizes in picoliters, where one picoliter (pl)
equals 10�12 liter.

Given an image file, there is no general way to compute the best number of dots-
per-inch when it is printed. We first have to guess the viewing distance (which is
normally large for big images), then compute the ppi value, and then select a dpi that is
significantly greater than the ppi. If the printer can produce many colors by overprinting
and blending, then the dpi can be close to the ppi, because the printer may have to use
just one or two image pixels to print a dot in the right color. If the printer has a limited
number of colors, it is best to have a dpi that is much greater than the ppi, to allow the
printer to examine and blend the colors of several pixels for each dot printed.

Many users prefer the simplest choice and simply print at the printer’s maximum
dpi. Some printers (or rather printer drivers) allow the user to choose a trade-o↵ between
resolution and number of colors. In such a case, several test images should be printed
at di↵erent settings, the best result should be determined by the user, and the printer
should stay at that setting.

Other Factors

So far we have discussed the most important factors a↵ecting the best resolution for
print, namely print size and viewing distance. There are several other factors as follows:

Lighting conditions. Recall that the cones in the retina are responsible for our color
vision and visual acuity and they do not operate well in dim light. Therefore, when
viewing a color print in low light, many details cannot be seen anyway, which is why a
low-resolution print may be satisfactory. When looking at an image under bright light,
more details are visible, which is why a high-resolution print should be used.

Subject. The subject matter may a↵ect your selection of print resolution. A close-
up (macro) image may contain many small details that are magnified and may therefore
require high resolution. A foggy scene, on the other hand, can be printed at a low
resolution. Use your judgement.

Paper quality. The same color photograph may appear very di↵erent when printed
on plain paper, matte paper, and high-gloss paper. The latter is especially suitable for
images with small details. This is why many printer drivers ask the user to specify the
type of paper loaded in the printer. Typical paper types may be photo paper pro, photo
paper plus glossy, matte photo paper, high resolution paper, and plain paper.
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Noise. Low-end cameras, especially point-and-shoot, have small sensors and may
often produce noisy images. Noise may also result from very high ISO settings (Sec-
tion 2.8). When printing a noisy image, the smallest resolution that still produces
acceptable images should be used. Recall that higher resolutions add more details to
the printed image, but they also include more noise.

Brightness. Those who have read the description of the JPEG algorithm (Ap-
pendix E) know that the eye is more sensitive to brightness than to variations in color.
Therefore, a black-and-white image, where there is no color, requires higher resolution
to accentuate the brightness levels. Also, a color image where there is more brightness
levels and fewer colors may need high resolution for the same reason.

1.23 Halftoning

For centuries, newspapers were printed in black-and-white. This is fine for text, but
images require at least grayscale and preferably color. For years, CRT monitors used
with computers were also monochromatic, which was fine for text, but too restrictive
for images. Even when color CRT displays became popular, the really high-resolution
CRTs were still monochromatic. It was only in the early 1990’s, with the development of
reliable, high-resolution inkjet printers, that color printers dropped in price and became
popular. Thus, for many years, both text and images had to be printed on black-and-
white printers. The method most often used to generate grayscales on such printers is
known as halftoning.

Halftoning is a method that makes it possible to display images with shades of
gray on a black and white (i.e., bilevel) output device. The trade-o↵ of halftoning is
loss of resolution. Instead of small, individual pixels, halftoning uses groups of pixels
where only some of the pixels in a group are black. A classic reference for halftoning is
[Ulichney 87].

The human eye can resolve details as small as 1 minute of arc under normal light
conditions. This is referred to as visual acuity. If we view a very small area from a
normal viewing distance, our eyes cannot see the details in the area and they end up
integrating them, such that we only see an average intensity coming from the area. This
property is called spatial integration and is very nicely demonstrated by Figure 1.86. The
figure consists of black circles and dots on a white background, but spatial integration
creates the e↵ect of a gray background.
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Figure 1.86: Gray Backgrounds Obtained by Spatial Integration.
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The principle of halftoning is to use groups of n⇥n pixels (with n usually in the
range 2–4) and to set some of the pixels in a group to black. Depending on the black-
to-white percentage of pixels in a group, the group appears to have a certain shade of
gray. An n⇥n group of pixels contains n2 pixels and can therefore provide n2 + 1 levels
of gray. The only practical problem is to find the best pattern for each of those levels.
The n2 + 1 pixel patterns selected must satisfy the following conditions:

1. Areas covered by copies of the same pattern should not show any textures.
2. Any pixel set to black for pattern k must also be black in all patterns of intensity

levels greater than k. This is considered a good growth sequence and it minimizes the
di↵erences between patterns of consecutive intensities.

3. The patterns should grow from the center of the n⇥n area, to create the e↵ect
of a growing dot.

4. All the black pixels of a pattern must be adjacent to each other. This prop-
erty is called clustered dot halftoning and is important if the output is intended for a
printer (laser printers cannot always fully reproduce small isolated dots). If the output
is intended for a monochromatic display only, then dispersed dot halftoning can be used,
where the black pixels of a pattern are not adjacent.

As a simple example of condition 1, a pattern such as
utututut•ut•ut•ututut

should be avoided, since large areas with level-3 groups would produce long horizontal
lines. Other patterns may result in similar, annoying textures. With a 2⇥2 group, such
e↵ects may be impossible to avoid. The best that can be done is to use the patterns

utututut ut•ututut ut•ututut• ut•ut•utut• ut•ut•ut•ut• .
A 3⇥3 group provides for more possibilities. The 10 patterns below (= 32 + 1)

are the best ones possible (reflections and rotations of these patterns are considered
identical) and usually avoid the problem of annoying textures. They were produced by
the matrix 2

4 7 9 5
2 1 4
6 3 8

3
5

using the following rule: To create a group with intensity n, only cells with values  n
in the above matrix should be black.

ututututututututut
ututututut•utututut

utututut•ut•utututut
utututut•ut•ututut•ut

utututut•ut•ut•utut•ut
ututut•ut•ut•ut•utut•ut

ututut•ut•ut•ut•ut•ut•ut
ut•utut•ut•ut•ut•ut•ut•ut

ut•utut•ut•ut•ut•ut•ut•ut•
ut•ut•ut•ut•ut•ut•ut•ut•ut•

The halftone method is not limited to a monochromatic display. Imagine a display
with four levels of gray per pixel (2-bit pixels). Each pixel is either black or can be in
one of three other levels. A 2⇥2 group consists of four pixels, each of which can be in one
of three levels of gray or in black. The total number of levels is therefore 4⇥3 + 1 = 13.
One possible set of the 13 patterns is shown here.

0 0
0 0

1 0
0 0

1 0
0 1

1 1
0 1

1 1
1 1

2 1
1 1

2 1
1 2

2 2
1 2

2 2
2 2

3 2
2 2

3 2
2 3

3 3
2 3

3 3
3 3

Figure 1.87 is a typical example of a grayscale image in halftone.
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Figure 1.87: An Image in Halftone.

1.24 Dithering

The downside of halftoning is loss of resolution. It is also possible to display continuous-
tone grayscale images on a bilevel device without losing resolution. Such methods are
sometimes called dithering and their trade-o↵ is loss of image detail. If the device
resolution is high enough and if the image is watched from a suitable distance, then our
eyes perceive an image in grayscale, but with fewer details than in the original.

The dithering problem for grayscale images can be phrased as follows: given an
m⇥n array A of pixels in grayscale, compute an array B of the same size with zeros and
ones (corresponding to white and black pixels, respectively) such that for every pixel
B[i, j] the average value of the pixel and a group of its near neighbors will approximately
equal the normalized value of A[i, j]. (Assume that pixel A[i, j] has an integer value I in
the interval [0, a]; then its normalized value is the fraction I/a, which is in the interval
[0, 1].)

(Dithering can also be exploited to create new colors by mixing several existing
colors, as illustrated by Figure 1.88 which shows how purple is obtained by dithering
red and blue.)

Figure 1.88: Dithering Red and Blue.

The simplest dithering method uses a threshold and the single test: Set B[i, j] to
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white (0) if A[i, j] is bright enough (i.e., less than the value of the threshold); otherwise,
set B[i, j] to black (1). This method is fast and simple but generates very poor results,
as the next example shows, so it is never used in practice. As an example, imagine a
human head. The hair is generally darker than the face below it, so the simple threshold
method may quantize the entire hair area to black and the entire face area to white,
a very poor, unrecognizable, and unacceptable result. (It should be noted, however,
that some images are instantly recognizable even in just black and white, as Figure 1.89
aptly demonstrates.) This method can be improved a little by using a di↵erent, random
threshold for each pixel, but even this produces low-quality results.

Figure 1.89: A Familiar Black and White Image.

Four approaches to dithering—ordered dither, constrained average dithering, di↵u-
sion dither, and dot di↵usion—are presented in this section. Another approach, called
ARIES, is discussed in [Roetling 76] and [Roetling 77].

1.24.1 Ordered Dither

The principle of this method is to paint a pixel B[i, j] black or leave it white, depending
on the intensity of pixel A[i, j] and on its position in the picture [i.e., on its coordinates
(i, j)]. If A[i, j] is a dark shade of gray, then B[i, j] should ideally be dark, so it is
painted black most of the time, but sometimes it is left white. The decision whether to
paint it black or white depends on its coordinates i and j. The opposite is true for a
bright pixel. This method is described in [Jarvis et al. 76].

The method starts with an m⇥n dithering matrix Dmn which is used to determine
the color (black = 1 or white = 0) of all the B pixels. In the example below we assume
that the A pixels have 16 gray levels, with 0 as white and 15 as black. The dithering
matrices for m = n = 2 and m = n = 4 are shown below. The idea in these matrices is
to minimize the amount of texture in areas with a uniform gray level.

D22 =


0 2
3 1

�
, D44 =

2
64

0 8 2 10
12 4 14 6
3 11 1 9
15 7 13 5

3
75 .
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The rule is: Given a pixel A[x, y], compute i = x mod m, j = y mod n, then select
black (i.e., set B[x, y] to 1) if A[x, y] � Dmn[i, j] and select white otherwise.

To see how the dithering matrix is used, imagine a large, uniform area in the image
A where all the pixels have a gray level of 4. Since 4 is the fifth of 16 levels, we would
like to end up with 5/16 of the pixels in the area set to black (ideally they should be
randomly distributed in this area). When a row of pixels is scanned in this area, y is
incremented, but x does not change. Since i depends on x, and j depends on y, the
pixels scanned are compared to one of the rows of matrix D44. If this happens to be the
first row, then we end up with the sequence 10101010 . . . in bitmap B.

When the next line of pixels is scanned, x and, as a result, i have been incremented,
so we look at the next row of D44, that produces the pattern 01000100 . . . in B. The
final result is an area in B that looks like

10101010. . .
01000100. . .
10101010. . .
00000000. . .

Ten out of the 32 pixels are black, but 10/32 = 5/16. The black pixels are not randomly
distributed in the area, but their distribution does not create annoying patterns either.

⇧ Exercise 1.28: Assume that image A has three large uniform areas with gray levels 0,
1, and 15, and determine the pixels that go into bitmap B for these areas.

Ordered dither is easy to understand if we visualize copies of the dither matrix laid
next to each other on top of the bitmap. Figure 1.90 shows a 6⇥12 bitmap with six
copies of a 4⇥4 dither matrix laid on top of it. The threshold for dithering a pixel A[i, j]
is that element of the dither matrix that happens to lie on top of A[i, j].

Figure 1.90: Ordered Dither.

Matrix D44 above was created from D22 by the recursive rule

Dnn =
✓

4Dn/2,n/2 4Dn/2,n/2 + 2Un/2,n/2

4Dn/2,n/2 + 3Un/2,n/2 4Dn/2,n/2 + Un/2,n/2,

◆
, (1.7)
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where Unn is an n⇥n matrix with all ones. Other matrices are easy to generate with
this rule.

⇧ Exercise 1.29: Use the rule of Equation (1.7) to construct D88.

The basic rule of ordered dither can be generalized as follows: Given a pixel A[x, y],
calculate i = x mod m and j = y mod n, then select black (i.e., assign B[x, y]  1) if
Ave[x, y] � Dmn[i, j], where Ave[x, y] is the average of the 3⇥3 group of pixels centered
on A[x, y]. This is computationally more intensive but tends to produce better results
in most cases since it considers the average brightness of a group of pixels.

Reference [Wolfram-dither 10a] illustrates ordered dither.
Ordered dither is a simple, fast method, but it tends to create images that have

been described by some users as “computerized,” “cold,” or “artificial.” The reason for
that is probably the recursive nature of the dithering matrix.

1.24.2 Constrained Average Dithering

In cases where high speed is not critical, constrained average dithering [Jarvis and
Roberts 76] produces good results, although it requires more computations than or-
dered dither. The idea is to compute, for each pixel A[i, j], the average Ā[i, j] of the
pixel and its eight near neighbors. The pixel is then compared to a threshold of the form

� +
✓

1� 2�
M

◆
Ā[i, j],

where � is a user-selected parameter and M is the maximum value of A[i, j]. Notice
that the threshold can have values in the range [�,M � �]. The final step is to compare
A[i, j] to the threshold and set B[i, j] to 1 if A[i, j] � threshold and to 0 otherwise.

The main advantage of this method is edge enhancement. An example is Figure 1.91
which shows a 6⇥8 bitmap A, where pixels have 4-bit values. Most pixels have a value of
0, but the bitmap also contains a thick slanted line indicated in the figure. It separates
the 0 (white) pixels in the upper-left and bottom-right corners from the darker pixels in
the middle.

   0    0    0    0    0    8   15  15

   0    9   15  15   6   13   0    0
   0    1   10  15  15   8    0    0
   0    0    3   11  15  15   8    0
   0    0    0    5   13  15  15  10
   0    0    0    0    7   14  15  15

  10  38  79105 113  80   44    8
   1  14  45  87112 104  71   33
   0    3  19  54  95 117 107   63

   0    0    1    1    1    1    0    0
   0    0    0    1    1    1    0    0
   0    0    0    0    1    1   1    0

(c)(a) (b)

Figure 1.91: Constrained Average Dithering.

Figure 1.91a shows how the pixels around the line have values approaching the
maximum (which is 15). Figure 1.91b shows (for some pixels) the average of the pixel
and its eight near neighbors (the averages are shown as integers, so an average of 54
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really indicates 54/9). The result of comparing these averages to the threshold (which
in this example is 75) is shown in Figure 1.91c. It is easy to see how the thick line is
sharply defined in the bilevel image.

So I’m a ditherer? Well, I’m jolly well going to dither, then!
—Roland Young (as Cosmo Topper) in Topper (1937).

1.24.3 Di↵usion Dither

Imagine a photograph, rich in color, being digitized by a scanner that can distinguish
millions of colors. The result may be an image file where each pixel A[i, j] is represented
by, say, 24 bits. The pixel may have one of 224 colors. Now, imagine that we want to
display this file on a computer that can only display 256 colors simultaneously on the
screen. A good example is a computer using a color lookup table whose size is 3⇥256
bytes (color lookup tables are discussed in most texts on computer graphics).

We begin by loading a palette of 256 colors into the lookup table. Each pixel A[i, j]
of the original image will now have to be displayed on the screen as a pixel B[i, j] in one
of the 256 palette colors. The diagram below shows a pixel A[i, j] with original color
(255, 52, 80). If we decide to assign pixel B[i, j] the palette color (207, 62, 86), then we
are left with a di↵erence of A[i, j]�B[i, j] = (48,�10,�6). This di↵erence is called the
color error of the pixel.

R=255
G=52
B=80

�
R=207
G=62
B=86

=
R=48
G=�10
B=�6

Large color errors degrade the quality of the displayed image, so an algorithm is
needed to minimize the total color error of the image. Di↵usion dither does this by
distributing the color errors among all the pixels such that the total color error for the
entire image is zero (or very close to zero).

The algorithm is very simple. Pixels A[i, j] are scanned line by line from top to
bottom. In each line, they are scanned from left to right. For each pixel, the algorithm
performs the following:

1. Pick up the palette color that’s nearest the original pixel’s color. This palette
color is stored in the destination bitmap B[i, j].

2. Calculate the color error A[i, j]�B[i, j] for the pixel.
3. Distribute this error to four of A[i, j]’s nearest neighbors that haven’t been

scanned yet (the one on the right and the three centered below) according to the Floyd–
Steinberg filter [Floyd and Steinberg 75] where the X represents the current pixel:

X 7/16
3/16 5/16 1/16

Consider the example of Figure 1.92a. The current pixel is (255, 52, 80) and we
arbitrarily assume that the nearest palette color is (207, 62, 86). The color error is
(48,�10,�6) and is distributed as shown in Figure 1.92c. The five nearest neighbors
are assigned new colors as shown in Figure 1.92b. The algorithm is shown in Figure 1.93a
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where the weights p1, p2, p3, and p4 can be assigned either the Floyd–Steinberg values
7/16, 3/16, 5/16, and 1/16 or any other values.

The total color error may not be exactly zero because the method does not work
well for the leftmost column and for the bottom row of pixels. However, the results can
be quite good if the palette colors are carefully selected.

This method can easily be applied to the case of a monochromatic display or any
bilevel (monochromatic) output device, as shown by the pseudo-code of Figure 1.93b,
where p1, p2, p3, and p4 are the four error di↵usion parameters. They can be the ones
already given (i.e., 7/16, 3/16, 5/16, and 1/16) or di↵erent ones, but their sum should
be 1.

⇧ Exercise 1.30: Consider an all-gray image, where A[i, j] is a real number in the range
[0, 1] and it equals 0.5 for all pixels. What image B would be generated by di↵usion
dither in this case?

⇧ Exercise 1.31: Imagine a grayscale image consisting of a single row of pixels where
pixels have real values in the range [0, 1]. The value of each pixel p is compared to the
threshold value of 0.5 and the error is propagated to the neighbor on the right. Show
the result of dithering a row of pixels all with values 0.5.

Error di↵usion can also be used for color printing. A typical low-end inkjet color
printer has four ink cartridges for cyan, magenta, yellow, and black ink. The printer
places dots of ink on the page such that each dot has one of the four colors. If a certain
area on the page should have color L, where L isn’t any of CMYK, then L can be
simulated by dithering (Figure 1.85). This is done by printing adjacent dots in the area
with CMYK colors such that the eye (which integrates colors in a small area) will perceive
color L. This can be done with error di↵usion where the palette consists of the four colors
cyan (255, 0, 0), magenta (0, 255, 0), yellow (0, 0, 255), and black (255, 255, 255) and the
error for a pixel is the di↵erence between the pixel color and the nearest palette color.

A slightly simpler version of error di↵usion is the minimized average error method.
The errors are not propagated but rather calculated and saved in a separate table. When
a pixel A[x, y] is examined, the error table is used to look up the errors E[x + i, y + j]
already computed for some previously seen neighbors A[i, j] of the pixel. Pixel B[x, y]
is assigned a value of 0 or 1 depending on the corrected intensity:

A[x, y] +
1P

ij ↵ij

X
ij

↵ijE[x + i, y + j].

The new error, E[x, y] = A[x, y]�B[x, y], is then added to the error table to be used for
future pixels. The quantities ↵ij are weights assigned to the near neighbors of A[x, y].
They can be assigned in many di↵erent ways, but they should assign more weight to
nearby neighbors, so the following is a typical example:

↵ =

0
@ 1 3 5 3 1

3 5 7 5 3
5 7 x � �

1
A ,
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Before
R=255
G=52
B=80

R=178
G=20
B=60

R=192
G=45
B=75

R=250
G=49
B=83

R=191
G=31
B=72

After
R=207
G=62
B=86

R=199
G=16
B=57

R=201
G=43
B=74

R=265
G=46
B=81

R=194
G=30
B=72

(a) (b)

7
16 ⇥ 48 = 21, 1

16 ⇥ 48 = 3, 5
16 ⇥ 48 = 15, 3

16 ⇥ 48 = 9,
7
16⇥(�10) = �4, 1

16⇥(�10) = �1, 5
16⇥(�10) = �3, 3

16⇥(�10) = �2,
7
16 ⇥ (�6) = �3, 1

16 ⇥ (�6) = 0, 5
16 ⇥ (�6) = �2, 3

16 ⇥ (�6) = �1.

(c)
Figure 1.92: Di↵usion Dither.

for i := 1 to m do
for j := 1 to n do
begin
B[i, j]:=SearchPalette(A[i, j]);

err := A[i, j]�B[i, j];
A[i, j + 1] := A[i, j + 1] + err ⇤ p1;
A[i + 1, j � 1] := A[i + 1, j � 1] + err ⇤ p2;
A[i + 1, j] := A[i + 1, j] + err ⇤ p3;
A[i + 1, j + 1] := A[i + 1, j + 1] + err ⇤ p4;
end.

(a)

for i := 1 to m do
for j := 1 to n do
begin
if A[i, j] < 0.5 then B[i, j] := 0
else B[i, j] := 1;

err := A[i, j]�B[i, j];
A[i, j + 1] := A[i, j + 1] + err ⇤ p1;
A[i + 1, j � 1] := A[i + 1, j � 1] + err ⇤ p2;
A[i + 1, j] := A[i + 1, j] + err ⇤ p3;
A[i + 1, j + 1] := A[i + 1, j + 1] + err ⇤ p4;
end.

(b)

Figure 1.93: Di↵usion Dither Algorithm. (a) For Color. (b) For Bilevel.
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where x is the current pixel A[x, y] and the weights are defined for some previously seen
neighbors above and to the left of A[x, y]. If the weights add up to 1, then the corrected
intensity above is simplified and becomes

A[x, y] +
X
ij

↵ijE[x + i, y + j].

Floyd–Steinberg error di↵usion generally produces better results than ordered dither
but has two drawbacks, it is serial in nature and it sometimes produces annoying
“ghosts.” Di↵usion dither is serial since the near neighbors of B[i, j] cannot be cal-
culated until the calculation of B[i, j] is complete and the error A[i, j]�B[i, j] has been
distributed to the four near neighbors of A[i, j]. To understand why ghosts are created,
imagine a dark area positioned above a bright area (for example, a dark sky above a
bright sea). When the algorithm works on the last dark A pixels, a lot of error is dis-
tributed below, to the first bright A pixels (and also to the right). When the algorithm
gets to the first bright pixels, they have collected so much error from above that they
may no longer be bright, creating perhaps several rows of dark B pixels. It has been
found experimentally that ghosts can be “exorcised” by scaling the A pixels before the
algorithm starts. For example, each A[i, j] pixel can be replaced by 0.1+0.8A[i, j], which
“softens” the di↵erences in brightness (the contrast) between the dark and bright pixels,
thereby reducing the ghosts. This solution also changes all the pixel intensities, but
the eye is less sensitive to absolute intensities than to changes in contrast, so changing
intensities may be acceptable in many practical situations.

Reference [Wolfram-dither 10b] illustrates this type of dither.

1.24.4 Dot Di↵usion

This section is based on [Knuth 87], a very detailed article that includes thorough
analysis and actual images dithered using several di↵erent methods. The dot di↵usion
algorithm is somewhat similar to di↵usion dither, it also produces good quality, sharp
bilevel images, but it is not serial in nature and may be easier to implement on a parallel
computer.

We start with the 8⇥8 class matrix of Figure 1.94a. The way this matrix was
constructed will be discussed later. For now, we simply consider it a permutation of
the integers (0, 1, . . . , 63), which we call classes. The class number k of a pixel A[i, j] is
found at position (i, j) of the class matrix. The main algorithm is shown in Figure 1.95.

The algorithm computes all the pixels of class 0 first, then those of class 1, and so
on. Procedure Distribute is called for every class k and di↵uses the error err to those
near neighbors of A[i, j] whose class numbers exceed k. The algorithm distinguishes
between the four orthogonal neighbors and the four diagonal neighbors of A[i, j]. If a
neighbor is A[u, v], then the former type satisfies (u� i)2 +(v� j)2 = 1, while the latter
type is identified by (u�i)2+(v�j)2 = 2. It is reasonable to distribute more of the error
to the orthogonal neighbors than to the diagonal ones, so a possible weight function is
weight(x, y) = 3� x2 � y2. For an orthogonal neighbor, either (u� i) or (v � j) equals
1, so weight(u � i, v � j) = 2, while for a diagonal neighbor, both (u � i) and (v � j)
equal 1, so weight(u � i, v � j) = 1. Procedure Distribute is listed in pseudo-code in
Figure 1.95.
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Figure 1.94: 8⇥8 Matrices for Dot Di↵usion.

for k := 0 to 63 do
for all (i, j) of class k do
begin
if A[i, j] < .5 then B[i, j] := 0 else B[i, j] := 1;
err := A[i, j]�B[i, j];
Distribute(err, i, j, k);
end.

procedure Distribute(err, i, j, k);
w := 0;
for all neighbors A[u,v] of A[i,j] do
if class(u, v) > k then w := w+weight(u� i, v � j);
if w > 0 then for all neighbors A[u, v] of A[i, j] do
if class(u, v) > k then A[u, v] := A[u, v] + err⇥weight(u� i, v� j)/w;

end;

Figure 1.95: The Dot Di↵usion Algorithm.

Once the coordinates (i, j) of a pixel A[i, j] are known, the class matrix gives the
pixel’s class number k that is independent of the color (or brightness) of the pixel. The
class matrix also gives the classes of the eight near neighbors of A[i, j], so those neighbors
whose classes exceed k can be selected and linked in a list. It is a good idea to construct
those lists once and for all, since this speeds up the algorithm considerably.

It remains to show how the class matrix, Figure 1.94a, was constructed. The main
consideration is the relative positioning of small and large classes. Imagine a large class
surrounded, in the class matrix, by smaller classes. An example is class 63, which is
surrounded by the “lower classes” 43, 59, 57, 51, 60, 39, 47, and 55. A little thinking
shows that as the algorithm iterates toward 63, more and more error is absorbed into
pixels that belong to this class, regardless of their brightness. A large class surrounded
by lower classes is therefore undesirable and may be called a “baron.” The class matrix
of Figure 1.94a has just two barons. Similarly, “near-baron” positions, which have only
one higher-class neighbor, are undesirable and should be avoided. Our class matrix has
just two of them.

⇧ Exercise 1.32: What are the barons and near-barons of our class matrix?
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⇧ Exercise 1.33: Consider an all-gray image where A[i, j] = 0.5 for all pixels. What
image B would be generated by dot di↵usion in this case?

Another important consideration is the positions of consecutive classes in the class
matrix. Figure 1.94b,c,d shows the class matrix after 10, 21, and 32 of its lowest classes
have been blackened. It is easy to see how the black areas form 45� grids that grow and
eventually form a 2⇥2 checkerboard. This helps create diagonal, rather than rectilinear
dot patterns in the bilevel array B, and we know from experience that such patterns are
less noticeable to the eye. Figure 1.96a shows a class matrix with just one baron and
one near-baron, but it is easy to see how the lower classes are mostly concentrated at
the bottom-left corner of the matrix.

25 21 13 39 47 57 53 45

48 32 29 43 55 63 61 56

40 30 35 51 59 62 60 52

36 14 22 26 46 54 58 44

16 6 10 18 38 42 50 24

8 0 2 7 15 31 34 20

4 1 3 11 23 33 28 12

17 9 5 19 27 49 41 37

14 13 1 2

4 6 11 9

0 3 15 12

10 8 5 7

(a) (b)
Figure 1.96: Two Class Matrices for Dot Di↵usion.

A close examination of the class matrix shows that the class numbers in positions
(i, j) and (i, j + 4) always add up to 63. This means that the grid pattern of 63 � k
white pixels after k steps is identical to the grid pattern of 63 � k black pixels after
63� k steps, shifted right four positions. This relation between the dot pattern and the
di↵usion pattern is the reason for the name dot di↵usion.

⇧ Exercise 1.34: Figure 1.96b shows a 4⇥4 class matrix. Identify the barons, near-barons,
and grid patterns.

Experiments with the four methods described in this section seem to indicate that
the dot di↵usion method produces best results for printing because it tends to generate
contiguous areas of black pixels, rather than “checkerboard” areas of alternating black
and white. Modern laser and inkjet printers have resolutions of at least 600 dpi and
often more, but they generally cannot produce a high-quality checkerboard of 300 black
and 300 white alternating pixels per inch.



1 Light and Optics 203

1.25 Printers and the Longevity of Prints

Often, we want to see prints of our photographs on paper, which is why this section
starts with several print technologies. Also, if we like a picture, we want its print to last
a long time. Page 6 examines ways to preserve images, and this section explains the
reasons prints fade and deteriorate over time. We start the present discussion of prints
and their longevity with the following quotation, from shutterbug.com.

Digital photography has dramatically changed the way we capture, store,
and manipulate images. But the proof is in the print. Photo prints turn digital
images into something tactile, vibrant, transportable, and physical—something
you could proudly display, sell, or purchase at a high-end art gallery.

We now ask the obvious question: Today, in early 2019, are printers still necessary?
Many readers may remember the hype of the paperless o�ce, an idea born in the early
1960’s, when video display terminals first appeared for use with computers. In 1969,
the BBC produced a short program that predicted fully automated o�ces, where all
processes would be computer controlled, eliminating any human intervention. In 1975,
Business Week magazine published The O�ce of the Future, a piece that predicted
that all o�ce records would become electronic by 1990. As luck would have it, at the
same period, IBM and Xerox introduced the first commercial laser printers that, in
spite of their high cost, were enthusiastically adopted by many users and have resulted
in the opposite trend; paper use doubled in the period 1980–1995. The conclusion is
unavoidable, printers and paper documents are here to stay.

Currently (in 2019), there are color laser printers that produce satisfactory color
prints, but if you need glossy, vibrant, high-resolution prints, you can choose among ink
jet, dye sublimation, and digital silver halide printing technologies.

It is important to mention the prices of printers, because when you buy a printer,
you end up paying for more than the device itself. Both ink (or toner) and paper are
consumed when a printer is used, and they become an important part of the overall
price of the printer. This is why printer prices are based on the razor and blades
business model, sometimes also called the Gillette model. This approach to business
is named after King Gillette, the inventor of the safety razor blade, but it has been
used throughout history by many businesses, companies, and corporations, even before
Gillette. The idea is to make and sell an item A for a low price, or even to give it away
free, in order to create a constant demand and a steady market for another item, B,
which is required to use or operate A. Gillette made razors and sold them cheaply in
order to have large, steady sales of razor blades. Similarly, the makers of printers today
often sell the printers themselves at a low price, in order to create a steady demand for
their ink and toner.

Makers of inkjet printers have quickly discovered that the Gillette model is ideally
suited for their business. They dropped the prices of printers and raised the prices of
their ink cartridges. They also made sure that every new printer model used a di↵erent
ink cartridge. Very soon, a number of third parties started to advertise and sell their
compatible ink cartridges at much lower prices (and still make a profit). Irate printer
makers responded by installing electronic chips in their ink cartridges. A cartridge
without the proper chip was rejected by the printer. The third-party makers retaliated
by reverse engineering the chips and making compatible cartridges with fully working
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chips. Printer makers sued. Thus, the inkjet wars started and are still being fought in
courts, in advertisements, and in public opinion.

At the time of writing (early 2019) a reliable color inkjet printer can be purchased
in the U.S. for as low as $50–70, a monochrome laser printer may cost around $100, and
color laser printers are not much more expensive, costing perhaps around $200. There
are also many all-in-one printer models that print, scan, copy, and even fax. They are
bulkier and more expensive, but they are useful machines, even for a typical home. Many
printer models, even cheap ones, have a duplex mode (two-sided printing). The printer
can print on both sides of a sheet of paper, thereby saving much paper (and trees). This
is an important feature that tends to be ignored by many users.

We continue with the basic features of and technologies used by the main types of
printers.

1.25.1 Laser Printers

Laser printers have been in common use for decades because of two main features, they
print on plain paper and they are fast. In contrast with an inkjet printer, which sprays
liquid ink on the paper, a laser printer exploits electrostatic attraction to propel dry
ink onto the paper. Laser printers are based on the technique of xerographic printing,
which was originally developed for (analog) document copiers, with the di↵erence that
the image printed by a laser printer is digital and is produced by a laser beam that
performs a raster scan. Most laser printers are monochrome, but color models are also
popular even though they produce flat, lifeless prints that cannot compare with the
glossy images generated by inkjet printers.

The laser printer was invented in 1969 by a researcher at Xerox. It took less than
a year to develop the concept to a fully functional prototype printer. This prototype
and the models that followed it were extremely large, bulky, and expensive, but their
print quality exceeded anything available at the time, which is why users privileged
to have access to these printers loved the results. In 1981, Xerox introduced another
laser printer to be used with its innovative Star 8010 computer, but it was only in
1984, when HP introduced the first laserjet (sold for $3,500), that laser printing became
commonplace. IBM, Brother, and other manufacturers started competing in this field,
which encouraged innovation and brought down prices to a level where many homes now
have such printers. The HP Laserjet P1005 printer shown in Figure 1.97 has a footprint
of 8 ⇥ 14 in, weighs about 11 lbs and was purchased by the author in 2008 (it is now
discontinued) for $60!

When an application sends an image to be printed on an inkjet printer, it can send
it pixel by pixel. The inkjet printer collects enough pixels for a complete row of the
image, prints the row, and can wait for more data from the computer. In contrast,
when a laser printer starts printing a page, it should not be stopped because this would
introduce a visible gap or a misalignment of the dots on the printed page. The printing
mechanism (drum) must rotate continuously at least one revolution and print a sheet of
paper.

Because of this requirement, images sent from a computer to a laser printer are
often in PostScript format or some other page description language such as HP Printer
Command Language (PCL) or Microsoft XML Page Specification (XPS). Raster image
processor (RIP) software inside the printer converts the image into a complete bitmap
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Figure 1.97: The HP Laserjet P1005 Printer.

that is stored in the printer’s memory. From this memory, the image is sent at a constant
rate as a stream of pixels, row by row, to the printing mechanism.

Photoconductivity is a well-understood physical phenomenon, involving both optical
and electrical properties, in which a photoconductive material increases its electrical
conductivity when it absorbs electromagnetic radiation.
Common examples of photoconductive materials are (1) selenium (Se, element 34, a
nonmetal that is chemically related to sulfur and tellurium), which is used chiefly in
photocopying (xerography) and (2) lead sulfide, used in infrared detection applications
(such as heat-seeking missiles).

The heart of the laser printing mechanism is a drum coated with selenium. It takes
a full revolution of the drum to print one sheet of paper. Printing a single sheet is done
in the following stages (Figure 1.98):

1. The drum is first given a uniform positive electric charge by the corona wire (in
current models, by a charged roller). The voltage of the corona determines the amount
of charge, which in turn controls the print density.

2. The laser beam is then reflected by a polygonal mirror and is swept across the
drum to scan a row of image pixels (Figure 1.99). Each black pixel turns the beam on
and each white pixel turns it o↵. As the beam scans a row on the drum, each time
it is on, it reverses the electric charge on the drum to negative. Thus, the laser beam
“writes” the image as negative charges on the drum, row by row.

3. Positively-charged toner (fine particles of dry plastic or wax powder mixed with
carbon black or coloring agents) is released from the toner cartridge and is attracted
to the negatively-charged areas of the drum. The toner is repelled from the positively-
charged areas.

4. A sheet of paper is then slid from the paper tray, is strongly loaded with negative
charge by the transfer corona wire, and is passed very close to the drum. Toner particles



206 1.25 Printers and the Longevity of Prints

Detac
corona

Paper
Laser

Paper tray

Drum

Corona
wire

Fuser
Toner
tank

Mirror
Roller

Transfer
corona

Discharge
lamp

Figure 1.98: Paper Path in a Laser Printer.
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Figure 1.99: Sweeping a Laser Beam.

are attracted to the paper more than to the drum, so they end up on the paper. The
paper then passes over the detac corona wire (or roller) that completely discharges it to
prevent it from clinging to the drum.

5. The image now resides on the paper in the form of loose toner powder. It has to
be bonded to the paper quickly, because any air movement or vibrations would blow it
up. Bonding is done by passing the paper through a fuser, which consists of a pair of hot
rollers. The fuser temperature (up to 200� Celsius) and the paper speed are adjusted
such that the toner melts and is di↵used into the paper, but the paper itself does not
have enough time to burn, and it emerges warm from the printer.

One roller of the fuser is often rubber and it presses the paper against the other
roller which is hollow and contains an infrared lamp at its center. The lamp heats the
roller from the inside to achieve uniform temperature over the entire roller. The fuser
is responsible for the (relatively long) warm-up time of laser printers and also for up
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to 90% of their energy usage. Care must be taken to ensure that the heat is properly
vented outside and does not damage sensitive printer parts. When printing stops for a
few seconds, the fuser is automatically turned o↵, to save energy.

6. In the last stage, an electrically neutral soft plastic blade wipes any excess toner
from the drum and deposits it in a waste container (this toner cannot be reused because
it may be contaminated with dust and paper particles). The drum then passes under a
discharge lamp whose strong light erases any residue electrical charges. If another image
is ready to be printed, the drum continues its rotation and passes under the corona wire
as in stage 1.

The signs (positive and negative) of electrical charges vary with printers and may
be the opposite of the ones described here. Other details of printer operation may also
di↵er from the above description.

Printer properties. A laser printer is non-impact. The image is printed by the
toner particles, but no other printer parts actually come into contact with the paper.
Printing resolution can be high, because the laser beam is focused and concentrated.
Currently, speeds can reach about 200 pages per minute, or 3.3 pages per second. A
typical 8.5 ⇥ 11 in sheet of paper with 1-in margins on all sides has a print area of
6.5 ⇥ 9 = 58.5 square inches. At 600 dpi, this translates to 58.5 ⇥ 6002 ⇡ 21 million
pixels. Thus, the laser and mirror in such a printer must be fast enough to scan about
21 million pixels each second! (Early laser printers did not have much memory, which
is why they could print only text characters and not arbitrary images.)

The mechanical work in a laser printer is done by the drum and the roller that
transfers toner from the reservoir to the drum. Because of this, the drum assembly
tends to wear out, which is why many laser printers employ toner cartridges that also
include a drum assembly. This increases the price of a cartridge, but saves many printing
problems, costly repairs, and frustration in the long run.

In the early 2000s, new printer models with duplex (two-sided) printing were in-
troduced. Such a printer can print on both sides of the paper, thereby saving paper.
After one side is printed, the paper is almost completely ejected from the printer, but
is stopped, pulled back inside, is turned over, and its other side is printed. Figure 1.100
shows one way of implementing the paper path in a duplex printer. The duplexing
mechanism requires a longer paper path, which slows down the printer.

Drum Drum

First side

Second side

Figure 1.100: Paper Path for Duplex Printing.
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Color Laser. A laser printer can print in color by printing four images on the
same sheet of paper. For each color image, software in the computer has to send the
printer four bitmaps that correspond to the CMYK colors and the printer then prints
the bitmaps on the same sheet of paper, each time with toner of the right color. The
two main techniques for implementing this are as follows:

There are four toner tanks on a rotating platform. The printer rotates the platform
until the Cyan tank is positioned next to the drum. The cyan image is then transferred
to the paper, the platform is rotated until the magenta tank is positioned next to the
drum, and that image is transferred to the paper. The complete image is ready after
four such steps and it is fused. The main problem is rotating the platform precisely each
time, because even the smallest misalignment is highly noticeable.

The printer has four complete printing units, each with its own laser, drum, and
fuser. The paper moves from one unit to the next, collecting all four colors quickly.
The main problem is positioning the paper precisely at each printing station in order to
avoid any misalignment. This type of color printer is fast but expensive.

1.25.2 Inkjet Printers

Inkjet printers have come a long way since their introduction in the late 1970’s. We
start with a few words about piezoelectricity. Piezoelectricity is a phenomenon where
certain crystals get deformed when electric voltage is applied to them. The e↵ect is
reversible, the same crystals also accumulate electric charge when pressure is applied to
them. The term piezoelectric means electricity resulting from pressure and latent heat.
The piezoelectric e↵ect was discovered in 1880 by the brothers Jacques and Pierre Curie.
In an inkjet printer, the piezoelectric e↵ect is employed as a pump. Ink is fed into a small
cavity in a crystal (usually PZT, lead zirconium titanate). Each time voltage is applied
to the crystal, it is deformed, and the resulting pressure pulse propels an infinitesimal
amount of ink, a minute droplet, out from a small nozzle in the cavity and onto the
paper.

Most commercial and industrial inkjet printers are of the drop-on-demand (DOD)
type. The piezoelectric pump is mounted on a head that moves horizontally from left
to right and sprays ink droplets as needed. When a complete line of droplets has been
printed, the paper is moved a short distance up to bring the next scan line against the
print head and the head is moved from right to left to print the next line of droplets.

In consumer inkjet printers, the pump is often thermal rather than piezoelectric.
Instead of a single cavity and nozzle, the pump is a cartridge that features a series of
tiny cavities or chambers, each with its own small heater. When an ink droplet is needed
from a chamber, an electric pulse is sent to the chamber’s heater, vaporizing some ink in
the chamber. This creates a bubble which increases the pressure in the chamber, thereby
forcing a small mount of ink outside the nozzle, and onto the paper. Some readers may
recall the line of bubble-jet printers, made by Cannon starting in 1985.

For black-and-white printing, the aqueous ink consists of minute black particles
made of plastic and suspended in a mixture of water and glycol. The particles stick to
the surface of the paper, but may fall o↵ over time due to moisture or surface damage.
For color printing, the printing head must have at least three chambers, each with a
di↵erent color ink (current inkjet printers may have upwards of 10 ink cartridges, each
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feeding one chamber). A color dot is generated by spraying several, partially-overlapping
ink droplets of various colors in the same area, as illustrated in Figure 1.85. The di↵erent
colors are integrated by the eye-brain system so that the viewer perceives a single color.

Clearly, special software is needed to control an inkjet printer. The software starts
with a row of pixels, and decides which color droplets to spray at each point on a scanline
and how many scanlines to print for each row of pixels.

Handheld inkjet printers. A recent trend, starting around 2019, is towerd small,
portable, battery-operated, handheld inkjet printers that can print a few lines of text,
logos, QR codes, and barcodes on many di↵erent types of surface. A typical exam-
ple is the Selpic S1 from selpic.com. Several reviews of this printer are available at
youtube.com and are generally positive. This printer is controlled by an app running
on a smartphone. The first step is to set up communication between the phone and the
printer. The user sets the phone to the WiFi network that is located in the printer and
is named selpic_xxxxxxx. The first time you log in, the app asks you for an email
address. This is instead of registering.

After preparing the text (locations, orientations, fonts, and sizes) and images on
the phone, the user taps the small printer icon on the phone to send the data to the
printer. A prompt appears, to indicate that data is being transferred. Once the data
is fully stored in the printer, a red light indicates that it is ready to print. The printer
is then placed on the surface and the user presses the P (print) button on the printer.
The red light changes to green and the user slides the printer over the surface, printing
a 1/2-inch-wide row. There are four special rollers on the bottom of the printer, one
of which senses the sliding speed and adjusts the printing speed accordingly. It is also
possible to print on uneven or curved surfaces such as around a large mug or vase. When
a row has been printed, the user lets go of the P button, which changes the green light
to red. The next row can then be printed.

This type of printer is ideal for printing small amounts of data, such as a personal
business card, a logo, a guest or a shopping list, a menu, a personal item, or a short
invitation. It can print on many surfaces including paper, cardboard, wood, fabric,
ceramic, metal, glass, leather, drywall, and skin. Only one ink cartridge fits in the printer
at any time, but di↵erent color cartridges are available and can easily be replaced. The
cartridges are expensive but have a large, 40 ml, capacity and are claimed to print 900
A4 pages at 5% coverage.

1.25.3 Dye Sublimation Printers

The next printing technology is dye sublimation. A dye sublimation printer employs
heat to propel dye onto paper or other materials such as plastic, card, paper, or fabric.
The term sublimation means the transition of a substance directly from the solid to
the gas phase, without passing through the intermediate liquid phase. This term was
used for this type of printer because it was originally mistakenly believed that the solid
particles of dye became gas without first becoming liquid. Once it was discovered that
there is some liquifying of the dye, this type of printing has sometimes been termed
dye-di↵usion.

Dye sublimation printing involves two steps. In the first step, sublimation dyes sus-
pended in liquid gel ink are transferred to sheets of transfer paper through a piezoelectric
print head. In the second step, the transfer paper is placed on a heat press along with
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the substrate, the material to be printed on. The heat press applies a combination of
time, temperature and pressure to vaporize the dye and then infuse it to the substrate.

The main advantage of dye sublimation printing is strong color and good durability.
Because the gaseous dye is forced into the substrate, the prints will not crack, fade or
peel from the substrate under normal conditions.

1.25.4 Silver Halide Printers

The silver halide photographic method employs light-sensitive paper and silver-based
chemistry. Silver halide crystals in gelatin make up part of an emulsion which is used to
coat the paper or film. On exposure to light (i.e. in a camera or darkroom), the crystals
react, turning into colored dye particles that fuse into the paper, thereby forming the
image. A developing stage follows, where all remnants are washed o↵ the paper, leaving
just the color particles. This is in contrast to ink printing where the ink is applied on
top of the paper and only some of it leaches inside. Ink-printed images are therefore
much more likely to fade and they tend to su↵er from surface damage over time. Images
printed with the silver halide process are sharp and also feature vibrant colors, depth,
and true flesh tone reproduction.

The main advantage of silver halide printing is the lack of pixels. The result is a
continuous-tone image where the concept of image resolution is meaningless. The images
are also scratch resistant and su↵er less from dampness and extreme temperatures. The
downside of this technology is cost. Both the printers and chemicals are expensive. As
a result, silver-halide printing is often used for images where skin tones, shades, and
highlights are important. Examples are portraits, wedding pictures, babies, nature,
and wildlife photographs. Also, any color images in art books or beautifully-printed
books. In contrast, inkjet is normally reserved for images where color and quality are
less important, such as text, travel, web images, and engineering and architectural plans.

1.25.5 Portable Printers

Street photographers should, and often do, ask for permission to shoot people in public.
As compensation, such a photographer may thank the model and o↵er to mail or email
him the image. As an alternative, a street photographer may decide to carry a small,
portable, battery operated printer on him and thank a cooperative subject by handing
them a printed (albeit low quality) print as soon as the shot is made. A traveling pho-
tographer visiting a poor country may in this way give someone the only printed image
of himself that he would ever have. These and other applications for a small, portable
printer are the reasons why several printer and camera makers have been developing,
improving, and making these printers for years.

As a typical example of a mobile printer in mid 2020, we look at the Fujifilm Instax
Share SP-2 mobile printer, currently selling on amazon.com for US $72. The following
are the main features of this printer:

A special, free instax share app sends images from a smartphone or a tablet to the
printer. If the image was shot by a camera, it has to be sent first to a smartphone and
be printed from there.

The printer has its own internal wifi network (it is a wifi hotspot), and the instax
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share app connects to this network, making it easy to print anywhere. Other mobile
printers may be bluetooth devices and they use this standard to pair with a smartphone.

The built-in battery recharges via a micro USB port. There is no need to replace
batteries.

There is no ink or toner to replace. The printer uses Fuji Instax mini instant film,
similar to the Polaroid film of old. Printing is done by exposing the Instax film inside the
printer. This process employs a laser and takes 10 sec. The film is then ejected from the
printer and automatically develops/fixes in 5–15 minutes. The film comes in cartridges
holding ten sheets each. Although unmentioned in the Fuji literature, the price of this
special film is the biggest expense of using this printer ($32 for five cartridges).

The images are printed at a resolution of 320 dpi and are small (800 ⇥ 600 dots).
Each RGB color has 256 levels.

The operating temperature range is 5� to 40� Celsius. There is a manual adjustment
control on the share printer app that makes it possible for the user to brighten or darken
the image before printing.

Users’ opinions vary, but in general it seems that in spite of their low quality (espe-
cially with black and white images), portable printers are fun and are getting better all
the time. They are appropriate for close-up scenes, such as portraits, that don’t have
too many details.

1.25.6 Print Longevity

We are now ready to discuss and understand the causes of short life of paper documents.
The main factor in degrading images on paper is light fade. Light from the sun consists of
many wavelengths and it also extends into the ultraviolet range (Figure 1.1). Ultraviolet
photons are energetic and can break down the chemical bonds of the ink particles,
thereby fading the colors of printed areas on the paper; this is a bleaching e↵ect. Indoor
lights have less ultraviolet, which is why keeping documents indoors reduces the e↵ect
of light fade.

The next factor a↵ecting printed images is dark fade, which is caused by high
temperature degrading the ink particles in the paper. Even normal indoor temperatures
slowly degrade both the colorants (ink or toner particles) and the paper.

The third factor a↵ecting longevity of printed images is air fade (also known as
ozone fade). Some printer papers are advertised as instant dry. Such paper is porous,
so it absorbs liquid ink very quickly. This is an advantage while printing, but airborne
pollutants and gases, especially ozone, can also penetrate porous paper and break up
ink particles. Air fade may degrade printed information very quickly, sometimes within
a few months, if the paper is also low quality.

The last factor mentioned here is humidity. High humidity may cause air molecules
to enter the paper and perturb (or even completely eject) colorants.

These factors are the reason why important documents should be kept under glass
in dark, clean-air rooms with continuously-controlled temperature and humidity.

Table 1.101 should give the reader an idea of the expected life of various printing
technologies.
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Print
technology

Display permanence
(glass protected)

Air fade resistance Storage permanence

Digital silver
halide

17–40 years, depending on
brand

Decades 100+ years w/quality pro-
cessing

Inkjet 100+years for some
brands of ink and paper, but
less than 5 years for others

Months for most dyes and
porous paper. Decades
for non-porous
(encapsulating) paper

100+ years for premium
brands. 200+ years for
some brands

Dye
sublimation

4–8 years lightfastness,
and up to 15 years

Decades for most brands Currently unknown

Table 1.101: Print Longevity Guidelines.

Behind every great shot there is a great lens.

—Canon advertisement



2
Digital Cameras

Current digital cameras are computer controlled and are so sophisticated and automatic
that a casual user can simply point and shoot, and does not need to know anything
about how the camera works. A serious camera user, on the other hand, may also be
curious and would like to know what’s inside the camera, what its main parts are, and
how pictures are recorded. This chapter is intended for such persons.

The chapter explains how a basic digital camera works and follows with a discussion
of basic photographic terms such as exposure, f-stop (Section 2.4), depth of field (Sec-
tion 2.6), shutter speed (Section 2.3), ISO (Section 2.8), white balance (Section 2.12),
and auto-focus.

2.1 Basic Components

The digital cameras we use today bear little resemblance to the large, bulky, and heavy
cameras used in the late 19th and early 20th centuries. Even the advanced film SLRs
made and sold in the 1960s (the Nikon-F and Asahi Pentax come to mind) were very
primitive compared with the photographic gear we have today. Today’s digital cameras
are marvels of engineering. They contain high-quality, precision lenses, many complex
mechanical parts and linkages, electric motors, and electronic components. A digital
camera is also controlled by a computer that is in turn driven by complex software
consisting of sophisticated, proprietary algorithms. Yet the basic components of the
camera haven’t changed since its earliest days. A camera (film or digital) consists of
a light-proof box with a lens, a variable aperture, a shutter, and an image-capturing
device (film or sensor, Figure 2.1a).

⇧ Exercise 2.1: The paragraph above contains the word “motors.” In most digital cam-
eras there is a miniature motor that zooms and focuses the lens. What other camera
functions may require motors?



214 2.1 Basic Components

(a)

Pentaprism

M
irr

or

(b)

Sensor

ShutterAperture

(c)

Figure 2.1: Basic Components.

The aperture is a diaphragm or iris (Figure 2.1c) that can open and close and
thereby vary the e↵ective diameter of the lens. An open aperture allows more light to
reach the sensor. The shutter is a device that normally covers the sensor and opens
momentarily, when the shutter release button is fully pressed, to allow light from the
lens to reach the sensor and record an image. The faster the shutter speed, the less light
reaches the sensor. The term exposure refers to the total amount of light impinging on
the lens while the shutter is open (sensor sensitivity, measured in ISO units, is also part
of the exposure and is discussed elsewhere). Mathematically, exposure is defined as the
product of the irradiance and exposure time. (Irradiance is the amount of light falling
on a unit area of the sensor per second. It is controlled by the aperture.) The exposure
depends mostly on the aperture and shutter speed and each a↵ects the final appearance
of the image di↵erently. It seems that we should always keep the aperture fully open,
to let the maximum amount of light into the camera and to allow for the fastest shutter
speed. A fast shutter speed certainly contributes to the sharpness of the image, but a
small aperture and slow shutter may be the ideal settings in certain situations.

Varying the aperture a↵ects not only the amount of light entering the camera but
also the depth-of-field (Section 2.6). Ideally, a lens with focal length d focuses precisely
at distance d. In practice, however, there is always a distance e such that objects at
distances from d� e to d+ e from the lens seem to be in focus, while objects closer than
d� e or farther than d + e seem blurry. (For large distances d, the focus range is closer
to [d� e, d + 2e] and for very large d, the range is [d� e,1].) The term depth-of-field
refers to the interval where objects seem to be in focus. Small values of e cause a shallow
DOF (or shallow focus), which is desirable in cases where the photographer wants to
emphasize one object while de-emphasizing its foreground and background. Conversely,
large values of e correspond to deep DOF (or large focus), which is what we normally
want when shooting landscapes.

The point is that smaller apertures increase the depth-of-field. Thus, to achieve a
large depth of field, the photographer should choose a small aperture, and compensate
by selecting a slow shutter speed. This combination is ideal for landscape photography,
where everything should be in focus. Conversely, if a shallow depth of field is preferable,
the photographer can open the aperture and compensate by selecting a fast shutter
speed. Such a choice is appropriate for portrait photography, where one object should
be sharp and everything else may be blurry.
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Note. Many low-end compact cameras do not have a variable aperture and many
do not even have a mechanical shutter with moving parts. In such a camera, there is a
special ND (neutral density) filter that helps control the exposure (Section 2.21). The
computer in the camera can insert the filter inside (or behind) the lens when needed.
Thus, the computer in an aperture-less camera tries to control the exposure by varying
the shutter speed, but if there is too much light, the computer may decide to insert the
ND filter, which decreases the amount of light by 2–3 stops (the term “stop” means to
double or halve). When the user zooms the lens, its focal length varies and with it, the
f-stop of the lens (Section 2.4). Zooming, however, is controlled only by the user, not
by the computer in the camera. End of note.

Section 1.3 discusses the human visual system and Figure 1.4 shows the main com-
ponents of the eye. We note that the eye has one component, namely the iris, to control
the amount of light hitting the retina, while a camera has three such components, the
aperture, shutter, and sensor sensitivity (the latter is discussed in Section 2.8).

2.2 The Viewfinder and Camera Types

Digital cameras have an LCD screen on the back, where the user can see the scene before
shooting as well as the final image after taking the picture. In addition, many cameras
also feature a small viewfinder. Figure 2.2 shows a typical optical viewfinder (OVF),
commonly found in small, inexpensive cameras. Light enters through the viewfinder
lens, which is separate from the main lens, and the photographer looks at the scene in
the eyepiece with one eye. The picture is composed, the camera is focused, and the shot
taken. The resulting image appears on the large LCD screen where it can be magnified
and examined closely.

Viewfinder lens

Image
sensor

LCD
screen

Main lens

Eyepiece

Figure 2.2: Basic Optical Viewfinder.

An OVF is very useful in situations where it is di�cult or impossible to view an
electronic screen because of strong backlight or much sunlight all around. A small
drawback of the OVF is a parallax error. The images seen by the main lens and the
viewfinder lens are slightly di↵erent. An OVF also features high-resolution. The scene
is observed on a lens, not on a small digital screen with limited resolution, so it looks
real. The OVF eyepiece displays a field of view slightly larger than that of the main
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lens, a feature that makes it easier to compose the picture while the user’s eye is glued
to the viewfinder.

On the other hand, the image seen in the eyepiece may be di↵erent from the final
digital image in important respects. Replacing the lens with a wider-angle or a telephoto
lens would change the view from the main lens, but not what the user sees in the OVF
eyepiece. The final image may be blurry because of bad focusing. It may feature a
shallow DOF or may be too bright or too dark, but none of this is reflected in the OVF,
because the image seen in the eyepiece comes from the viewfinder lens, not from the
main lens.

An alternative to an OVF is an electronic viewfinder (EVF), commonly found on
high-end cameras. Figure 2.3 illustrates the principle. Light enters the main lens and
is sent up through mirrors to the small LCD screen of the EVF. The user looks at the
scene on this screen, which is not a lens but consists of pixels. Currently, in 2018, EVF
screens pack between 2 million and 4.4 million LED or OLED pixels. Figure 2.3 is just a
schematics of the principle, not a real EVF found in cameras. The main problem of EVF
is that the light has also to be sent, through the shutter, to the image sensor. Another
problem is that the image generated by the main lens is upside down. It’s fine to send
an upside-down image to the sensor, but the image has to be flipped vertically before it
is sent to the EVF screen (the arrangement of two mirrors shown in the figure works as
a periscope and does not flip the image). These problems are solved in di↵erent ways
in the di↵erent camera types. The chief types of EVFs are reflex pentaprism, reflex
pentamirror, twin-lens reflex, hybrid rangefinder, and coincident rangefinder. These
types are discussed briefly here and are covered in more detail in Chapter 3.

EVF
screen

Figure 2.3: Basic Electronic Viewfinder.

The image seen on the small screen of an EVF comes from the lens and is therefore
identical to the final image. It reflects the DOF and exposure settings that will be used
to generate the final image, but it is small. An EVF consumes electric power (a spare
battery is important) and is harder to watch in bright sunlight than an OVF.

There is also a hybrid viewfinder (HVF), where the user can select either the optical
or the electronic view with the flip of a switch. The Fuji X100 and X-Pro1 cameras
feature this type of viewfinder, whose operation is illustrated by Figure 2.4.

When the OVF is selected (a small switch at the front of the
camera selects the viewfinder mode), light enters through a small
window at the front, passes through the open viewfinder shutter
and hits the half mirror, where it combines with the information
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coming from the LCD panel. This information, which can be customized, includes
the camera mode, exposure (aperture, shutter speed, and ISO), a histogram, exposure
compensation, an electronic level indicating whether the camera is level, battery level,
state of the flash, focusing mode, the AF target, and many other items that are user
selected. All this is superimposed on the scene observed by the photographer in the
eyepiece. As always, the scene is “real,” not pixelated, but the image su↵ers from
parallax and does not reflect the DOF and brightness of the final photograph.

open close

Half Mirror

Viewfinder shutter

LCD panel

LCD panel

Eyepiece

info display

live view

Figure 2.4: Basic Hybrid Viewfinder.

When the EVF is selected, the viewfinder shutter is closed and the image seen by
the user in the eyepiece is a live view that comes (through the lens) from the small 0.47-
in, LCD panel. The resolution of this panel is 1.44 Mpixels, so the image is somewhat
pixelated, but the photographer can check the DOF, white balance, and focus before
shooting.

Articulating Screens

Articulating screens are becoming popular, so here is a short digression defining
them and discussing their properties. An articulating screen is a screen (LCD) that
is not fixed, but can be repositioned using a hinge or pivot point (Figure 2.5). Such
a screen is also referred to as flip-out screen, flip screen, adjustable screen, articulated
screen, or hinged screen. There are three main types of such screens, classified by the
way they move:

A tilting or tiltable screen can move about a single axis. It either opens like a door
or it slides up/down and tilts.

A swivel screen moves around two perpendicular axes, so it tilts and swivels. Other
names for this type are vari-angle screen, variable angle screen, fully articulated screen,
fully articulating screen, rotating screen, multi-angle screen, flip-out-and-twist screen,
twist-and-tilt screen and swing-and-tilt screen.

A cross-tilt screen (also flexible-tilt or flex-tilt screen) can move around several
angles. It can tilt (horizontally and vertically) and rotate while staying aligned with the
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lens axis. However, this type cannot be turned all the way up, down, or to the side so
it can be seen from the front of the camera for selfies.

The main advantages of an articulating screen are flexibility and unobtrusiveness.

The remainder of this section covers the principles of several camera types.
Single Lens Reflex. Figure 2.1b shows a typical DSLR (digital-single-lens-reflex)

camera. The light from the lens strikes a mirror that is placed at 45� to the camera’s
axis (this is its finding or viewing position). The mirror reflects the light to a pentaprism
located above it, from which the light is sent to the viewfinder. The user is in e↵ect
looking through the lens, seeing exactly what will strike the sensor when the shot is
taken. When the shutter button is fully pressed, the mirror swings up to its taking or
retracted position, allowing the light to reach the shutter. Thus, during the interval
when the picture is taken, the viewfinder is dark. Most camera shots last only a fraction
of a second, which is why the dark viewfinder is not considered a problem, but when a
picture requires a very slow shutter speed, perhaps a few seconds, the dark viewfinder
may annoy the user. Section 3.2 has more information on this important and popular
camera type.

Cameras don’t take pictures, people do.
—Anonymous.

Single Lens Translucent. In 2006, Sony started making its product line of alpha
cameras. Most of these cameras are DSLRs and mirrorless, but some alphas are based
on a di↵erent principle and are referred to as SLT (single lens translucent) or TMT
(translucent mirror technology) cameras. SLT cameras are di↵erent from DSLRs because
they lack a pentaprism and employ an electronic viewfinder. Instead of a mirror, an SLT
has a beam splitter (a semi-transparent, not translucent, mirror) that sends 70% of the
light to the shutter and deflects the remaining 30% up to the automatic-focusing (AF)
sensor. There is no pentaprism. Notice that the term SLT is a misnomer, because the
beam splitter (the technical term is a pellicle mirror) is not a translucent mirror. An
interesting point is that although the mirror does not flip, it can still be pivoted by
hand and moved out of the way to permit the user to clean the sensor (an important
operation). See Section 3.3 for more information.

Twin Lens Reflex. Another camera class based on a mirror (this time a fixed mir-
ror) is TLR (twin-lens-reflex, Section 3.4). Such a camera has two lenses with identical
focal lengths. The top lens (the viewing lens) serves only to project the image, through
a 45� fixed mirror, onto the viewfinder, which is watched by the user from above. The
bottom lens (the taking lens) is used to project the image on the sensor. The main
drawback of this type is that the two lenses do not see exactly the same image. The
image seen through the viewfinder (Figure 3.6a) is slightly di↵erent from the image seen
by the lens and projected on the sensor (Figure 3.6b). This vertical shift in the apparent
position of the subject is referred to as a parallax error and it exists also on rangefinder
cameras. Also, TLRs are large, because of the space required for two lenses.

Rangefinder. Next we find the rangefinder cameras. A rangefinder is a device
that computes the distance to an object using the familiar method of triangulation.
In a rangefinder camera, the viewfinder “looks” through two windows, not through
the lens. Current digital rangefinders normally employ an electronic viewfinder, while
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Figure 2.5: Articulating Screens.
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older rangefinder cameras used a coincident viewfinder, a device that is described in
Section 3.5.

Point-and-shoot (compact) cameras. Compact cameras, known also as point-
and-shoot, are small (most fit comfortably in a pocket), inexpensive, and mostly auto-
matic digital cameras. They are very popular (mostly with users who are not experienced
photographers, but like to take snapshots), due to their low price, compactness, and ease
of use. Appendix C is a detailed buyer’s guide for those who are planning to purchase
such a camera. Economists and others who watch trends in the photography world claim
that compact cameras are currently losing their niche of the market to the ever-more-
sophisticated cameras found in mobile devices, such as cell telephones. According to
the NPD Group, 2010 was the best year of the compacts, when they took 52% of all
photos shot in that year. Since then, the share of compacts has dwindled. Reference
[camera-ship 13] has more to say about this trend.

In a compact digital camera, light enters through the lens and strikes the sensor
continuously. The sensor reads the changes in the light and bu↵ers them to the LCD,
where users can watch the scene unfold in real-time. When the shutter release is pressed,
the constant stream of light hitting the sensor is saved to memory until the shutter closes
o↵ the stream.

See Section 3.10 for more information.
View cameras. The view camera (Figure 3.12) immediately reminds us of old

times, and for a good reason. This design was developed in the 1840s, during the
first years of modern photography. The view cameras of today (Section 3.6) are much
improved versions of the original but resemble it overall. The main component is the
flexible, light-tight bellows, located between the rear and front standards. The rear
standard has a large piece of ground glass that serves as the viewfinder. Once the
photographer has composed and focused the camera, a film (or image sensor) holder is
placed behind the rear standard and the photographer can press the shutter release and
take the picture. The front standard holds the lens, aperture, and shutter assembly and
can slide back and forth to provide precise focusing.

Cell telephones and mobile devices. More and more of these devices have
cameras, sometimes even two cameras, looking back and front. The main advantage
of a camera in a mobile device is that it is always with you, ready to be used; there
is no need to carry any other device. At the time of writing, early 2013, cameras in
mobile devices are still in their infancy, but are getting better all the time and are even
starting to replace the point-and-shoot (compact) cameras. However, because of the
rapid development of these devices it makes sense to wait until they reach maturity,
which is why they are not discussed further in this section.

Adding a camera to a cell phone may seem like an obvious thing to do, but the
person who first thought to do this probably impacted photography more than Cartier-
Bresson and Adams combined.

—Steve Johnson, The Minimalist Photographer, 2013.

There are so many types of cameras that the classification above, by the viewing
system, is often insu�cient. Cameras can also be classified by their sensor size, whether
they have interchangeable lenses, by the amount of control they o↵er the user (i.e.,
whether the camera has the P, A, S, M modes or just an automatic mode), and by their
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price range (very important). Thus, an aspiring photographer must study the di↵erent
camera types and their properties before deciding which camera(s) to buy. There is no
single type of camera that is ideal for all photographic situations (but as the following
quotation indicates, some camera makers think otherwise).

The GE X600—an ideal camera for any occasion.
—Seen on the Internet.

⇧ Exercise 2.2: (Semi serious.) The other day I took a walk around the nearby park,
and as usual I had my trusted camera with me, hoping to shoot that once-in-a-lifetime
picture. The day started overcast and foggy, but I managed to take a few shots of
children playing by the pond. Then the sun came out. I started looking for subjects to
photograph, and very soon I noticed an unusual pair of birds, one red and the other blue,
standing at the edge of the pond, lovingly looking at each other. Full of expectations,
I lifted my camera, and to my horror could see nothing on the screen. I tried the
viewfinder; nothing. I turned the camera o↵ and on, still nothing. I panicked. My
beautiful camera, not old, always in perfect order, was dead. Then I accidentally hit the
shutter release and heard the usual sounds. The camera did take a picture. It wasn’t
dead, only blind.

And then the answer hit me. It was so simple I had to laugh.
What was it?

2.3 The Shutter

The shutter of a camera is a mechanical or electronic device that normally blocks the light
from reaching the sensor and only opens for the duration of a shot. This duration (the
exposure time or shutter speed) is usually short and often very short (a small fraction
of a second), so a mechanical shutter must be lightweight and the shutter timing must
be very accurate.

Many cameras (but mostly low end) use a focal-plane shutter.
Recall that the lens projects a sharp image of the subject on the fo-
cusing plane, which is normally di↵erent from the focal plane. Also,
the focal plane of a lens depends on its focal length which may vary
because zoom lenses have variable focal lengths and interchangeable
lenses have di↵erent focal lengths. Thus, it is inaccurate, perhaps
even meaningless, to say that a focal-plane shutter is located in the focal plane. This
type of shutter is actually mounted immediately in front of the sensor. Cheaper cameras
use a leaf shutter, which is part of the lens and is placed either inside the lens or right
behind it. In its simplest form (see figure), a leaf shutter consists of a shutter plate with
a central hole and a small metal blade (the leaf) covering the hole. During an exposure,
the shutter timer pivots the blade away to open the hole, and then places it back to end
the exposure. More complex leaf shutters consist of two blades or even several blades
that form a diaphragm.
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Figure 2.6: A Leaf Shutter.

⇧ Exercise 2.3: Design a leaf shutter with four blades, similar to Figure 2.6.

Even though the term shutter speed includes the word speed, it
refers to time, the exposure time. Thus, a complete shutter mech-
anism requires a timer. Old, mechanical cameras had pneumatic
or clockwork timers, but today’s electronic digital cameras employ
accurate electronic timers. In old cameras, the exposure time was
selected by the user (see figure), but today’s cameras, especially the
less expensive ones, are mostly automatic. The user can select a shutter speed only in a
manual mode of the camera. Shutter speeds may vary from very fast (a small fraction of
a second, in order to freeze fast moving objects) to very slow (several seconds, to allow
shooting in dark environments or dim objects). Fast shutter speeds of 1/d seconds are
indicated by d. Thus, 500 means an exposure lasting 1/500 s. Slow shutter speeds of a
second or more are indicated by a quote. Thus 7" means seven seconds. Many cameras
also support other shutter speeds such as B (bulb, keeps the shutter open as long as the
shutter release is held) and T (time, keeps the shutter open until the shutter release is
pressed again). The term “bulb” comes from old shutter release cables where the user
had to squeeze a rubber bulb to cause the cable to press the shutter button.

Many experienced photographers consider shutter speed the most powerful control
of the camera.

A common focal-plane shutter consists of two curtains, front and rear, that move
independently. In old cameras, these curtains were made of cloth, but in current cameras
each curtain consists of several thin plastic or steel blades. when a curtain is open, the
blades are out of the way. When the curtain closes, the blades drop down one by
one. Figure 2.7 illustrates the operation of such a shutter for slow shutter speeds (long
exposures). The steps are as follows:

Closed ClosedFully open1st curtain
dropping

2nd curtain
dropping

Figure 2.7: A Slow Shutter.
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Normally, the front curtain is closed and it covers the sensor.

When the shutter release is pressed, the front curtain starts opening, uncovering
the sensor.

After the exposure time is over, the rear curtain starts moving, at the same speed
as the front curtain, covering the sensor.

Exposure is complete. The camera reads the values of the photosites in the sensor,
computes their colors, and prepares and compresses the image pixels.

The shutter re-cocks; the curtains return to their initial positions. alternatively, the
curtains may stay in their positions and simply change tasks. The rear curtain becomes
the front curtain for the next shot.

When fast shutter speeds (short exposures) are required, the curtains perform a
more complex dance. This typically happens when exposure times are shorter than
about 125–250. Figure 2.8 illustrates the following steps:

Closed ClosedBoth curtains
dropping

1st curtain
dropping

2nd curtain
dropping

Figure 2.8: A Fast Shutter.

When the shutter release is pressed, the front curtain starts opening, uncovering
the sensor.

After a while, the rear curtain starts moving, at the same speed as the front curtain,
covering the sensor. The e↵ect is of a slit moving down the shutter, exposing lower and
lower parts of it.

The front curtain drops all the way, followed after a while by the rear curtain.

Exposure is complete and the shutter re-cocks.
This complex sequence of steps ensures that each part of the sensor is exposed

for the same amount of time. It is also clear that a focal-plane shutter is based on a
principle of varying opening/constant speed. The curtains always move at the same
speed, and fast shutter speeds are implemented by varying the opening (i.e., the time
delay) between the curtains. Reference [Shutter video 19] illustrates the points discussed
here by actually showing shutters opening and closing.

⇧ Exercise 2.4: At fast shutter speeds, a slit between the shutter curtains moves down,
exposing first the top of the scene and then lower parts of it. Thus, in the final image,
we see the top of the scene at a slightly earlier time than the bottom of the scene. Is
this claim true?
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A short digression. Firing of the flash must be synchronized with the opening of
the shutter. There are two types of flash synchronization, front (or first) curtain and
rear (or second) curtain. The former fires the flash at the start of the exposure, while
the latter fires it at the end of the exposure. Often, the two types produce the same
result, but if the subject is moving, there is a subtle di↵erence between them.

Imagine shooting a moving car in the dark, with the help of a flash. If the shutter
speed is slow, the car will move a few yards while the shutter is open, which creates a
blur e↵ect. If rear-curtain sync is used, the car will be brightly illuminated momentarily
at the end of the blurry sequence. The overall e↵ect will be that of a car dragging a
blurry image of itself behind it, thereby creating the e↵ect of speed (Figure 2.13). The
car is speeding and it leaves a light trail behind it. However, if front-curtain sync is used,
the car will be brightly illuminated momentarily at the start of the blurry sequence. The
overall e↵ect will be that of a car preceded by a blurry image of itself, which somehow
does not look real. (End of digression.)

Figure 2.9 illustrates a similar focal-plane shutter design where the two curtains
move horizontally. Such curtains may be made of cloth or from very thin metal (titanium
is a favorite choice for high-end cameras). A motor (not shown) rotates the curtain-1
shafts to move the gray curtain to the right, thereby exposing the (green) sensor. A
while later, the same motor, still spinning at the same speed, is engaged to the curtain-2
shafts and it drags the cyan curtain to the right, in order to block the light to the sensor.

Curtain 2

Curtain 1 shafts

Curtain 2 shafts

Curtain 1Sensor

Figure 2.9: Horizontal Shutter Curtains.

⇧ Exercise 2.5: What is the main di↵erence between vertical and horizontal shutter
curtains?

Figure 2.10 is a complex diagram of a typical high-end focal-plane shutter where
each curtain consists of five metallic blades. This type of shutter is often referred to as
a Copel square shutter, because it was first invented by engineers at the Copel company
in the early 1960’s. The diagram in the figure is part of United States patent 6,805,500
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[Miyazaki 04]. The figure shows five blades, numbered 6–10, of a bottom-curtain. Each
blade is controlled by an arm and all the arms are linked to a main lever (4) that pivots
about a shank 1d. A pin 4a on lever 4 slides along a curved slot 1b thereby guiding
the individual arms such that the blades go down at a constant rate, exposing the
rectangular hole 1a gradually.

The complete shutter mechanism includes another five-blade top-curtain that is not
shown in the figure. This curtain is similar and is also controlled by five individual arms
linked to a single main lever that pivots about shank 1e and is guided by slot 1c.

Figure 2.10: A 5-Blade Shutter Curtain.

When the shutter release is fully pressed, two springs (not shown in the figure),
spring into action. They pivot the two main levers to drop first the bottom-curtain (to
expose the sensor) and then the top-curtain (to cover the sensor). An electromechanical
solenoid is then actuated by the camera’s computer to recock the shutter (raise the
bottom-curtain and then raise the top-curtain while tightening their springs).

Figure 2.11 illustrates the operation of a simple Copel square shutter. Only one
curtain is shown, consisting of three blades. It is easy to see how the blades are retracted
when the two arms swing up. The blades in the figure are semi-transparent and have
di↵erent colors, to make is easy for the viewer to visualize their movements. In a real
camera, the blades are solid and black (in fact, most internal camera components are
black, to absorb any stray light).

Website youtube.com has several videos that demonstrate, in slow speed, how a
focal-plane shutter opens and closes and how an SLR mirror flips up and down.

The boundary between the slow and fast shutter speeds is called the X-sync speed
and it has to do with the operation of the flash. With slow shutter speeds, there is a
moment when the entire sensor is exposed to light. If the flash is required, it fires at
that moment. However, with fast shutter speeds there is no such moment. Whenever
the flash fires, only part of the sensor (a slit) is exposed, leading to uneven exposure.
This problem is solved in di↵erent ways, the most common of which is to fire the flash
several times, to ensure that the entire sensor is exposed uniformly. Modern focal-plane
shutters have X-sync speeds of around 1/250 sec.

Focal-plane shutters are common, but they also have several shortcomings, listed
here. The main drawback has to do with moving subjects. When both curtains drop
along the sensor, creating a moveable slit, each point on the sensor is exposed for the
same amount of time, but not at the same time. As a result, a very fast moving subject
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Three blades

Two arms

Sensor

Figure 2.11: A Simple Copel Square Shutter.
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may result in a blurry image. A focal-plane shutter is noisier than a leaf shutter and
causes more camera vibrations. Finally, if the camera is left with sunlight falling on the
lens and the mirror in the up position, the excessive heat may burn a hole in a closed
plastic shutter curtain.

There are other types of shutters. The revolving drum focal-plane shutter is used
in rotating cameras. Such a camera (Section 3.16) works by rotating on its base, trans-
ferring the image to the film while moving the film in the opposite direction, so the film
stays stationary relative to the ground. The shutter stays open during the rotation. The
Globuscope camera is an example.

Electronic Shutter

The discussion above includes the sentence “When the shutter release is pressed,
the front curtain starts opening, uncovering the sensor.” Once the front curtain starts
moving, the sensor is exposed and the exposure begins. Currently (in 2020), most
cameras feature mechanical curtains where the movement of the front curtain may create
slight vibrations that result in a blurred image. It therefore makes sense to replace the
front curtain with an electronic shutter, which has no mechanical parts and causes no
vibrations. In contrast, similar vibrations caused by the movement of the rear curtain
may come “too late” to ruin the image, because this curtain closes the sensor after the
exposure. Thus, a shutter with an electronic front curtain and a mechanical rear curtain
is useful and is referred to as a hybrid shutter, while a shutter system with two electronic
curtains is termed a full electronic shutter. In many cameras the user can choose the
type of shutter. A full electronic shutter is also found in mobile devices which are small
and must minimize the use of mechanical parts.

Electronic shutters are vibration free and silent. They are also much faster than
their mechanical counterparts. While a mechanical shutter is limited to 1/16000 sec,
electronic shutters can easily operate at twice this speed and more.

An electronic shutter is not really a shutter. It works by keeping the shutter open
and using the image sensor itself as the shutter. The sensor is cleared and an exposure
starts. When the exposure is supposed to end, the content of the sensor is copied to a
memory bu↵er of the same size as the sensor. If all the pixels are copied simultaneously,
we have a global shutter. If the sensor is transferred row by row, the result is a rolling
shutter.

A rolling shutter creates a problem that must be solved before such a shutter can
become practical. The problem, in essence, is that it takes time to copy a row of pixels
from the sensor to the bu↵er, and the remainder of the sensor is still exposed during this
time. Assume that the exposure time is 1/100 = 0.01 sec or ten milliseconds, the sensor
has 3000 pixel rows, and it takes eight microseconds (8µsec) to copy a row of pixels.
The image is exposed for 0.01 sec, and the first row of pixels (row 0 of the sensor) is
immediately copied. During the time it takes to copy it, the remaining rows 1–2999 are
still exposed. These rows therefore get an extra 8µsec of exposure. While the second row
(row 1) is copied, rows 2–2999 remain exposed (for another 8µs), and so on. This means
that the bottom row remains exposed for a total of 0.01 + 2999⇥ 8 · 10�6 ⇡ 0.034 sec.
This row receives 34 extra milliseconds of exposure before it too is copied into the bu↵er.

The solution to this problem is to clear each row of pixels eight microseconds after
the row above it. Once cleared, the row begins its exposure. This way, each row is
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exposed for the same period of time, but not at the same time, which creates the Jello
e↵ect that is so well illustrated in Figure 2.13.

Thus, it is best to use the electronic shutter of a camera as a DOF control, and not
for short exposures. Imagine trying to shoot a scene with a shallow DOF on a bright
day. The user opens the aperture to its maximum, to achieve the shallowest DOF, but
the sun is bright and the shutter speed that matches this aperture is too fast for the
mechanical shutter of the camera. This is when an optional electronic shutter is most
useful.

⇧ Exercise 2.6: How can such a shot still be achieved even if the camera doesn’t have
an electronic shutter?

The advantages of an electronic shutter are silent operation, fast frame rate, and
greatly reduced vibrations and blur. The advantages of an mechanical shutter are re-
duced roller shutter distortion and fast flash synchronization speeds.

The following comments/warnings are copied from the User’s Manual of the Pana-
sonic Lumix G7 camera:

When a moving subject is recorded with the electronic shutter, the subject
may appear distorted on the picture.

When the electronic shutter is used under fluorescent or LED lighting,
etc., horizontal stripes may appear on the picture. In such cases, lowering the
shutter speed may reduce the e↵ect of the horizontal stripes.

Be sure to pay special attention to the privacy, the likeness rights, etc. of
the subject when you use this function. Use at your own risk.

Curtain speed and exposure time

Photographers often confuse the two terms “shutter speed” and “exposure time.”
However, it is easy to see why a faster shutter is not the same as a shorter exposure
time. Figure 2.12a shows two curtains moving down, exposing the image sensor to
light. The distance between the curtains is the constant d and the green dot is at the
bottom of the exposed area. In Figure 2.12b, the curtains have dropped in unison, the
distance between them is still d, and the green dot is now at the top of the exposed area.
During the time t it took to expose this area, the curtains have dropped a distance d,
or equivalently, the green dot went a distance d from the bottom to the top.

(a) (b)

d
{

d
{

Figure 2.12: Curtain Speed and exposure Time.

The units of speed are distance over time, so we can write the simple relation
s = d/t, where s is the speed of the curtains and t is the exposure time. Thus, s and
t (shutter speed and exposure time) are not identical, are not even equivalent, but are
inversely proportional. A fast shutter speed leads to a shorter exposure time.
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In practice, varying the exposure time is done by varying the distance d between the
curtains, and this is achieved by varying the delay between the start of the first curtain
and the start of the second curtain. The relation t = d/s shows how, for a constant s,
the exposure time t is proportional to the distance d.

Here are some illustrating numerical examples. The height of a 35 mm film (or a
full-frame sensor) is 24 mm. Suppose that our longest exposure time is one second. We
drop the first curtain all the way down, and then immediately drop the second curtain
down (in other words, we select d equal to the height of the sensor, 24 mm). Each
curtain has to cover the distance of 24 mm in one second, which corresponds to a speed
of 24 mm/s or 0.0864 km/h (0.0537 mph), extremely slow compared with the typical
human walking speed of 5 km/h. In order to get an exposure of 1/100 s, we keep s the
same and set d to 1/100 of what it was, i.e., 0.24 mm. The curtains are dropped at the
same speed of 24 mm/s, leading to exposure time of t = d/s = 0.24/24 = 1/100 second.

However, even though the exposure time is 1/100 s, it takes a full second to complete
the shutter operation. If the subject moves during this time, it would appear distorted
and elongated in the final photo (Figure 2.13). This is often referred to as the Jello
e↵ect. Also, a narrow gap of 0.24 mm between the curtains may cause di↵raction e↵ects
and lead to a blurry image. Our principle is fine, but it is better to drop the curtains
faster.

Figure 2.13: Elongated Distortion Introduced by a Slow Shutter.
From Bundesarchiv, Bild 183-1991-1209-503 / CC-BY-SA.

Let’s therefore assume that the curtains cover the 24 mm height of the sensor in
1/100 s. Thus, the speed s equals 24/(1/100) = 2400 mm/s. This is still not very fast.
It equals 8.64 km/h or 5.37 mph, slightly faster than walking speed. If we need longer
exposure times, we have to fully drop one curtain, wait, and then drop the other curtain.
For shorter exposures, we set d to less than 24 mm. For a fast exposure of 1/1000 s,
for example, we write d = s · t = 2400 · (1/1000) = 2.4 mm, or 10% of the height of the
sensor.
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High-end cameras often o↵er exposure times as short as 1/8000 s. It is not clear
how camera makers achieve such speeds, but here are two ideas.

If we set the curtains speed to s = 9600 mm/s (about 35 km/h), we can achieve an
exposure time t of 1/8000 s with a gap d = s · t = 9600 · (1/8000) = 1.2 mm, not too
small.

Implement several values for the curtain speed s. For long exposures of a second
or more, s may be set at 24 mm/s. For exposures that last hundredths of a second, s
should be set at 2400 mm/s, and for exposures of less than 1/1000 s, s should be set at
the fast 9600 mm/s. This requires very lightweight curtains, probably made of titanium,
and a sophisticated curtain mechanism that can operate at three di↵erent speeds very
accurately.

When the light is low, the shutter speed is slow.
—Unknown

2.3.1 Shutter and Live Preview

When the camera features live preview (Section 3.2) light has to strike the sensor all the
time, so the shutter has to stay open between shots. In such a case, the operations of the
two curtains during an exposure are di↵erent. The main point is that the shutter has to
close and the sensor has to be cleared just before it is exposed for the next shot. Also,
the shutter has to close right after a shot, so that the photosites in the sensor could be
read without being further modified by light. The new steps are as follows:

The front curtain closes the shutter and the sensor is cleared.

Both curtains perform the steps listed on Page 223.

When the rear curtain has fully closed, the exposure is over. The pixel values
are read, computed, and stored in the camera’s internal memory bu↵er. (Later, when
demosaicing and other image processing operations are over, the image is written to the
memory card.)

The shutter opens again to allow light to reach the sensor and continue the live
preview.

It is clear that the curtains have to work twice as hard as in a traditional shutter.
This drawback results in a slow and noisy shutter that also wears out faster.

A more sophisticated and practical solution is the electronic front curtain shutter
(EFCS). It has only one mechanical curtain, the rear one. It works as follows:

When the shutter release is fully pressed, the shutter stays open. Instead of a front
curtain closing the shutter, the sensor is cleared electronically, row by row, in the same
direction and at the same speed as a front curtain would have covered it. After each
pixel row is cleared, its exposure immediately starts.

When the exposure time is over, the mechanical rear curtain starts moving (at the
same speed as the row clearing in the previous step) covering the sensor row by row.

The sensor is now fully covered, so the camera can read the photosite values and
process the image.
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The rear curtain now fully opens, allowing for light to reach the sensor and continue
the live preview.

This type of shutter has many advantages. There are few mechanical parts, and the
missing front curtain means no vibrations preceding the exposure. Also, the delay from
the point the shutter release is pressed to the point where the exposure starts is greatly
reduced, because there is no need to wait for the front curtain to start moving. For fast
shutter speeds (about 1/250 s and faster) the electronic front curtain synchronizes with
the mechanical rear curtain to obtain a slit exposure.

Notice that a mechanical rear curtain is still needed. An electronic rear curtain
would mean moving along the sensor, clearing rows of pixels, but that would erase the
image just exposed in the sensor before it has been processed. The mechanical rear
curtain stops light from reaching the sensor until it is safe to do so.

An electronic front curtain shutter, also called electronic first shutter curtain (EFSC),
is implemented in almost all Canon EOS DSLR cameras with live preview (Canon calls
it live view). In some DSLRs, there are two shutter modes, normal and silent. The
latter works as discussed earlier, with just a rear curtain. The former mode employs the
two curtains in the traditional way.

2.3.2 Mirror Slap and Shutter Shock

DSLR users know that when the mirror swings out of the way during exposure, it creates
vibrations which are referred to as a mirror slap. These vibrations may result in a blurry
image because they occur when the shutter is open and the image is recorded by the
sensor. Mirror slap is especially noticeable for medium shutter speeds. During a slow
exposure, very little light enters the camera during the vibrations, because little light
arrives in each time unit. Thus, the e↵ects of mirror slap are minimal. During a fast
exposure, the entire exposure may be over before the e↵ect of the vibrations is felt.
Consequently, mirror slap has little impact in such cases. However, when the shutter
speed is in a medium range, perhaps around 1/60 second, mirror slap may become a
problem, especially when the camera is placed on a hard surface.

Mirrorless cameras do not have a mirror, so do not su↵er from mirror slap, but have
to contend with a di↵erent e↵ect, known as shutter shock. In such a camera, the shutter
is normally open and the sensor feeds a continuous image (live view) to the rear LCD
screen. As a result, an exposure in a mirrorless camera is done in the following steps:

The shutter is closed.

The image sensor is erased. Live view stops for a short time.

The shutter opens and the exposure starts.

The shutter closes and the exposure ends.

The shutter opens again to continue the live view.

⇧ Exercise 2.7: What is the di↵erence between live view and mirror lockup (Section 5.3.1)

As a result, the shutter has to close and open twice during each exposure, and this
double motion causes vibrations that have become known as shutter shock. Actually,
the opening of the shutter in the last step takes place after the exposure has finished, so
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it does not contribute to the shutter shock. Blurring as a result of shutter shock occurs
in shutter speeds of 1/20 to 1/200 second.

The main contribution to shutter shock is made by the first step, in which the
shutter closes to allow for a complete erasure of the image sensor. This step, as well
as its successor, can be replaced by an electronic front curtain shutter (EFCS), which
works as follows:

When exposure starts (in step 3 above), the shutter stays open while the image
sensor is cleared. The sensor is cleared pixel row by pixel row, in the same direction and
at the same speed as with a conventional (mechanical) shutter. Once a row of pixels is
cleared, it immediately receives light from the scene. When the exposure time is over,
the shutter starts closing, obstructing the view of the sensor pixel row by pixel row, in
the same direction as before.

This type of shutter not only reduces shutter shock but also increases the life of the
shutter blades because they have to move only twice for each shot, instead of four times.

2.3.3 Shutter Speeds

An automatic camera selects a shutter speed (and an aperture and ISO) to obtain perfect
exposure. The idea is that the same amount of light should reach the sensor in every
shot. However, shutter speed is only one of the three components of the golden trio of
exposure. The other two are aperture and ISO. Each of the three a↵ects the exposure
and through it, the final image quality, but shutter speed is special because it is the
component that allows us to capture the moment, perhaps the most important goal of
photography. Each component is also associated with an important feature of digital
photography. Aperture is associated with depth-of-field (Section 2.6), shutter speed is
associated with motion blur, and ISO is associated with image noise. So, in its automatic
mode, how does a camera decide which values to assign the three golden components?
Two approaches are outlined here.

Approach 1. Most cameras simply measure the amount of light entering the lens
and use this as the only input to determine the three components of the exposure. The
camera’s internal computer follows a simple sequence of steps (an algorithm) such as the
following (we ignore ISO for simplicity): Input the light intensity from the light meter.
Compute all the pairs (aperture, shutter speed) that result in perfect exposure for this
level of illumination. Reject those pairs where the shutter speed is too low (they might
cause a blurry image because of camera shake) or where the aperture does not exist in
the current lens. Out of the remaining pairs choose the middle one.

Here is an example. Suppose that the light intensity measured by the light meter
would result in perfect exposure for an aperture of f/4 and shutter speed 250 (1/250 s).
In principle, all the pairs (aperture, shutter speed) below would also result in the same
exposure

(0.7, 8000), (1.0, 4000), (1.4, 2000), (2, 1000), (2.8, 500), (4, 250), (5.6, 125), (8, 60),
(11, 30), (16, 15), (22, 8), (32, 4), (45, 2), (64, 1), (90, 2”), (128, 4”), (180, 8”), (256, 16”).

These are referred to as reciprocal pairs. However, the last 10 pairs correspond to low
shutter speeds and should be rejected. Assuming that f/1.4 is the lowest f-stop of the
current lens, then the first two pairs must also be rejected. This leaves the six pairs
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(1.4,2000) through (8,60), and either of the two middle pairs (2.8,500) and (4,250) can
be selected by the camera.

Many cameras have a useful feature, termed program shift, in their P (program)
mode. You set the camera to the P mode, press the button halfway to let the camera
determine the right exposure, and then turn a dial to flip fast through all the reciprocal
pairs for that exposure. This is handy when a certain DOF is needed. The following
is quoted from page 167 of the user’s manual of the Canon S110 camera: “AE: Auto
Exposure. After the exposure is locked, you can adjust the combination of shutter speed
and aperture value by turning the main dial (Program Shift).”

Figure 2.14 is an example of a program shift. The top row of each lightmeter display
is the shutter speed and the bottom row is the f/number. The 12 lightmeter displays
are arranged in increasing f/stops (decreasing apertures) from 6.3 to 22, and increasing
exposure times (from 1/50 to 1/4 sec).

7.1, 40

13, 13

14, 10

16, 88.0, 30

6.3, 50

9.0, 25

20, 5

11, 15

18, 6

10, 20

22, 4

Figure 2.14: Pairs of Equal Exposure.
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A nice picture, too bad it was shot in program mode.
—Anonymous.

The precise algorithm used by a camera to determine exposure settings is propri-
etary because it takes much time and e↵ort to design, debug, and fine tune it. Here we
show only a starting point, based on the little-known sunny 16 rule. In bright light, if
the camera is set at f/16, the rule says that the appropriate shutter speed should be
the inverse of the ISO. Thus, for ISO 100, the correct shutter speed at f/16 should be
1/100 s, whereas the correct speed at f/4 (opening the aperture four stops from f/16)
should be 1/1600 s (four stops faster). The di↵erence between these two settings is, of
course, the DOF (deep for f/16, shallow for f/4). This suggests the following approach
to setting exposure. First choose an aperture setting that would ensure good DOF,
although perhaps not the deepest (because the smallest aperture, which produces the
deepest DOF, may su↵er from image softening as a result of di↵raction). Next, apply
the sunny 16 rule to determine the correct shutter speed for the chosen aperture. Next,
compute all the reciprocal exposure pairs, reject some as discussed earlier, and out of
the remaining pairs choose the one with a shutter speed that will minimize the risk of
camera shake.

The sunny 16 rule can be generalized to other types of daylight illuminations as
follows

Snow/sand = f/22, Sunny = f/16, Slight overcast = f/11,
Overcast = f/8, Heavy overcast = f/5.6, Open shade/sunset = f/4.

When the subject is backlit, add one aperture stop.
The sunny 16 rule is a basic rule that helps to quickly determine the correct exposure

in many situations. The experienced photographer knows this and also knows how to
apply this rule to determine the correct exposure in unusual cases. Here is a simple
example.

We are out on a nice, bright, cold day. The sun is out, there may be some virgin
white snow on the ground, and there may be a few clouds in the sky. We therefore use
the sunny 16 rule and set the aperture to 16, the ISO to 100, and the shutter speed as
close to 100 as possible, normally 125.

This works fine if we are outdoors and if there are no unusual conditions such as
heavy smoke or many clouds. However, photography is an art and there may be artistic
considerations that force us to change these settings and trade one for another. Suppose
we want to shoot the scene at a shallow DOF (depth-of-field, Section 2.6). We need to
change the aperture from 16 all the way to the widest possible in our lens, perhaps 1.4.
Moving from 16 to 1.4 requires seven steps, so it increases the exposure by seven stops.
We need to compensate, and the easiest way to do this is to increase the shutter speed
from 125. A change of seven steps from 125 moves us through shutter speeds of 250, 500,
1000, 2000, 4000, and 8000, all the way to the very fast 16,000. If our camera does not
o↵er such a high shutter speed, we may remain at 8000 and compensate by changing the
ISO to 200. On the other hand, if our camera supports the ultra-fast shutter speed of
32,000, we may be able to a↵ord more compensations in extreme photographic situations.

This simple example shows that the basic sunny 16 rule may often be just the start
of a process of compensation that ends up selecting the right exposure under unusual
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conditions. It also illustrates an unusual application of the high shutter speeds of 16,000
and 32,000. Such high speeds are not generally needed to freeze fast moving objects
(8000 is fast enough for this, and a speeding bullet can be frozen by a strobe), but are
a good choice when we have to move many stops from the basic sunny 16 rule.

For night photography, there is a similar looney 11 rule which says: On a moonlit
night, with the subject in direct moonlight, set the aperture to f/11 and the shutter
speed to the inverse of the ISO. This rule can similarly be extended to other night
illuminations as follows

Full Moon = f/11, Half Moon (Gibbous) = f/8, Quarter Moon = f/5.6,
Crescent Moon = f/4, Total Eclipse (Earthshine) = f/2.8, Star gaze = f/2.

Speaking about photographic rules, there is also a 500 Rule (some photographers
call it the 600 rule) which is useful when shooting (i.e., photographing) stars. The
rotation of the earth makes the entire sky appear to rotate, which is why telescopes
have to continually rotate in the opposite direction, to allow for long exposures. When
using a camera, the 500 rule states: Divide 500 by the focal length of the lens, and
use the result as the longest exposure where the stars would still appear as sharp dots.
For example, a 24 mm lens gives the photographer up to 500/24 ⇡ 20.8 seconds for the
exposure.

Approach 2. Some cameras, especially newer ones, try to guess the nature of the
subject. If the top half of the scene is bright and the bottom half is dark, the camera’s
computer may guess a landscape. In such a case, it selects a small aperture in order
to achieve deep depth-of-field. If the computer recognizes two eyes, or several pairs of
eyes, it guesses that the scene is a portrait, and it selects a large aperture value for a
shallow depth-of-field. Many current cameras attempt to recognize a smile and can be
programmed to take a picture when any of the subjects in the scene smiles.

Today’s cameras have a sophisticated automatic mode, where virtually all the pic-
tures come out sharp and bright. Still, there are cases where the user, even if inexperi-
enced, wants to achieve a special e↵ect or feels a need to help the camera. This is why
most current cameras, even compact cameras, have manual modes (such as aperture pri-
ority and shutter priority) or at least semi-automatic modes (often referred to as scene
modes or icon modes, because there are small icons of the various scenes on the mode
dial), where the camera is told something about the scene being photographed. Typical
scene modes are portrait (where the camera sets the largest aperture), landscape (where
it sets a small aperture), sports (where it aims for the fastest shutter speed), and night
(where it attempts a large aperture and slow shutter). The scene modes are helpful and
normally produce excellent results, but they are not always the best choices. Consider,
for example, a large group portrait. The photographer wants deep depth of field, be-
cause there may be dozens of people, arranged in several rows, but the portrait mode
always selects a shallow DOF.

⇧ Exercise 2.8: Talking about a large group portrait, how can the photographer discour-
age the subjects from making silly faces?

Professional (or even simply experienced) photographers know that shutter speeds
can be used creatively to end up with artistic, beautiful, or unusual pictures, which is
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why they prefer to shoot in a manual mode. Photography is very popular nowadays,
and there are many courses, seminars, and training videos on photographic topics. It
is not unusual to hear an instructor starting such a class by saying “You already own a
camera. Pick up the user’s manual and find out how to set your camera to its manual
mode. Now throw away the manual and listen to me. For the rest of this class we will
use this mode.” (See also Exercise 2.14.)

Here is an example of a creative use of the manual mode. You are in front of the
forbidden city in Beijing, ready to shoot the most important photograph of your career,
but other tourists constantly move in front of you. You can eliminate them from your
shot (or at least reduce their presence) by switching to the manual mode and selecting
a long shutter speed, small aperture, and low ISO. Anyone moving during your long
exposure, especially those located close to your camera, would come out blurry and
would be less obtrusive or almost invisible.

A simple technique of erasing or eliminating unwanted people from an image is
selective cloning. You shoot the same scene multiple times. Each time, di↵erent people
block various parts of the scene. In post-processing, you first select the image with the
smallest number of persons (call it S), then eliminate those people one by one from S.
Suppose that an unwanted person blocks a region A of image S. You select another
image where A is clearly seen, copy region A, and paste it into image S.

A shutter speed of 60 (1/60 of a second) is special. It is considered the boundary
between slow and fast shutter speeds. Experience shows that most people cannot hold
a standard lens (typically 50 mm, but anywhere between 35 mm and 70 mm) steady for
more than this time interval. There are also the terms “long exposure” (shutter speeds
of a second or longer) and “fast exposure” (shutter speeds of 1/500 s or faster).

There are technical and aesthetic di↵erences between slow and fast shutter speeds.
The technical di↵erence is that fast speeds are selected to let in less light into the
camera, while slow speeds let in more light. The aesthetic di↵erence is that fast speeds
are selected to freeze an action, while slow speeds blur motion.

Often a photographer is caught without a tripod in a low light situation. In such a
case, the following rule of thumb is useful. The slowest shutter speed that can be safely
used without a tripod is the inverse of the lens focal length. Thus, a 200 mm focal length
lens allows the user to shoot with shutter speeds as low as 1/250 s without a tripod.
Similarly, with a 70 mm lens, shutter speeds as slow as 1/60 can be safe. Many current,
high-end lenses have an image stabilization, IS (sometimes called vibration reduction
(VR)) device built into the lens, and this allows for even slower shutter speeds. The
following sentence, from Canon, explains how its IS technology works: “The information
detected by a gyro sensor within the camera is used to analyze the amount of movement
and shift the lens unit’s corrective optical lens to negate this in order to compensate for
the bending of light rays from the subject relative to the optical axis.”

[Image stabilization, in one form or another, has now been implemented by all the
major camera makers, and the following terms are used to denote it: IS is used by
Canon and Olympus. VR (vibration reduction) is used by Nikon. OIS (optical image
stabilization) is used by FujiFilm, Leica, and Panasonic. OSS (optical steady shot) is
used by Sony. SR (shake reduction) is used by Pentax.]

Regardless of the particular term and method used for image stabilization, this
feature should be turned o↵ when the camera is on a tripod. However, in strong winds,
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image stabilization should be used even with a tripod.
Table 2.15 lists several shutter speeds and typical situations where they are most

useful. The point illustrated by this table is that in the realm of photography, timing is
crucial. There is a world of di↵erence between 1/10 s and 1/100 s. Shutter speeds faster
than 1/250 are considered fast and are often used to freeze fast motions. In contrast,
slow shutter speeds, slower than about 1/30 s, are used to blur movement or in low light
situations. See Page 261. Another point to consider is that the image sensor heats up
when exposed to light, so very long exposures may result in inaccurate operation of the
sensor and thus in much image noise due to bad pixels.

⇧ Exercise 2.9: In the realm of photography, timing is crucial, but what are situations
where shutter speed is unimportant and any speed can be selected?

It is useful to divide the entire range of shutter speeds into six intervals as follows:

1/1000–1/8000. To freeze very fast action (but see years 1992 and 1999 in Sec-
tion 6.11 for cameras with even faster shutter speeds).

1/250–1/500. To freeze everyday work/sports/play actions. Highest speeds for
handheld photography with telephoto lenses.

1/50–1/100. Bright light shooting. Highest speeds for handheld photography with
normal lenses.

1/2–1/30. Generate motion blur by panning the camera. Handheld shots with
IS/VR lens.

2–1/2. Low light photos of stationary subjects. Flowing water becomes silky look-
ing.

30+–1. Night photography with a tripod.
Note. The movements mentioned in Table 2.15 are transverse. Longitudinal motion

(toward the camera or away from it) can be frozen with a moderately fast shutter speed
(but it may require refocusing).

⇧ Exercise 2.10: What would be an appropriate shutter speed to freeze a speeding bullet?

You don’t take a photograph. You ask, quietly, to borrow it.
—Unknown

2.3.4 Handheld Techniques

Many lighting situations call for slow shutter speeds, where a tripod is a natural choice
(Section 2.21). What if there is no tripod and the shot is going to disappear soon (the
sun is going down, the peacock is moving, the baby must be taken home)? It turns out
that there are a few techniques for stabilizing a camera in the absence of a tripod. Here
are the main ones (See also Subsection 5.3.1).

Try to brace yourself by leaning against a wall or a lamppost, kneeling or sitting.
In general, try to have your body touch the ground or a wall in at least three points. If
the camera has a viewfinder, use it, because that would press the camera against your
face.



238 2.3 The Shutter

Speed Applications
8000 Freezing a drop of water hitting the surface of a liquid
4000 Freezing the wings of a hummingbird
2000 Freezing the wings of a large bird
2000 Freezing snowflakes or drops of water
1000 Freezing a jumping animal or a fast runner
500 Freezing most sports and action photography

The time intervals above are fast shutter speeds (Figure 2.16)
250 Freezing common human actions in work and play
125 Freezing casual movements (rowing, dancing, turning)
60 Freezing common walking speeds and other casual movements

We are out of the realm of freezing and into the region of blurring
30 Blurring fast movements such as dancing and jogging

The time intervals below are slow shutter speeds (Figure 2.16)
15 Blurring slower movements such as walking
8 Same as above
4 Fireworks, sharp images of stationary subjects at low light
2 Blurring waterfalls and riverruns

1” Night photography of stationary subjects
2” Blurring fast moving water
4” Night photography of landscape
8” Same as above, also light painting

15” Nighttime photography by moonlight
30” Waves at night appear silky
30” Car lights streaking across a highway at night

Table 2.15: Common Shutter Speeds.

He uses statistics as a drunken man uses lampposts—for support rather than
illumination.

—Andrew Lang, Treasury of Humorous Quotations

Grip the camera firmly with both hands and bring your elbows as close to your
body as possible. When using a large, heavy telephoto lens, place one hand under the
lens.

Hold the camera by placing some fingers on top and other fingers at the bottom.
After pressing the shutter release half way and focusing, press the button all the way by
squeezing your hand rather than pressing with the top fingers. This technique produces
a minimum of camera shake.

While holding the camera with your right hand, place it on your left shoulder and
support your right arm with your left hand. This creates a stable platform for the
camera. Now turn your head to the left, look at the viewfinder with your left eye, and



2 Digital Cameras 239

Short exposure
Courtesy of drew graham

unsplash.com

Long exposure
Courtesy of marc wieland

unsplash.com

Short exposure
Courtesy of genessa panainte

unsplash.com

Long exposure
Courtesy of austin neill

unsplash.com

Short exposure
Courtesy of vidar nordli mathisen

unsplash.com

Long exposure
Courtesy of kenan suleymanoglu

unsplash.com

Figure 2.16: Slow and Long Exposures.
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shoot.

Take three shots very quickly. There is a chance that at least one would come out
focused.

Place the camera on a hard, stable surface, such as the ground, a rock, or a tree
stump. You may have to bend, crawl, or lie down to compose the image, but chances
are the picture would be sharp. The camera can be tilted a little if necessary by placing
under it a pebble or a lens cap. If a cable release is not available, try to set the timer to
a two-second delay. If the camera has a mirror, lock it in the up position before taking
the shot.

The e↵ect of vibrations can be reduced by getting closer to the subject or using a
lens with a short focal length. Sometimes you must use a telephoto lens, and many of
those have special hardware for image stabilization (IS/VR). Such hardware can easily
reduce the slowest handheld shutter speed by 2–3 stops, and completely solve your
problem.

A disclaimer. Jamming your body, grabbing the camera firmly, and holding your
breath may be too stressing and may lead to unnecessary vibrations and shaking. Your
entire body may get cramped and your muscles may start shaking. Please try to choose
a natural pose (standing or kneeling, but no bending or squatting). Stay relaxed and
calm when you follow the techniques described here. Moderation in all! Here are more
ideas.

⇧ Exercise 2.11: What are the causes of camera shake?

If you decide to stand, place your feet about 1–1.5 feet apart and straight. Do not
turn your body. Point the camera where your feet are pointing. If you prefer to kneel,
place your right knee and left foot on the ground, and rest your left elbow on your left
thigh, like a marksman shooting a rifle.

Just before you shoot, stop, relax, close your eyes, and take a deep breath. Now
you are ready.

If you look through the viewfinder with your left eye, don’t close or squint your right
eye. Practice this until you can ignore what this eye sees. This eliminates unneeded
muscle tension in your face and increases stability.

Correct breathing is essential. Breath normally. Take a deep breath just before you
shoot, exhale half way, take the shot, and continue normally. It is important not to hold
your breath, because this only encourages your muscles and body to vibrate.

Example. The rule of thumb mentioned earlier in this section tells us that the
slowest shutter speed that can be safely used without a tripod is the inverse of the lens
focal length. Thus, a 200 mm focal length lens allows the user to shoot with shutter
speeds as low as 1/250 s without a tripod. If this lens has IS/VR hardware that reduces
the slowest handheld shutter speed by two stops, then shutter speeds down to 1/60 s
can safely be taken without a tripod.

The importance of shooting level. Sometimes, rolling the camera, as illustrated in
Figure 2.19, may lead to special e↵ects, as shown in Figure 2.17, but most of the time,
the camera should be held level. It is easy to forget this rule and end up with a tilted
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Courtesy of paul dufour
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Courtesy of leonard cotte
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Figure 2.17: Shooting At An Angle.

camera and a strange-looking, unusable image. Here are two common examples of how
to end up with a crooked camera:

When the camera is too high, the photographer may tilt his head and drop the
camera down a little, but looking through a viewfinder with your head tilted, may
inadvertently turn the camera a little along its roll axis. It is better to drop your body
down in order to lower the camera.

When panning at high speed, the camera may accidentally become tilted, especially
at the end of the panning path.

Adobe Photoshop provides a simple way to level a crooked image, but this works
only if the tilt amount is small.

Long Exposure Noise Reduction

Long Exposure Noise Reduction (LENR) is a useful option implemented on most
DSLRs and mirrorless cameras. During a long exposure, the image sensor becomes warm
after a few seconds, which results in what engineers call amp noise. This appears on the
final picture as bright, colored specks as well as fog-like brightening around the edges
of the image. Notice that the sensor’s temperature is not uniform and the amp noise is
more noticeable in the hotter parts of the sensor.

When the LENR option is selected, the camera corrects for the amp noise by shoot-
ing two image frames. The first frame is an image of the scene, perhaps packed with
amp noise, and the second frame is a dark image, taken as though the lens cap is on,
with the same setting as the first frame. This frame contains just the amp noise, and
the camera simply subtracts it from the first frame to obtain the final, clean picture.

The final picture is virtually free of amp noise, but may still have image noise
generated by other causes. Also, LENR doubles the exposure time, which may be
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annoying to some photographers, especially since the original exposure is long and may
be as long as a few minutes. Some photographic situations simply do not allow a
doubling of the exposure time and thus cannot benefit from LENR. A good example is
a twilight photo of waves on a lake. The photographer wants to end up with a smooth
water surface surrounded by the hills and houses around the lake, all washed by warm
colors from the setting sun (Figure 2.18). This can be achieved with a long exposure, but
twilight photography is tricky and time sensitive. If the first picture is unsatisfactory, the
sun may be too low to take another shot. (See twilight photography in Subsection 8.4.3.)

Courtesy of john silliman
unsplash.com

Courtesy of jon flobrant
unsplash.com

Courtesy of johannes plenio
unsplash.com

Courtesy of peng productions
unsplash.com

Figure 2.18: Long Exposures at Twilight.

A possible solution exists for those who plan to take a sequence of long exposures,
all with the same settings. After shooting all the images, and without changing any
camera settings (including focal length and focusing), the user should put the lens cap
on and shoot a dark image. Once safely home, image editing software is used to subtract
this dark frame from each of the long-exposure images. Depending on the software used,
the dark frame should be placed, as a layer, above the current image, and then the blend
mode of the dark layer should be set to “subtract.”

This technique can also be used, instead of LENR, with a single log-exposure image.
If a camera user may not like the way LENR is implemented on his camera, he may take
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a dark frame after each long-exposure shot and, if the picture su↵ers from amp noise,
employ image editing software to get rid of that noise with the help of the dark frame.

The phrase “shutter therapy” means to go out and enjoy making images.
—Robin Wong.

2.3.5 Camera Shake

Camera shake, mostly as a result of muscle tremor, can be interpreted as a small trans-
lation of the camera, combined with a small rotation. The translation can be ignored,
because it is much smaller than the lens–object distance. Figure 2.19 illustrates the
three rotation vectors, yaw, pitch, and roll, and it is clear that roll a↵ects camera shake
the least. Also, small rotations about the pitch and yaw directions have (approximately)
the same e↵ects of small translations of the camera. Thus, image stabilization methods
should consider only pitch and yaw, and only as camera translations.

Yaw
Yaw

Pitch

Roll Roll

Figure 2.19: Yaw, Pitch, and Roll.

In Canon cameras, lens-shift stabilization is done by adding an extra group of
elements to the lens. This is the IS lens group (Figure 2.20a). Part (b) of the figure
shows the blurring that occurs when the camera is slightly rotated in pitch or yaw due
to shaking. In part (c), the IS group is slightly shifted in the opposite direction to
compensate for the rotation. This shifting must be done fast, so Canon lenses with IS
have two gyros, located on the lens but at 90� to each other, to detect pitch and yaw.
These gyros use two electromagnets, also mounted at 90�, to pull the spring-mounted
IS lens group in the right direction while the camera is being shaken.

The lens-shift stabilization approach has its advantages. The viewfinder remains
stable. Both autofocus and light metering perform better on DSLRs when lens elements
move but the sensor remains stationary. The IS group of lens elements is specially
designed for each Canon lens.

Sony cameras implement image stabilization by moving the sensor instead of the
lens elements. The sensor is located between two sliders, so it can slide in the up-down
and left-right directions. The movement is detected by two gyroscopes as in Canon
cameras and is achieved by piezoelectric actuators mounted at 90�. The advantages of
this approach to stabilization are the following. It is less expensive, because the lenses
have no extra elements. The size and weight of the lens are not increased by any extra
IS elements. Autofocus and metering are better on mirrorless cameras.
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(a)

Main lens

IS lens group

(b)

(c)

Figure 2.20: Canon Lens Stabilization.

A subtle point, not appreciated by most photographers, is that camera shake can be
reduced by taking many shots in quick succession. This is because of the nature of muscle
tremor, the most significant contributor to camera shake. Imagine a muscle contracting
and expanding several times a second. Figure 2.21 shows that such movement is similar
to a sine wave in that the muscle has to stop when it has reached its maximum expansion
before it starts contracting, and also when it has reached its maximum contraction before
it starts expanding again. With a good-quality camera it is easy to take, say, six shots
during one cycle of expansion and contraction, and Figure 2.21 shows that shots 2, 3, 5,
and 6 occur when muscle movement is at its slowest. In contrast, the muscle expands
86% of its full range between shots 1 and 2.
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Figure 2.21: Muscle Tremor as a Sine Wave.
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It is easy to understand the e↵ect of focal length on camera shake. Figure 2.22
shows two cases, a wide-angle (short focal length) lens and a telephoto lens. It is clear
from the figure that the former case produces a wider field-of-view. We assume that
the amount of camera shake is the same in both cases (the small area in cyan on the
sensor). It is independent of the focal length because it is caused mostly by the tremor
in the hands of the photographer. The shake therefore introduces the same amount of
blur in the image in both cases. The figure shows how, in the case of a telephoto lens,
this amount constitutes a larger portion of the total field-of-view. This is why camera
shake is more noticeable for large focal lengths.

f

2f

Figure 2.22: Camera Shake and Focal Length.

Even though blurred from camera shake, Neville Chamberlain can be seen standing
at the dispatch box.

—Nicholas Shakespeare, Six minutes in May, (2017).
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2.4 F-Stops and Lens Speed

The term f-stop is most important in photography. It is endlessly discussed in the
many books, lecture notes, and videos that teach and explain digital cameras and pho-
tography. However, the f-stop is also one of the least understood and most confusing
terms in photography. Beginners tend to get confused by its precise definition and by
the inverse relation between f-stop numbers and aperture sizes. This section employs
basic mathematics and graphics to explain f-stops.

In English we say “let’s go take a picture,” but in the past people were more
likely to use the phrase “let’s have our picture made.” The word take implies that
the picture somehow exists in space and time and only has to be taken (grabbed) by
the camera. In contrast, make implies that the photographer has to do something in
order to produce a good picture. Specifically, he has to think and make decisions. With
old cameras, the photographer had to make all the decisions, but with modern, fully
automatic digital cameras, we mostly have to decide whether we want the camera to
make all the decisions, some of them, or none. Clearly, the more decisions we make,
the more original and creative a picture we may produce. This is why even with a fully
automatic camera, it still makes sense for the serious photographer to understand the
basic decisions required to produce the perfect shot.

You don’t take a photograph, you make it.
A photograph is usually looked at, seldom looked into.

—Ansel Adams

There is a vast amount of literature on f-stops, too much to list here. One of the
most informative is the Wikipedia article [DOF 12].

An f-stop (or f-number) is defined as the ratio of the focal length f of a lens to its
aperture d (the diameter of the opening of the diaphragm, pupil, or iris placed inside or
next to the lens). Thus, f-stop = f/d is a pure (dimensionless) number. It is written as
f/xxx, where xxx is a number. For example, f/2.8.

Recall that the film or image sensor of a camera is placed in the focus plane, which
is normally located behind the focal plane of the lens (Figure 1.44). As the object to be
photographed is moved away from the camera, the camera has to be refocused. This is
done by moving the sensor closer to the focal plane (in practice, the lens and its focal
plane are moved closer to the sensor). When the object is at infinity, the sensor has to
be located at the focal plane in order for the image to be fully focused. Thus, the focal
length of a lens is the distance from the lens to its focal plane, not the distance from
the lens to the sensor (which is located at the focus plane).

If we denote the focal length of a lens by F , the distance between the object and
lens by B, and the distance between the lens and the focus plane by S, then the thin-
lens equation (an approximation for any lens that is much thinner than its focal length)
relates the three quantities by

1
B

+
1
S

=
1
F

. (2.1)

If B is infinite, then S = F . If B = F , then S is infinite. For B values greater than F ,
S is greater than F . The derivation of this equation is shown on Page 250.
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We digress for a minute in order to explain the focusing scale found on lenses, which
is always puzzling to beginners (and even after it becomes familiar to experienced pho-
tographers, it still remains mysterious). The figure
shows a typical focusing scale and it is easy to see
that the distance on this scale from 1.2 m to 1.5 m is
about the same as the distance from 5 m to infinity;
the scale is very nonlinear.

This behavior results from the nonlinearity of the thin-lens equation. When S is
isolated in this equation it becomes S = B · F/(B � F ), which is nonlinear in B. The
Mathematica code listed here computes and prints S for several B values.

F = 0.1;
Do[Print[B F/(B - F)], {B, {0.2, 0.3, 0.4, 0.5, 1, 10, 100, 1000}}]

Running this code results in the sequence 0.2, 0.15, 0.1333, 0.125, 0.1111, 0.10101,
0.1001, and 0.10001. It is easy to see that small B values result in very di↵erent S
values, while large and very large B values simply move S closer to F in smaller and
smaller steps. (End of digression.)

For simplicity, we assume that the diaphragm opening of a lens is circular (it is
often a pentagon or a hexagon). The area of a circle is ⇡r2 = ⇡(d/2)2 = (⇡/4)d2; it is
proportional to the square of the diameter d. Given a circle of diameter d and area a, it
is easy to see that the circle of area 2a must have a diameter of d

p
2 ⇡ 1.414d. Similarly,

a circle of area 4a must have a diameter of d
p

4 = (
p

22)d = 2d, and a circle of area 8a
must have a diameter of d

p
8 = (

p
23)d ⇡ 2.8d. The conclusion is that circles of doubling

areas a, 2a, 4a, 8a, . . . must have diameters that grow as
p

2i (or, equivalently 2i/2).
Successive circles have diameters

p
20d = d,

p
21d ⇡ 1.4d,

p
22d = 2d,

p
23d ⇡ 2.8d,p

24d = 4d,
p

25d ⇡ 5.6d,
p

26d = 8d,
p

27d ⇡ 11d, and so on.
Each time the area of the diaphragm is doubled, the amount of light entering the

lens is also doubled. This is why the sequence of numbers 1, 1.4, 2, 2.8, 4, 5.6, 8, 11,
16, 22, 32, 45, 64, 90, 128, 180, 256, . . . (i.e., the powers of

p
2i) is a convenient measure

of consecutive steps of exposure. We refer to these steps as stops, where the term stop
means doubling or halving the amount of light that arrives at the sensor (the term “EV
di↵erence” is sometimes used instead of stop). However, because the aperture is in the
denominator, small f-stops correspond to more light, while large f-stops correspond to
less light. This is the confusing aspect of f-stops. Perhaps the best way to think of an
f-stop is “the larger the f-stop, the more light stoppage there is.”

⇧ Exercise 2.12: If “stop” refers to doubling or halving (i.e., a factor of 2), then what
are 1/3 stop and 2/3 stop? (See also Exercise Intro.15.)

Exposure: The amount of light that is recorded by the image sensor.

The numbers in the sequence above seem rather arbitrary, but are actually easy
to derive and memorize. If we denote them by fi, then f1 = 1, f2 = 1.4, and fi+2 =p

2i+2 =
p

4 · 2i = 2
p

2i = 2fi, for i = 3, 4, . . ..
Figure 2.23 illustrates the nonlinear nature of lens focusing graphically.
So far we have considered only the aperture of a lens, but the f-stop also depends

on the focal length f of the lens. This dependence implies that the f-stop is a pure
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Figure 2.23: Nonlinear Focusing.

(dimensionless) number, one which has no units. We now explain why the f-stop is
defined as f/d. Two explanations are provided. The first explanation considers the drop
in the intensity of the light as it travels through the lens, while the second explanation
relates the f-stop to the exposure time in an intuitive way.

1. The focal length of a lens a↵ects the amount of light reaching the sensor because
the intensity of light falls o↵ as the square of the distance it travels. As a simple thought
experiment, consider a lens with a large aperture, say one meter. A huge amount of
light enters this lens, but what if the lens is 100 km long? Looking through the end of
the lens, we would see nothing. The light would have lost virtually all of its energy in
its 100 km journey.

Here is a practical example. We consider two lenses with f/8 and with focal lengths
of 24 mm and 80 mm. Their apertures are 24/8 = 3 mm and 80/8 = 10 mm. The latter
lens admits more light, but we have to consider the well-known fact that the intensity of
light is inversely proportional to the square of the distance it travels. When we consider
this fact, the results are surprising.

The first lens has a radius of 1.5 mm and an area of ⇡1.52. The light travels 24 mm
inside this lens, so its intensity drops by a factor of 242. At the end of the lens we
measure a light intensity proportional to

⇡1.52

242
⇡ 0.012271484375.

The second lens has a radius of 5 mm and an area of ⇡52. The light travels the much
longer distance of 80 mm, so its intensity drops o↵ by a factor of 802. At the end of this
lens we measure a light intensity proportional to

⇡52

802
⇡ 0.012271484375.

The conclusion is obvious. In order for the f-stop of a lens to be a true measure of the
light intensity reaching the sensor, its definition should include the focal length f of the
lens.

2. This explanation relates the f-stop to the exposure time in a simple way. Fig-
ure 2.24 shows a lens and the relation between the subject size h0 and image size hi.
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The figure makes it clear that the magnification M of a lens is given by

M =
hi

h0
=

di

d0
.

The thin-lens equation above provides the relation

1
f

=
1
d0

+
1
di

,

from which we obtain
M =

di

d0
=

f

d0 � f
=

di � f

f
.

Thus,

hi = h0M =
h0f

d0 � f
=

h0(di � f)
f

.

The image is a circle of radius hi and we have shown that this radius depends on the
focal length f in a complex way. However, a typical focal length of a camera lens is
50 mm, whereas d0, the distance of the object from the lens, is normally measured in
meters. Thus, we can write d0 � f ⇡ d0 and obtain

hi =
h0f

d0 � f
⇡ h0f

d0
/ f.

f
h0

hid0

di

Figure 2.24: Lens Magnification.

The area of the circular image is A = ⇡h2
i , so it is (approximately) proportional to

f2. The amount of light reaching each unit area of the image equals the total amount
L of light (which is proportional to the aperture area or to d2 = (2h0)2, the square of
the diameter of the lens) divided by the area A of the image (which is proportional to
f2). Thus,

L

A
/ d2

f2
.

We now relate this result to the exposure time (or shutter speed T ). Experiments,
as well as our intuition, indicate that the exposure time is inversely proportional to the
light per unit area of the image (L/A). Thus,

1
T
/ L

A
or T / A

L
/ f2

d2
.
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By defining the f-stop as f/d, we obtain the important result

Exposure time T / (f-stop)2.

Doubling T has the same e↵ect as increasing the f-stop by one stop while halving T is
equivalent to decreasing the f-stop by one stop.

Shutter speed: Exposure time; the length of time the shutter is open (notice the use
of the word speed to indicate time).

The discussion of magnification also leads to a simple derivation of the thin-lens
equation. The two colored triangles of Figure 2.25 are similar, which implies the follow-
ing:

di

d0
=

f

d0 � f
) di(d0 � f) = d0f ) did0 = d0f + dif )

1
f

=
1
di

+
1
d0

.

f
h0

hid0−f

Figure 2.25: Derivation of the Thin-Lens Equation.

Circle and rectangle (a digression). An important point that has been ignored
so far is that the lens is circular but the sensor is rectangular. Thus, the lens generates
a circular image, parts of which are cropped when it ends up on the rectangular sensor.
(Section 2.20.1 and especially Exercise 2.53 show that when a hood is placed on a lens,
the image generated by the lens becomes rectangular.) This means that some of the
light sent by the lens, perhaps a significant part (gray in figure 2.26), never falls on the
image sensor and is lost. The analysis here shows that the light loss is at its minimum
(but is still a significant 36%) when the aspect ratio of the sensor is 1 (i.e., when it is a
square). Rectangular sensors cause more light to be lost.

Figure 2.26 shows a rectangle of height h and width w (and an aspect ratio a = w/h)
inscribed in a circle of radius R. The geometry is simple and yields

1
a

=
h

w
=

h/2
w/2

= tan ✓, so h = 2R sin ✓ and w = 2R cos ✓.

The ratio of the areas of the rectangle and the circle is therefore

h · w
⇡R2

=
4
⇡

sin ✓ cos ✓.
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θ

w/2

h/2 R

Figure 2.26: Rectangle inscribed in a Circle.

(Notice that it does not depend on the radius R.) The Mathematica code listed here
computes this ratio for various values of the aspect ratio a and shows how the maximum
ratio of areas (about 64%) is obtained for a = 1 (a square sensor) and goes down to 38%
for a = 3.

w[a_] := Module[{t}, t = ArcTan[1./a]; 4 Sin[t] Cos[t]/Pi]
Do[Print[w[a]], {a, .25, 3, .25}]

Running this code produces the sequence of ratios 0.299586, 0.509296, 0.611155,
0.63662, 0.621092, 0.587649, 0.548472, 0.509296, 0.472543, 0.439048, 0.408924, and
0.381972. Thus, even for aspect ratios close to 1, much of the light collected and focused
by the lens at so much cost and e↵ort is lost.

⇧ Exercise 2.13: Back on April 1st, 2010, Rokton, a nonexistent company, announced
plans to make a circular image sensor with a diameter of 43 mm, big enough to cover a
full-frame 24⇥36 mm image. The announcement claimed that “you’ll be able to capture
the full scope of your lens, and then crop as you see fit, rather than making do with
less image than you’re capable of taking,”. . . “the ultimate imaging device, the human
eye, is kind of round, lenses are round, and the most common photographic subject in
the world, the human face, is often round too.”. . . “it’s only logical that we start using
round image sensors.” This was an April fool’s joke, but why is a round image sensor a
bad idea? (See also the discussion of dream camera on Page 71.)

Incomplete lenses. Because of practical considerations, lenses are not always
manufactured at their maximum diameter. Figure 2.27 shows four lenses of the same
focal length, but with smaller and small diameters. Only one of these lenses looks
“complete,” and the others are missing their outer regions. Such incomplete lenses have
the advantage of being lighter and also easier to manufacture, but they have smaller
e↵ective diameters and therefore small maximum apertures. Such a lens should be
specified by both its focal length and maximum aperture.

Assume that these four lenses have a focal length of 28 mm and a full diameter of
20 mm, then the “complete” lens has a maximum f-stop of 28/20 = 1.4, but the other
three have bigger maximum f-stops because of their smaller sizes. If their diameters
are, say, 14, 10, and 8 mm, respectively, then their maximum f-stops are f/2.0, f/2.8,
and f/3.5 (because, for example, 28/8 = 3.5). Note that these are the maximum f-
stops. In addition, each lens can have bigger f-stops, corresponding to smaller diaphragm
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28 mm
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14 10 8

Figure 2.27: Four 28 mm Lenses.

apertures. Thus, the last of these lenses, with a maximum f-stop of f/3.5, also has f-
stops of f/4.0, f/5.6, and so on, up to a maximum which is determined by the smallest
aperture its diaphragm can achieve (perhaps f/16 or f/22).

Clearly, the smaller the diameter of a lens, the less light it lets through into the
camera. With diameters of 20, 14, 10 and 8 mm, the ratios of the areas of the lenses are
202/142 = 2.04, 142/102 = 1.96, and 102/82 ⇡ 1.56.

The smallest f-stop of a lens depends on its maximum aperture, which is why it
indicates the speed (slow or fast) of the lens. A fast lens is one that lets in more light
because of a large aperture. It is fast because a large aperture generally allows a fast
shutter speed. The 28 mm f/2.0 lens in our example is fast, but the same 28 mm lens
with a maximum f-stop of f/3.5 is slow (a di↵erence which is also reflected in the prices
of the lenses).

A fast lens allows for a fast shutter speed and this often implies the following
advantages: (1) handheld shooting instead of a tripod, (2) shooting with low ISOs, (3)
shooting in low light, (4) obtaining a shallow DOF, (5) a bright optical viewfinder, and
(6) faster automatic focusing. Also, fast lenses are generally high-quality, but they are
also more expensive.

Zoom lenses and f-stops. Currently (in 2012), even the simplest point-and-shoot
cameras have zoom lenses, often with impressive zoom ranges. The range of f-stops in a
zoom lens varies with the focal length. If the inscription on the lens says, for example,
25–125/4.5–22.5, then the smaller (wide angle) f-stops may be available only in the wide-
angle range of focal lengths (around 25–50 mm), while the larger (telephoto) f-stops
may be available only in the telephoto range of focal lengths (around 100–125 mm).
Sometimes the inscription on the lens may be of the form 7.5-44.5 mm 1:2.8-4.8.
Here, f-stop 2.8 indicates the widest aperture that’s available at the smallest focal length
(7.5 mm) and f-stop 4.8 refers to the widest aperture at the longest focal length, 44.5 mm.

Wide angle: The widest aperture of a zoom lens (results in the widest field of view).

ND filters. Quite a few compact (point-and-shoot) cameras do not have an iris
(diaphragm)! This surprising fact is kept hidden by camera makers, but is known to
those exegetes who require the complete specifications of their cameras. In particular,
the entire SD series of cameras made by Canon features an ND (neutral density) filter
(Section 2.21) instead of a diaphragm. In conditions of strong light, the computer in
the camera sets it to a faster shutter speed. If this still results in overexposure, the
computer swings the ND filter to cover the lens, which is usually equivalent to reducing
exposure by 2–3 stops. Figure 2.28 shows a typical such mechanism. From left to right,
the figure shows an open aperture, a closed one, and again an open aperture with the
filter in place (see also Figure 2.39).
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Figure 2.28: A typical ND Filter Mechanism.

Note. An original use for an ND-filter is removing crowds from photographs.
Imagine an important religious, archeological, or cultural site surrounded by tourists.
You want a shot of the site, but without the crowd. This can easily be achieved with a
long shutter speed. When taking a long shot, perhaps as long as 10 sec, people and cars
tend to move about enough so that they appear very blurry and less obtrusive in the
final image. They may appear as ghosts or may even completely disappear. Naturally, a
10 s exposure is way too long, and cannot be compensated even by the smallest aperture.
This is where a dark ND-filter is useful. A 10-step ND-filter may reduce the exposure to
such an extent that 10 seconds would be the proper exposure time. Recall that a stop
means to double or to halve, so a 10-stop filter halves the amount of light ten times for
a total factor of 210 = 1024 ⇡ 1000. Thus, if the original shutter speed was 1/60 s, the
exposure time with the ND-filter in place should be 1/60⇥ 1024 = 17 s. A tripod, cable
release, and manual focusing are important in such cases.

How can we tell whether a given camera has a diaphragm? Sometimes it is possible
to actually see the iris and how it closes down when the camera is pointed at a source of
strong light. If the lens is too small to see the iris, take several pictures with the same
zoom setting and di↵erent lighting conditions, and then examine their EXIF metadata
(Section 2.13.3). In a camera with an ND filter, there will be just two apertures, for
example, f/2.8 (ND filter out, not active) and f/8.0 (ND filter is active). Notice that
the f-stop depends also on the focal length, so even without a diaphragm, a zoom lens
features a range of f-stops when it is zoomed.

The advantage of ND filters is low cost. A diaphragm consists of several mechanical
parts that have to be assembled and tested. The drawback is a constant depth-of-field.

Fractional stops. The stops discussed so far are numbers of the form
p

2i for
i = 0, 1, 2, . . . . They correspond to doubling or halving the area of the diaphragm.
Many digital cameras also support fractional stops, which are interspersed between the
traditional full stops, allowing for a fine scale of f-stops. Fractional stops are sequences
of the form

p
2i·j where j is a fraction, often 1/3, but also 1/4 or 1/2. In particular, the

maximum aperture of a lens may be a fractional, not an integer, power of
p

2i.
The following Mathematica code can be used to compute and list any fractional

f-stops.

s = Sqrt[2]; j = .333;
Do[Print[NumberForm[Sqrt[2^(i j)], {2, 2}]], {i, -2, 10}]
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Setting variable j to 0.333 produces the sequence of 1/3 f-stops 0.79, 0.89, 1.0, 1.1,
1.3, 1.4, 1.6, 1.8, 2.0, 2.2, 2.5, 2.8, and 3.2.

f
(b) f/1.0

f

f

f
2f

0.5f

(a) f/0.5

(c) f/0.5
Figure 2.29: Small F-stops.

Small f-stops. Can an f-stop be less than 1? In theory, yes, and this results in
very fast lenses, but for practical reasons it is rare to find a lens with an f-stop smaller
than 1. Figure 2.29 illustrates what happens when the f-stop of a lens is reduced from
f/1.0 to f/0.5. In part (b) of the figure we see a lens with f/1.0. In part (a), an f/0.5
is obtained by doubling the diameter of the lens. The wider lens is heavier and results
in a bigger, heavier, and more expensive camera. It is easy to see how the lens bends
the peripheral light rays (those that hit the lens away from its center) more than in
part (b). This makes it more di�cult to design a compound lens (one that’s made of
several simple lenses) and also results in most of the light arriving at the image sensor
at a sharp angle (obliquely). Image sensors lose sensitivity as the angle of incidence
increases, resulting in an unevenly-exposed picture (the peripheral rays contribute to
the total exposure less than the rays closer to the center).

The conclusion is simple but unexpected. The wider the lens, the more oblique
light arrives at the sensor and is lost, a phenomenon also known as pixel vignetting.

The main cause of vignetting in photography is the way irradiance varies across the
image sensor. (Irradiance is the amount of light falling on a unit area of the sensor per
second. It is controlled by the aperture.) First, a quotation from wikipedia.

The word vignette, from the same root as vine, originally referred to a
decorative border in a book. Later, the word came to be used for a photographic
portrait which is clear in the center, and fades o↵ at the edges. Pixel vignetting
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only a↵ects digital cameras and is caused by angle-dependence of the digital
sensors. Light incident on the sensor at a right angle produces a stronger signal
than light hitting it at an oblique angle.

http://en.wikipedia.org/wiki/Vignetting

Figure 2.30a shows three beams of light passing through an aperture with area A
and hitting an image sensor. The green beam passes straight to the sensor and covers
an area A. The blue and red beams arrive at various angles ✓. The irradiance delivered
by each of these beams is a↵ected by its angle ✓ in three ways as follows:

The area of a slanted beam is reduced by a factor of cos ✓, so the total light energy
delivered by it is also reduced by this factor.

The reduced-energy beam covers an area larger than its size by a factor of cos ✓, so
the irradiance delivered by it to a unit area of the sensor is further reduced by another
factor of cos ✓.

Finally, Figure 2.30b shows that the beams travel di↵erent distances to reach the
sensor. A beam slanted at an angle ✓ travels a distance f/ cos ✓, where f is the distance
between the aperture and the sensor. As a result, its intensity is reduced by a factor
proportional to the square of the inverse of the distance, i.e., cos2 ✓.

The final result is that sensor areas that correspond to an angle ✓ receive irradiance
proportional to cos4 ✓. As ✓ approaches 90�, the irradiance drops to zero, causing dark
regions in the peripheral areas of the sensor, vignetting.
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Figure 2.30: How Vignetting is Created by Irradiance.

Bending the light also increases chromatic aberration. The di↵erent wavelengths of
light bend by slightly di↵erent amounts, which results in color bands or fringes in the
final image. (Recall Isaac Newton’s classic experiment where light was separated into
the rainbow colors when bent by a prism.)

In part (c) of the figure, f/0.5 is achieved by halving the focal length of the lens.
In addition to the sharp bending of the peripheral rays, the image plane is now located
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very close to the lens. In a DSLR camera, the mirror is located between the lens and
the sensor, which is why enough space must be left for the mirror to pivot up and down.
In such cameras, the lens cannot be very close to the image sensor. (This problem
does not exist in mirrorless cameras, such as the recent 4/3 and micro 4/3 classes. See
Section 3.7.)

Another limitation to small f-stops is the lens mount, as illustrated in Figure 2.31.
Both Nikon and Canon lens mounts are shown and it is obvious that it requires ingenuity
to get a wide beam of light past the lens mount and into the camera. (Notice especially
the electrical contacts. They are used by the camera to control the lens, but they take
space.)

Figure 2.31: Nikon and Canon Lens Mounts.

Because of these reasons, constructing lenses with f-stops below 1 produces dimin-
ishing returns. We lose the advantage of a bigger aperture while increasing the cost of
design and manufacture. An f/0.7 does not send twice the light to the sensor as f/1.0.
Similarly, an f/0.5 (the next stop down) sends much less than twice the light of f/0.7.

In spite of this, some users demand fast lenses and lens makers respond to the
demand. Two examples of very fast lenses are the Leica 50mm Noctilux-m lens, featuring
f/0.95, and the GOI CV-catadioptric lens 20mm, with f/0.5.

The smallest possible f-stop. In this section we try to answer the question what
is the smallest theoretical f-stop?

We start with the concept of curvature. Figure 2.32a shows a curve that starts
(on the left) as a straight line (which we intuitively associate with zero curvature) and
becomes highly curved as it propagates to the right. The curvature of a curve is a useful
measure in di↵erential geometry and it is defined at any point where the curve is smooth
(it has a derivative) as follows. Given a point P1 on the curve, we select a point P0 on
one side of P1 and a point P2 on the other side. We then construct the unique circle that
passes through the three points (Figure 2.32b). We now slide both P0 and P2 toward
P1 while recomputing the circle. The circle that is obtained in the limit of this process
is the osculating circle to the curve at P1. The radius of this circle is a good measure of
the curvature of the curve at that point.
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P0 P1 P2

(a) (b)
Figure 2.32: Radius of Curvature.

(The curvature itself is defined as the inverse of the radius and is a vector. It points
from P1 to the center of the osculating circle.)

A lens has two sides. Often, both are curved and have the same radii of curva-
ture, but because they are curved in di↵erent directions, the radii have opposite signs
(Figure 2.33).
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Figure 2.33: Radii of Curvature of a Lens.

Next, we need the concept of refractive index. The refractive index (or index of
refraction) n of an optical medium is a number that describes how light is bent when
entering the medium. Section 1.10 discusses refraction. The simplest way to understand
refractive index is by means of Snell’s law of refraction (Figure 2.34), n1 sin ✓1 = n2 sin ✓2,
where ✓1 and ✓2 are the angles of incidence of a ray moving between two media with
refractive indices n1 and n2. The refractive indexes of air, glass, quartz, sapphire, and
diamond are 1, 1.5, 1.644, 1.77, and 2.42, respectively.

θ1
n1

n2

θ2

Air

Glass

Figure 2.34: Snell’s law of Refraction.

Armed with this background, we look at the lensmaker’s equation, derived in detail
in Appendix F. We denote the refractive index of air by n1 = 1 and the refractive
index of glass by n2 = 1.5. Given a glass lens with radii of curvature R1 and R2, the
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lensmaker’s equation expresses the focal length f of the lens in terms of these refractive
indexes and radii

1
f

= (n� 1)


1
R1
� 1

R2

�
, (2.2)

where n = n2/n1 = 1.5. (See also Equation (F.6). The full equation also includes a
term proportional to the width w of the lens, but we assume a thin lens and ignore this
term.)

We are interested in a lens with the smallest possible f-stop, which is obtained by
the largest possible focal length f . The lensmaker’s equation implies that large radii
of curvature yield large f . The largest radii of curvature are obtained when the lens is
a sphere of diameter d. In that case, R1 = �R2 = d/2 and the lensmaker’s equation
becomes

1
f

= 0.5

2
d

+
2
d

�
=

2
d
.

The f-stop of this lens is f/d = 0.5, so this is the smallest theoretical f-stop. It is clear
that lenses made of materials denser than glass can have, at least in principle, smaller
f-stops. Also, immersing a lens in a gas or liquid with n1 < 1 may decrease its minimal
f-stop even more.

Even though a real lens’s f-stop is limited, it is possible to produce images with
equivalent f-stops lower than the theoretical minimum. The Brenizer Method, illustrated
in the excellent video at [Brenizer 18], demonstrates how to generate a photograph
equivalent to a 1400 Mpixel image taken with a nonexistent 14 mm f/0.2 lens.

The power P of a lens is defined as the inverse of its focal length in meters, P = 1/f .
The units of P are diopters (in US English) or dioptres (in UK English). For example,
a lens with a focal length of 20 cm has a power of 1/0.2 = 5 diopters. A flat piece of
glass can be considered a lens with an infinite focal length. Its power is therefore zero.
The main reason for using P instead of f is the lensmaker’s equation where the object
distance, image distance, and focal length appear as reciprocals. Another reason is that
lens powers add. When two thin lenses are placed close to each other, their total power
is the sum of their individual powers.

Sharpness of a lens.
A quick scan of the professional literature yields several definitions and explanations

of the term “image sharpness” as follows: (1) Sharpness or the lack of it is the result of
resolution and contrast. (2) An image is sharp if it generates in the mind of the viewer
the image of a sharp knife. (3) In a sharp image, it is easy to see the smallest details.

To my mind, these definitions are unsatisfactory. I believe that sharpness is one of
those non-mathematical concepts, like love, honesty, and trust, that cannot be defined
rigorously. Personally, I prefer to think of the sharpness of a lens in terms of edge acuity.
A typical dictionary definition of acuity is “sharpness or keenness of thought, vision, or
hearing.” Some synonyms of acuity are acuteness, delicacy, keenness, perceptiveness,
perceptivity, sensitiveness, sensitivity, and sharpness. Thus, sharpness and acuity are
related, and we can express or explain sharpness (although not precisely define it) by
saying that in a sharp image, an image which features strong acuity, edges are well
defined. A pixel on an edge of an object will always significantly di↵er from its immediate
neighbor outside that object (see examples in Figure 2.121).
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The sharpness of an image depends mostly on the quality of the lens and on its f-
stops, but can also be reduced by the following factors: Noise, di↵raction, the sensor size
(number of pixels), any antialiasing filter placed over the sensor, and the demosaicing
algorithm used to determine the colors of pixels.

Noise is always present. It is found in the camera, the lens, the sensor, and in the
universe in general. Image noise is the topic of Section 2.8. Di↵raction refers to the way
a beam of light spreads out after passing through a narrow aperture or across an edge.
A di↵racted beam is often broken up into several wave forms which then interfere with
one another. Current image sensors o↵er high resolutions, commonly around 20 MP
and often up to 50 MP and more. However, a typical lens resolves the image (especially
at its center) much more than the sensor, even with its millions of pixels, can actually
distinguish, thereby resulting in loss of sharpness.

This discussion naturally leads us to the following important conclusion: The sharp-
ness of a lens or of an image is a subjective perception, not a measurable, quantitative
attribute. Various photographers and lens makers o↵er conclusions such as: A lens is
sharp if it: (1) Generates sharp, well-defined edges. (2) Has no astigmatism. (3) Re-
solves image details that are as small or smaller than the pixels of the sensor. (See also
the discussion of the sampling theorem in Section G.9.)

My sharp might not be your sharp or it may be sharper.
—Seen on the Internet.

The definitions and explanations above may have created the impression in the
reader’s mind that sharpness is one of the most important photographic terms, but in
my opinion (and see also the Ken Rockwell quotations below) it is not. When taking a
photograph, there is always one combination of aperture and focus point that will create
the sharpest image, but other combinations may produce perfectly good images, whose
“inferior” sharpness can be perceived only by zooming in close and checking individual
pixels. Experienced photographers often strive for that “soft” look, which is definitely
not the sharpest. Thus, for best results, better concentrate on focusing and exposure,
with sharpness a distant third.

Sharpness is the most overrated aspect of lens performance.
Photographic lenses, used properly, have always been sharp, even at the dawn of
photography in the 1840’s.
Sharpness. Just get over it.

—Ken Rockwell

A shallow depth of field is sometimes desirable, in order to emphasize certain objects
in the photo. In general, however, we are interested in sharp pictures; those parts of the
image that should be in focus should be as sharp as possible. This raises the question
how does the sharpness of a lens (and with it, the quality of the images taken with the
lens) depend on the f-stop?

Here is the theoretical background. Generally, decreasing the aperture increases
image sharpness. This is especially true for out-of-focus objects and for cheap lenses,
because distortions caused by spherical aberration (a spherical lens is easy to manufac-
ture, but it does not produce a sharp focus), coma (in an imperfect lens, light entering
at an angle is not focused to a point), and astigmatism (the image of a circle is an el-
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lipse) are less apparent at smaller apertures. The expensive, high-quality lenses available
today su↵er less from these distortions, and normally produce the sharpest images at
about one or two f-stops below the maximum aperture. At smaller apertures, however,
sharpness is reduced because of di↵raction (spreading out of a light wave that is leaving
a small opening).

That said, a search of the professional literature and of the many relevant articles
found on the Internet yields many conflicting opinions. Some claim that a lens is at
its sharpest (at its “sweet spot”) in the middle of its f-stop range. Others claim that
the sharpest f-stop is two stops above the middle of the range or is the third f-stop in
the range. Still others claim that there is no direct relation between the f-stop and the
sharpness of a lens and that each lens produces the sharpest images at a di↵erent f-stop.
The only fact on which there seems to be a consensus is that a lens is not at its sharpest
in its extreme f-stops (because of light dispersion and di↵raction e↵ects).

Lenses were already known to the ancients, but in modern times they became
popular in the late 1200’s with the invention of eyeglasses (spectacles). Grinding and
polishing lenses for eyeglasses was the start of the huge optical industry we have today.
In contrast, photography started much later, in 1839, with the photographic processes
of Fox Talbot and Louis Daguerre. Thus, lens making is older than photography, and
lenses made today, even cheap ones, are sharp enough for most practical purposes. When
a blurred photograph is produced, the user should suspect camera vibrations or object
movement rather than poor lens quality.

The following quotation, from June 3, 1937 (by Ansel Adams in a reply to Edward
Weston’s request for lens suggestions) shows that even as early as 1937 photographers
had no need to worry about the sharpness of their lenses.

Any good modern lens is corrected for maximum definition at the larger stops. Using
a small stop only increases depth.

—Ansel Adams, An Autobiography, 1985, page 244.

The obvious conclusion is that the sharpness of a given lens should best be deter-
mined by a simple test such as the following. Take a large sheet with a printed image
that has lots of small, sharp details (a printed text, perhaps from a large book or a
newspaper, may be ideal). Tape it to a wall in a quiet room free of vibrations. Place
the camera on a tripod in front of the wall. Adjust the exposure and focus, and lock the
mirror (if the camera is a DSLR). Take several pictures with a range of f-stops, using a
shutter release cable or the camera’s timer to reduce vibrations and shake as much as
possible. Print the results, place them side by side on a large table, and compare them
visually. If the test image contains small, sharp details, such as small text, it is generally
easy to decide which test picture (or pictures) is the sharpest. Repeat this test for each
lens that you own.

F-stop Rules. Once f-stops and their properties are understood, it
is easy to come up with a few simple rules on how to select the f-stop
(and shutter speed) of a camera for shooting various subjects. Casual
photographers tend to use point-and-shoot cameras and most of those
are automatic. The user has very little control over aperture and shutter
speed, which is why the rules listed here do not apply to these cameras. On the other
hand, DSLR, mirrorless, bridge, and other cameras support non-automatic modes and
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o↵er the following important modes (the figure shows a generic mode dial with the P,
S, A, M modes, a green automatic mode, often known as the green box or green zone,
and several scene modes):

P (program) mode, where the camera selects both the aperture (f-stop) and shutter
speed automatically. Section 2.10 (and especially Figure 2.73) explains how this is done.
This mode is not considered automatic because the camera selects only the exposure
(aperture, shutter speed, and perhaps also ISO), while other parameters—such as the
light metering mode, exposure compensation, white balance, drive mode (single shot or
continuous), self-timer, raw or JPEG output, and flash—can still be set manually by
the user. Thus, the user is given a measure of creative control in this mode. In contrast,
the auto mode leaves (almost) no control to the user and any camera set to this mode
behaves as a point-and-shoot camera.

S or Tv (shutter priority or time value) mode, where the user selects the shutter
speed and the camera chooses the correct f-stop. A camera may o↵er many shutter
speeds, but any given lens may have only a few f-stops. Thus, if the camera cannot
find the appropriate f-stop for the shutter speed selected by the user, it indicates this
by selecting the best f-stop it can and flashing it on the camera’s LCD screen. The
notation Tv comes from the APEX system (Additive System for Photographic Exposure),
[APEX 13].

A or Av (aperture priority or aperture value) mode, where the user selects the f-
stop and the camera chooses the correct shutter speed. The notation Av comes from the
APEX system (Additive System for Photographic Exposure), [APEX 13].

M (manual) mode, where the user is fully responsible for the exposure. The user
selects the aperture, shutter speed, and ISO.

Some photographers prefer the program mode for general photographic work be-
cause of the following:

You can set the camera to compute exposure on the whole scene or only a certain
spot (such as a face or a flower).

You can tell it if you need to focus continuously on a moving object (servo focus)
or on a stationary one.

You can set the camera to a burst (take many pictures in a row) or a single picture.

You can manually control the use of the flash.
Other photographers may not care for the program mode. A typical claim is “it

does not leave me enough creative control over the exposure.”
If these modes are available on your camera, then the following simple rules might

be useful as guidelines:
Rule 1. If the subject is moving, there are three choices, freezing it, blurring it, and

panning the camera.
1.1. To freeze a moving object, use the S mode, set the shutter speed to 1/1000 s or

faster (slow speeds may be used if the object moves slowly, such as an elephant), and let
the camera select the correct f-stop. It has already been mentioned that a camera may
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o↵er a large selection of shutter speeds but any given lens may have only a few f-stops.
If the lens does not o↵er the ideal f-stop, the camera will indicate a wrong exposure.

1.2. A blurry subject is sometimes considered artistically superior to a frozen sub-
ject. Use a slow shutter speed and let the camera select the correct f-stop. Because the
subject will be blurry, the background should be sharp, so choose the M mode and select
a small aperture (large f-stop).

1.3. An experienced photographer may be able to pan the camera and keep it
steady on the moving object. The object will come up sharp and well focused, while
the background will be blurry. Shutter speed must be slow, perhaps 1/15 or 1/30 of
a second, and the f-stop should be set to an intermediate value, to achieve maximum
sharpness. Depth of field is irrelevant in this case, because the background will be blurry
anyway. Experienced photographers know that panning results in the lowest-yield shots.

Rule 2. If the subject is stationary, select the Av mode and one of the following
options:

2.1. If a shallow depth-of field is desired (such as when shooting a portrait or
macro), select a small f-stop (i.e., large aperture) and let the camera choose the shutter
speed.

2.2. If a large depth-of field is desired (such as when shooting a landscape), select
a large f-stop (i.e., small aperture) and again let the camera choose the shutter speed.
A tripod may be needed if the shutter speed is slower than about 1/60 s.

2.3. If depth-of field is unimportant (such as when shooting distant objects), select
a medium f-stop, for best sharpness, and let the camera choose the shutter speed.

Photography is an art form; it does not exist merely to duplicate reality. Thus, there
is more to photography than just exposure (aperture, shutter speed, and ISO). The rules
above should be considered rough guidelines for beginners, illustrating how the f-stop
and shutter speed are employed in general photographic work to obtain images that are
technically correct. In order to “graduate” from a mere photographer to a photographic
maestro, a person must master composition, which is the artistic side of photography.
An aspiring photographer should study the rules and techniques of image composition,
but the best way to master it is to practice. For more information on the technical and
artistic sides of photography, consult the many books and training materials available,
and then go out and shoot, shoot, shoot. Quantity does not equal quality, but in
photography, quantity gives you important photographic experience. Photography is a
numbers game. This is the way to become a great photographer.

⇧ Exercise 2.14: A good photographer carries a camera with him at all times, to quickly
catch and record unexpected events. What mode should the camera be set to?

I frequently do private coaching that is ENTIRELY focused (pun intended?) on
achieving more consistent focus and sharpness!

—Matthew Saville

For scientifically-savvy readers who want the full story, the following paragraphs
explain why the f-stop is defined this way. We start with the basic expression H = E ·T ,
which says Exposure is the product of irradiance (E) and time (T ). Irradiance (E) is
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the amount of light hitting a unit area of the sensor each second. It is controlled by
the aperture. The exposure time (T ) is measured in seconds and is controlled by the
shutter.

From the definition of irradiance, we intuitively feel that the irradiance on the sensor
is proportional to the area of the aperture. In practice, many apertures are pentagons
or hexagons, but for our purposes we can assume that the aperture is a circle. The
area of a circle of radius r is ⇡r2, which implies that irradiance is proportional to the
square of the radius of the aperture. In practice, perhaps for historical reasons, it is
the diameter d of the aperture that is used, and irradiance is also proportional to d2,
because ⇡r2 = ⇡(d/2)2 = (⇡/4)d2.

It is also well known that the intensity of light goes down according to the square
of the distance it travels, which is why irradiance is also inversely proportional to the
square of the distance from lens to the sensor. Figure 1.44, duplicated here, shows that
when focusing at infinity, this distance equals the focal length f of the lens, while when
focusing elsewhere, this distance is very close to f .
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Figure 1.44 (duplicate). Focusing by Refraction.

We can therefore write

Irradiance / d2

f
=

d

N
where N

def= f/d.

The aperture number N , which we normally call the f-stop, is dimensionless and is
defined in this particular way so as to be able to express the irradiance on the sensor
without having to explicitly use the focal length; just with the lens’s diameter and one
more, dimensionless number.

Theoretically, given the same lighting situation, all lenses with the same f-stop would
generate the same irradiance on the sensor and therefore images of the same brightness.

A deeper understanding of the f-stop is obtained when we consider the question
Does a small lens gather as much light from each region of the scene as a large lens?
The key to the answer is to observe that a small diameter lens normally features a short
focal length. This is in order to avoid extreme (very large or very small) fields of view.
If this is true for our small lens, then its f/d ratio is the same as for large lenses. Thus,
because of its small diameter, a small lens collects less light from a given region in the
scene, but because of its short focal length, it focuses this light into a smaller area on
the (smaller) sensor. The total amount of light hitting the sensor is smaller, but because
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the sensor itself is smaller, the light per sensor unit area (i.e., the irradiance) is the same
as with a large lens. A small sensor has smaller pixels, but the number of pixels isn’t
much smaller than that of a large sensor. Currently, in early 2019, a large sensor may
typically have 20–25 Mpixels, whereas a small sensor may have 12–15 Mpixels. Thus,
the image formed on the small sensor is smaller, but is as bright as that created by a
lens with both d and f large. There is, however, an important di↵erence. Smaller pixels
have a smaller capacity for photons, which is why the final image, even though as bright
as with a large lens/sensor, is noisier.

In summary, aperture controls the exposure and also the DOF (Section 2.6) and
depth of focus (Section 2.7.1).

The two e↵ects of (1) freezing/blurring motion and (2) selecting a depth-of-field,
represent a tradeo↵. It is the combination of f-stop (aperture) and shutter speed (a
mechanism) that allow the photographer to adjust this useful tradeo↵. A combination
of f/16 and 1/8 would blur fast motion and result in a large DOF, whereas f/2 and
1/500 would freeze motion and feature a shallow DOF, but in both cases, and in similar
combinations, such as f/5.6 and 1/60, the sensor would receive the same irradiance.

T-stops

Photographers have noticed long ago that two lenses with the same f-stop can
produce images of the same subject with di↵erent intensities. This is because some of
the light is absorbed in the various lens elements as it passes through the lens. To a
photographer (a still photographer) this phenomenon has little importance because a
still image can often be photographed several times with slightly di↵erent exposures.
and the best images are then kept. To a video photographer, this behavior of lenses is
annoying. Imagine a two-part video where the two parts are recorded by two cameras
with similar lenses (i.e., the same f-stop). It is very noticeable (and annoying) to viewers
if one part of the video is slightly darker or brighter than the other part.

This behavior of lenses is why T-stops have been defined, measured by lens makers,
and are used by experienced photographers. The T in T-stop stands for transmission, and
by convention it is written in uppercase. The T-stop of a lens measures the amount of
light coming out of the lens and hitting the sensor, while the traditional f-stop measures
the amount of light going into the lens. The di↵erence between these two quantities is
the light lost and absorbed inside the lens. The T-stop of a lens is defined as its f-stop
divided by the square root of the transmittance of the lens. Thus,

T =
fp

transmittance
.

(Transmittance of a lens is that fraction of the light power that passes through the
lens. It is expressed as a fraction or a percentage.) For example, a lens with f/2.0 and
transmittance of only 60%, has a T-stop of 2/

p
0.6 ⇡ 2.58. Notice that the T-stop of

any given aperture on a lens is always greater (it corresponds to less light transmission)
than the f-stop.

The T-stop of a lens may be important, because a lens advertised as having, say,
f/2.8 (a fast lens) may have a T-stop of T5.6, a full two stops smaller, implying that
only one-quarter of the light expected from f/2.8 is actually reaching the sensor!
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Website DxOmark.com tests lenses and often lists both the f-stop and T-stop of a
lens.

⇧ Exercise 2.15: Explain T-stops with your own words, to make sure you fully under-
stand this concept.

2.5 Aperture

The aperture of a lens is the opening through which light passes into the lens and
the camera. Most cameras have a variable aperture that helps control the amount of
light striking the image sensor. Such an aperture functions like the iris in our eyes. In a
camera with interchangeable lenses, the aperture is located in the lens, not in the camera
body, so each lens has its own aperture mechanism and range of stops. If lenses cannot
be interchanged, the aperture and shutter mechanisms are located in the camera and
are often a single unit. Figure 2.35 shows how a variable aperture made of six blades
can be varied from fully opened to very small.

Aperture is one of the three components of the golden trio of exposure. The other
two are shutter speed and ISO. Each of the three a↵ects the exposure and the final
image quality, and each is associated with an important feature of digital photography.
Aperture is associated with depth-of-field, shutter speed is associated with motion blur,
and ISO is associated with image noise (Section 2.8).

Apertures and f-stops are important quantities in photography. They are related
and their relation is discussed in detail in Section 2.4. Apertures also determine the
depth of field (DOF), an important concept that is the topic of Section 2.6

Current digital cameras feature several modes, and in most of the modes the camera
automatically determines the aperture. An important exception is the aperture priority
mode, where the user sets the aperture (rather, the f-stop) value and the camera deter-
mines the shutter speed and ISO. This mode allows the photographer control over the
DOF.

The remainder of this section discusses the mechanism of variable aperture. In most
lenses, variable aperture is constructed as illustrated in Figure 2.36. A number of blades
(five in the figure) are inserted into a base plate where they can rotate on pegs. The
blades are identical and are shaped roughly like the letter C. Each blade features a peg
(white in the figure) and a hole (black). The hole is inserted into a (black) peg in the
base plate. An actuating ring with slots (white) is then placed over the blades, such
that the white peg of each blade fits into a slot in the actuating ring. When that ring
is turned, the blades swing in unison in or out, thereby varying the size of the central
opening.

An alternative design [Haung 05] has been invented by Y. Haung. Figure 2.37(a)
shows the main components of the mechanism. Plate (14) has a round hole (141) through
which light enters. Two arms (or prongs, 131) slide in opposite directions when motor
(121) turns double-arm (123). Part (c) of the figure shows how the opening (135) can be
completely closed, while part (b) shows that the opening is not circular, but gets closer
to circular as the arms recede and the aperture opens.
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Figure 2.35: Variable Hexagonal Aperture.
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Actuating ring (top)Base plate (bottom) Five blades

Open position Blade rotation Half closed

Hole
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Figure 2.36: A Five-Blade Iris Mechanism.

(a)

(b)

(c)

Figure 2.37: A Two-Prong Mechanism.

Another mechanism, invented by Ronald A. Hill [Hill 82] is shown in Figure 2.38.
The central part (the iris) of this design consists of four five-sided plates (18a, 19a, 20a,
and 21a) that slide along shafts. A single chain is operated by sprocket wheel (29a)
when handle (46a) is turned. The chain slides each plate in a di↵erent direction, and
the combined movement opens up a square gap at the center of the mechanism.

Figures 2.6 and Ans.9 show similar designs for leaf shutters. Those are based on
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Figure 2.38: A Four-Blade Aperture Mechanism.

identical blades, where the central opening does not resemble a circle and has a complex
shape.

Compact cameras are mostly automatic and lack the aperture priority mode (as
well as other manual modes). This is why many compacts also lack a variable aperture.
In such a camera, there is a special ND (neutral density) filter that helps control the
exposure (Section 2.21). The computer in the camera can insert the filter inside (or
behind) the lens when needed. Thus, the computer in an aperture-less camera tries to
control the exposure by varying the shutter speed and ISO, but if there is too much
light, the computer may decide to insert the ND filter, which decreases the amount of
light by 2–3 stops (see also Section 4.7.1).

Note. Among the Canon cameras with an ND filter instead of an aperture are the
entire SD and IXUS series, most of the A and SX series, some of the G series, and the D10
and TX1 models. As a curiosity, since we are talking about Canon camera models, ref-
erence [camerareviews 13] maintains a list of many camera models from various makers,
with links to professional reviews. Reading this list, it is unclear how camera makers
decide on names and numbers for their many models. There may be some hierarchy in
the model numbers, but if there is, it is well hidden.

Figure 2.39 shows the shutter/aperture mechanism of the Canon Powershot A530
camera. This simple mechanism (see also Figure 2.28) consists of a two-leaf shutter (1)
that opens and closes by a signal from the computer. The middle part of the figure shows
how a small screwdriver inserted at point (2) can control the shutter. Label (3) points
to the ND filter, which a screwdriver inserted at (4) can pivot in and out along path
(5). Clearly, this mechanism is extremely simple and it illustrates the design philosophy
behind today’s compact cameras. Keep the optical and mechanical parts simple, even
primitive, and let the computer do all the thinking and controlling.

Setting the aperture manually. A digital camera is controlled by a computer,
and one of the many tasks of this computer is to set the aperture. In the automatic
modes, this is done automatically, while in the manual modes, the computer sets the
aperture in response to the user’s commands. In spite of this convenience, some current
lenses feature a manual aperture ring. Such a device—common on old, mechanical
cameras—seems unnecessary in today’s cameras, and in most cases it is, but there are
a few advantages to setting the aperture manually as follows:

Some large and medium-format cameras feature bellows. This is a pleated ex-
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Figure 2.39: Two-Leaf Shutter and ND Filter.

pandable part that makes it possible to move the lens a large distance for focusing. A
mechanical aperture ring is essential for a camera with bellows.

Extreme macro can be achieved by attaching two lenses face-to-face. In such a case
the front lens must be stopped manually.

Some low-end teleconverters and extension tubes do not have electrical contacts,
requiring a manual aperture setting.

Another useful option for macro work is to reverse-mount the lens on the camera,
and this also calls for a mechanical aperture ring.

Nikon lenses with a mechanical aperture ring can be used on older Nikon cameras.
Even more, such a lens can be mounted on Canon EOS cameras in stop-down mode via
an adapter.

2.6 Depth-of-Field

The important term “aperture” has already been mentioned several times. Most cameras
control the amount of light that reaches the film/sensor by varying the
shutter speed and the diameter of the lens. Behind the lens of the
camera there is a diaphragm, similar to the pupil in the eye, that can
cover di↵erent areas of the lens. When the diaphragm is fully open,
more light reaches the film/sensor, but the diaphragm can be closed to
reduce the amount of light. The term aperture refers to the diameter
of the diaphragm.

When varying the aperture of a camera, the quantity that is used in practice is
the f-stop (also referred to as f-number, focal ratio, f-ratio, or relative aperture). This
quantity is defined as the focal length of the lens divided by the aperture. Several f-
stops—such as f/4, f/5.6, and f/8—are marked on a typical lens to help the user adjust
the aperture quickly. Notice that the larger the f-stop, the smaller the aperture (the
e↵ective diameter) of the lens.

Thus, the amount of light that reaches the film/sensor is proportional to the e↵ective
area of the lens and to the exposure time.
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f/4 f/5.6 f/8

1/250 1/125 1/60

Figure 2.40: Three F-stops and Shutter Speeds.

⇧ Exercise 2.16: Figure 2.40 shows three di↵erent f/stops and shutter speeds. Explain
why the same amount of light reaches the sensor in each case.

When a beam of light hits an object, it is absorbed, reflected, or refracted. Normally,
it is partly absorbed, partly reflected, and partly refracted. Mirrors are useful because
they reflect light, but the magic of lenses is based on light refraction (Section 1.10). The
light “bends” when it moves from air to glass and bends back when it exits from glass
back to air. Refraction happens because the speed of light depends on the density of
the medium it travels through.

Figure 1.44a (duplicated here) shows how parallel light rays that are also parallel
to the axis of a lens are bent by refraction and converge to the focus at F, but the use
of lenses in a digital camera is in focusing an entire image onto the sensor array in the
focus plane (which is not the same as the focal plane). The problem is that every point
on the object that is being photographed emits light in all directions. To get a sharp
image on the sensor, all the rays that are emitted from a certain point x on the object
and that happen to strike the lens have to be bent so that they hit the sensor at the
same point y. Figure 1.44b shows a subject to the left of a lens and how three rays
leaving point x are bent di↵erently by the lens and end up at point y on the focus plane
f. We say that the subject is focused at plane f. If the subject is moved away from the
camera, it will be focused in another plane, closer to the focus F. This is why focusing in
old cameras was done by moving the lens back and forth, thereby varying the distance
between the lens and the film. If the object is moved all the way to infinity, its focus
plane becomes the focal plane (the plane containing the focus point F).
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Figure 1.44 (duplicate). Focusing by Refraction.
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Now consider plane b in Figure 1.44b. The three rays from point x on the object
diverge and hit this plane at three di↵erent (but nearby) points. A three-dimensional
diagram showing more rays from point x would show that they form a small circle on
plane b, the so-called circle of confusion or CoC (more accurately, this is not a circle
but the shape of the aperture, which is typically a pentagon or a hexagon). It is now
clear that if the object is located at the precise distance the lens is focused, every point
on it will focus to a point on the focus plane. When the object moves out of focus, the
points on the focus plane become circles. The farther out of focus the object is, the
larger these circles become.

(Circle of confusion: A group of photographers sitting around trying to understand
depth of field.)

This is in principle. In practice, it is people who look at photographs, and the
human eye has limited resolving power (it has evolved to help our ancestors hunt saber
tooth tigers, not bacteria). When we look at a small enough circle, we see it as a
point, which is why objects that are in principle out of focus may still look sharp in a
photograph. The result is that an image appears to be sharp (in focus) when the subject
moves over a certain range, and this range is termed the depth of field (DOF).

In theory, there is no di↵erence between theory and practice, but
in practice, there is.

—Jan L. A. van de Snepscheut.

We can therefore define the depth of field as the length of the interval in front of
and behind an object, in which the projected image appears sharp.

Figure 2.41 illustrates shallow DOF patterns and Figure 2.42 illustrates several
interesting DOF patterns.

⇧ Exercise 2.17: How can we tell that the patterns of Figure 2.42 were actually made
by image processing software from an image that was completely sharp?

Here are some notes about the creative use of DOF.
Once the DOF concept is understood, the obvious question is which DOF is best?

The answer, as usual, is that it depends. When shooting a landscape, we generally want
to capture everything in front of the camera, so a large DOF is preferable, but when
taking someone’s portrait, the background is normally irrelevant and should be blurred,
which can be done by setting the exposure to a shallow DOF.

A large DOF is achieved by a small aperture, but this requires a slow shutter speed,
which may cause a blurry image. Wide-angle lenses generally provide a large DOF, while
a telephoto lens is associated with a shallow DOF. An experienced photographer knows
how to use DOF as an image composition tool and how to achieve the best results in
any given photographic situation.

The DOF can be used creatively, to produce artistic images. A typical example
is an image that tells a story by having the important subjects of a scene sharp while
leaving the unimportant parts blurry. This can be achieved, for example, by moving
the unimportant subjects farther away from the camera while keeping the relevant parts
close to the lens.

If the subjects are moving, the shutter speed has to be fast, which requires a large
aperture. If a large DOF is needed, the only solution may be to increases the ISO, at
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Figure 2.41: Shallow Depth-of-Field Examples.



2 Digital Cameras 273

(?)

Figure 2.42: Four Depth-of-Field Patterns.
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the risk of introducing noise into the resulting image.
There are few cases where DOF is irrelevant. One such case is when the scene is flat,

two-dimensional. Examples are a large poster, a tall fence, and the side of a building.
All parts of the scene are at approximately the same distance from the lens, so all that
the user has to do is focus the camera at the scene. Another case is panning. When we
pan the camera, the background becomes blurry and we try to keep the subject in the
foreground sharp by matching the camera movements to the subject’s movements.

To measure the DOF of a lens, we first have to decide on the largest acceptable
diameter of the CoC. Di↵erent diameters yield di↵erent DOFs.

The resolving power of the eye depends on the person and on age. It varies widely,
but on average we can use one minute of arc as a representative figure. This means
that at a normal reading distance of 20 inches, the smallest detail a person with perfect
eyesight can see (under ideal conditions) is about 1/7 = 0.142857 mm. Two dots placed
closer than this next to each other will appear as one dot. Obviously, the depth of field
depends on what we consider blurred. A person who tolerates larger circles of confusion
would claim that his camera has a greater depth of field, while someone less lenient may
find that the same camera produces a smaller depth of field. Lens manufacturers often
write the depth of field on the lens, and for 35 mm film cameras this specification was
based on the following argument:

In a 35 mm camera, the height of the negative is 24 mm (about 1-in) and its width
is 36 mm (Figure Intro.14). To enlarge such a negative to a 5⇥7 in print, the enlarging
factor is 5. If we want the circles of confusion to be at most 1/6 = 0.1667 mm after the
enlargement, they have to be at most 0.1667/5 ⇡ 0.0333 mm before the enlargement.
This was the CoC size that 35 mm lens manufacturers used when measuring the depth
of field of new lenses.

⇧ Exercise 2.18: Assuming that the eye can resolve details as small as 1/7 mm from a
distance of 20 in, show why this is equivalent to a resolving power of one minute of arc.

Assuming that the resolving power of the eye is one minute of arc, it makes sense to
start with text and figures printed on a sheet of paper. Assuming that this is read under
ideal and correct viewing conditions, and from an average distance, we simply have to
construct a narrow, 1-minute angle whose apex is located at the viewer’s eye and whose
legs are on the surface of the paper. The distance spanned by the legs should be a good
choice of a CoC. An average reading distance is 20 inches or 500 mm, but what are ideal
and correct viewing conditions?

I believe that ideal viewing conditions include such things as enough light and no
disruptions, while correct viewing conditions mean that each object on the paper covers
the same area in the reader’s retina as does the same object in the real scene. Incorrect
viewing conditions occur if the paper is held too close or too far or at an angle to the
reader’s line of sight, or if the printed images are distorted.

Under these assumptions, a 1-minute angle at 500 mm spans 500 tan (⇡/(180 · 60)) =
0.145 mm. Assuming that the printed text covers an area of about 5 ⇥ 7.5 inches, the
diagonal of this area is about 9 in, or 1600 times 0.145 mm. It therefore makes sense
to choose CoCs that are about 1/1600 of the diagonal of the image. In the camera, the
image size is the size of the sensor, which is why it is common to choose CoCs that are
1/1500 of the sensor’s diagonal.
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Reference [Lyon 06] includes a detailed summary of various approaches to choosing
the maximum acceptable diameter of the CoCs.

In principle, the depth of field depends on the aperture size, focus distance, lens
focal length, sensor size, sensor array organization, and the final print size.

Of these factors, the easiest for the user to vary is the aperture size, so how does
the depth of field depend on the aperture? We provide two answers.

1. The circles of confusion are formed by light that passes through the lens, so less
light implies less confusion in the circles, and therefore greater depth of field. This is an
intuitive explanation that is easy to illustrate with a camera. An old camera, where it
is easy to vary the aperture, is best. Look at a scene that includes objects at di↵erent
distances, close the diaphragm gradually and you’ll observe the scene getting sharper.
You’ll also see it darker, but you can compensate for that by increasing the exposure
time. In principle, the hole of a pinhole camera is infinitely small, which is why only one
light ray reaches the film from each point of the scene, resulting in an infinite depth of
field, every point of the scene is in focus.

2. Figure 2.43 illustrates the e↵ect of aperture on the depth-of-field by tracing light
rays. In part (a) of the figure, the aperture is large, and it is obvious that points B and
C, which are out of the principal plane of focus, become circles of confusion (indicated
by the thick lines) on the image plane. With the much smaller aperture of part (b),
the rays from points B and C converge at the same positions in front of and behind
the image plane, but the circles of confusion are much smaller because of the narrower
angles of convergence and divergence of the light rays.

(a)

B

Principal plane of focus Image plane
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C
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Figure 2.43: E↵ect of Aperture on Depth-of-Field.
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Many advanced DSLRs have a special depth-of-field (DOF) preview button that
when pressed, adjusts the aperture to the size it will have when the picture is taken.
This allows the photographer to examine the DOF before the picture is taken.

Thus, a small aperture results in a greater DOF, but the application of this fact is
limited, because of the e↵ects of di↵raction. Some light is always di↵racted at the edge
of the lens, and for a small lens, this light becomes a significant percentage of the total
light, resulting in a poor-quality image.

Here is an example of how a shallow DOF can significantly improve an image.
Suppose you want to shoot a scene located behind a chain-link fence with small holes.
You cannot fit the lens through a hole in the fence, so you try the following: Manually
focus the camera to a distant point in the scene, set the aperture as large as possible,
and bring the camera close to the fence, so the lens almost touches the wire. These
settings may often blur the fence wires so much that they become invisible.

⇧ Exercise 2.19: Imagine a small object (an occluder) placed between the scene and the
camera. Normally, the image formed on the sensor would show such an object, but if the
occluder is small enough and the DOF is shallow, the occluder may become invisible.
Explain this with a diagram.

Another important feature that a↵ects the DOF (and that reduces the DOF when
the aperture is decreased) is spherical aberration (Section 1.21). Figure 1.78a illustrates
how the central rays are bent by a spherical lens to one focus while the peripheral rays
are bent to a di↵erent (closer) focus. This is why a stopped-down spherical lens features
smaller spherical aberration and this translates to smaller CoCs. Figure 2.44 illustrates
this e↵ect clearly. The thick red and green segments (the latter looks like a dot) in
the figure are the diameters of the COCs that correspond to the outer and inner rays,
respectively. It is obvious that the inner, green rays result in a much smaller CoC.

Image plane

Figure 2.44: E↵ect of Spherical Aberration on CoCs.

Factors a↵ecting DOF. The amount of DOF at any time depends on the follow-
ing: (1) The lens opening (aperture or f-stop), (2) the distance between the camera and
the subject, and (3) the sensor size (or, alternatively, the largest acceptable diameter of
the circles of confusion). Section 2.7 derives the DOF equations based on these factors.

However, even beginners know from experience that the DOF depends also on the
focal length of the lens. Telephoto lenses produce images with a shallow DOF, while
wide-angle lenses make it easier to obtain large DOFs. The dependence of the DOF
on the focal length is a controversial topic that is discussed endlessly in books, articles,
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training videos, and on the Internet. The following is my opinion and an attempt to
justify it. Depth-of-field is not absolute; it is a subjective property that depends on the
beholder. We cannot exactly place a boundary between a sharp region and a blurry
region. We cannot say that a certain pixel is sharp but its immediate neighbor on the
right is blurry. We can only specify the diameter of the largest circles of confusion that
are acceptable to us. Based on these facts, I would like to propose that the DOF depends
on the focal length of the lens both in theory and in practice. This opinion is justified
by the two claims listed here.

Claim 1. The DOF is independent of the focal length. In practice, when taking
pictures with di↵erent lenses, we perceive a dependence of the DOF on the focal length.
Telephoto lenses tend to produce shallow DOF but this is only an illusion that is easy
to explain. A telephoto lens produces a telescopic (or compression) e↵ect; it moves all
the objects in the scene closer to the camera, but faraway objects are moved more than
nearby objects. Thus, even though a faraway object may be only a little blurry due to
DOF, once it is brought closer to the camera by a telephoto lens, we see it in greater
detail and it seems more out of focus than it really is.

Those who would like to check this claim should try the following experiment. Select
a simple scene with just two objects, foreground (A) and background (B). Focus the
camera on object A, so that object B will be somewhat blurry. Shoot the scene first with
a wide-angle lens and then with a telephoto lens. Make sure that A has the same size
in both images (i.e., the two images have the same field of view). You will notice that
object B is blurrier in the second image because of the telescopic e↵ect of the telephoto
lens. However, B also appears closer to A in the second image. We can therefore claim
that the shallow DOF (the increased fuzziness of B) in the second image is a result of
the larger size of B. If we take object B from the first image and use software to blow it
up to its size in the second image, the two images of B would feature the same amount
of fuzziness.

This experiment seems to suggest that a shallow DOF observed with telephoto lenses
is an illusion created by the large size of background objects. However, the key word
in the previous paragraph is “software.” We have to use software to scale the smaller
version of B to the size of the larger version, but we don’t know how this software works.
The scaled version of B may look like the smaller version (or may look di↵erent) because
of the way the software blows up an image, not because these versions have the same
DOF.

We therefore conclude that claim 1 could be wrong. This claim is easy to under-
stand, but it does not prove that the DOF is independent of the focal length. A telephoto
lens produces a shallow DOF, so DOF depends on the focal length, at least in practice.

Claim 2. Optically (i.e., scientifically), DOF depends on the focal length, and this
is especially noticeable in macro photography. The DOF equations of Section 2.7 give
the hyperfocal distance H and the near Dn and far Df distances of acceptable sharpness
(see Section 2.14.2 and Equation (2.9) for the definition of hyperfocal distance) as

H =
f2

N · c + f, Dn =
s(H � f)

H + s� 2f
, Df =

s(H � f)
H � s

,

where f is the lens’s focal length, s is the focusing distance, c is the diameter of the
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circles of confusion, and N = 2i/2, where i = 1, 2, 3, . . . for f/1.4, f/2, f/2.8, . . . . (In
other words, N is the f-stop value. For f/1.4, N = (

p
2)1 ⇡ 1.4. For f/2, N = (

p
2)2 = 2.

For f/2.8, N = (
p

2)3 ⇡ 2.8, and so on.) All distances should be in the same units. The
equations tell us that the values of Dn and Df (Figure 2.45) depend on the focal length
f , which justifies the claim that the amount of DOF depends, at least in principle, on
the focal length of the lens.

Blurry BlurryTotal DOF

s (focusing distance)D
n

D
f

Figure 2.45: Dn, Df , s, and Total Depth-of-Field.

A note. A few words need be said about Figure 2.45. The figure shows two vertical
planes (in red) that divide the blurred regions from the sharp (total DOF) region. We
know that DOF, blurriness, and sharpness are subjective terms, so how can we place
a sharp dividing line between blurry and sharp? The answer relies on the circles of
confusion (CoC). We ask that the user select a value c for the diameter of the largest
acceptable circles of confusion. Any circles with a larger diameter are then considered
blurry, and this choice of the user makes it possible to place sharp dividing lines between
blurry and sharp regions (end of note).

However, we can show that claim 2 is not completely correct, at least in principle.
Using the equations, it is easy to show that increasing the focal length f while also
increasing the focusing distance s (i.e., moving the camera away from the scene) can
keep the total DOF constant. By total DOF we mean the di↵erence between the near
Dn and far Df distances of acceptable sharpness. Table 2.46 (computed for c = 0.01 mm
and n = 8) shows five combinations of f and s whose total DOF is virtually constant
(0.39 m). As we increase the focal length, all we have to do is walk away from the scene
until the background object occupies the same part of the image as before. The near and
far sharp distances would change, but the di↵erence between them remains constant.
Also the parts of the total DOF in front and behind the point of focusing vary. The
former increases (from 40% to 50%) and the latter decreases (from 60% to 50%).

f s Dn Df Df �Dn in front behind

20 1000 0.84 1.24 0.41 0.16 (40%) 0.24 (60%)
50 2500 2.32 2.71 0.39 0.18 (46%) 0.21 (54%)

100 5000 4.81 5.20 0.39 0.19 (48%) 0.2 (52%)
200 10, 000 9.81 10.1 0.39 0.19 (49%) 0.2 (51%)
400 20, 000 19.8 20.2 0.39 0.19 (50%) 0.2 (50%)

Table 2.46: Conserving the Total DOF.
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For those who would like to experiment, the Mathematica code

f = 25; n = 1.4; c = 0.01; s = 2000;
H = f^2/(n c) + f
Dn = s (H - f)/(H + s - 2 f)
Df = s (H - f)/(H - s)

produces H = 44,668, Df = 1,915, and Dn = 2,093 (all dimensions are in millimeters).
Figure 2.47 shows a sharp image and how its foreground and background become

blurry due to a strong DOF e↵ect.
A detailed (but hard to obtain) reference on DOF is [Blaker 85].

⇧ Exercise 2.20: What is a simple way to achieve infinite DOF?

Focus stacking

We know that macro photography and optical microscopy produce images with very
shallow DOF. Imagine several shots of the same scene taken at di↵erent focal distances.
The resulting images are identical except for the location of the sharp region in each.
We now try to use image processing software to combine the images such that every
part of the final result is sharp. Such a technique is referred to as focus stacking (or
focus blending) and is supported by several current (2020) cameras. The idea is to select
the sharp regions from each image and combine them to form the final image. Thus,
the main task of the software is to identify the sharp and blurry regions of an image.
This problem is somewhat similar to contrast focusing (Subsection 2.14.9) and is solved
by identifying lines and edges and comparing them. Figure 2.48 features a typical line,
marked with a blue arrow, and a typical edge, marked with a yellow arrow. It is easy
to see that a line is a narrow region of pixels whose color is markedly di↵erent from the
colors of the pixels on both sides. An edge, similarly, is identified by an abrupt change
of color of adjacent pixels.

The bottom part of Figure 2.48 is a blurry version of the top part, and it is obvious
that the key to identifying sharp and blurry parts of an image is the di↵erences between
adjacent pixels. In the sharp part, those di↵erences are marked, while in the blurry part,
pixels on an edge or on a line are not much di↵erent from their immediate neighbors.
The figure shows two pairs of adjacent pixels and how their colors in the sharp (top)
part of the image are considerably di↵erent while in the blurry (bottom) part they are
very similar (see also red boxes in Figure 2.120).

Thus, given a set of images Fi, an algorithm to identify the sharp parts and combin-
ing them may start by partitioning the images into small regions (square or rectangular).
The algorithm scans the regions and for each region R it identifies that image Fj where
R is the sharpest. In each image Fi, adjacent pixels in region R are subtracted and the
absolute values of the di↵erences added. The image Fj where this sum is the largest, is
considered the sharpest. Region R of image Fj is then selected to become a region in
the final image.

Edge detection is a non-trivial problem and there are several successful algorithms
in this area. See, for example, [Canny 14].

An alternative approach to identifying sharp regions is to compute the histogram of
each region and measure its width. (A histogram, Section 2.17, is a graph that displays
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Figure 2.47: Blurry Foreground and Background.
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Figure 2.48: Sharp and Blurry Lines and Edges.

the number of pixels of each grayscale or color graphically.) If the region is well focused,
we can expect fewer shades between the brightest and darkest pixels and the histogram
tends to be narrow. In contrast, the histogram of a blurry region tends to have more
shades of gray and is consequently wide.

Focus stacking has proven to be a useful feature. It allows the photographer to
produce sharp images with very wide DOF, even with apertures very di↵erent from the
smallest one (which is often f/22). Recall that small apertures may cause di↵raction,
a problem that some professional photographers find annoying. An interesting point is
that focus stacking can be done with any camera. Once the camera is mounted on a
tripod, the photographer can take several shots of the same scene, while slightly varying
the focusing distance between shots.

Some photographers employ focus stacking to achieve fine control over the sharp
DOF region. Imagine trying to shoot a large plant or flower, where much of the back of
the subject is visible. We ideally want a very shallow DOF, in order to eliminate any
background details, so we may try to shoot at f/2.8. The result may be a completely
blurry background, but the extreme front and back of the subject may not be fully
focused because of the shallow DOF. If we then shoot at, say, f/32, the entire subject
may come out sharp, but some background details may now be visible. The solution
is to shoot several images at, say, f/4, while varying the focus in small steps from the
front of the subject to its back. This technique works with stationary objects and it
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is recommended to set the camera to its manual exposure mode and set the aperture
somewhere in the middle of its range, typically f/8 to f/11.

One source of software for focus stacking is heliconsoft.com, the maker of Helicon
Focus. This program will try to align the various images before partitioning each and
examining its contrast. This is handy because varying the focus by hand may slightly
jar the camera.

The popular software Adobe Photoshop and Adobe Lightroom can also be used to
align and then merge the sharp parts of a sequence of focus stacking images. Here is
how. In Adobe Lightroom, load the individual images and select them. Then go through
the menus to Photo/Edit in/Open as layers in Photoshop. Another document will
open in Photoshop where the individual images would be separate layers and only the top
layer is visible. The next step is to align the layers. Go to Edit/Auto-Align Layers
which opens a dialog box with several choices. Make sure that Auto is selected and
click OK. The sophisticated alignment algorithm of Photoshop takes time but does an
excellent job. The last step is to combine the many layers by going to Edit/Auto-Blend
Layers. A dialog box opens, with choices of Panorama and Stack Images. Choose the
latter and click OK. This process adds a layer mask to each of the individual images
and selects in this layer only the areas that are in focus in that particular image. If the
focus stacking process was not done properly, there may be regions in the scene that are
not in focus in any of the individual images, and such regions would be blurry in the
final image.

A note. We have all seen many photographs, sharp and blurry, of large and small
objects, and of nearby and distant scenes. Over the years, we have learned that small
objects tend to have a shallow DOF in photographs, so when we see a scene with a shallow
DOF, we tend to assume that it contains small objects. This is how the miniaturization
(or toy) e↵ect is obtained with a tilt-shift lens (Section 1.19). With this in mind, given
a small subject, we want it to seem small to the viewer, so we may prefer to use focus
stacking on only the central parts of it and leave the closest and farthest parts blurred.
A complete focus stacking of a small object shows it fully focused and looking big as a
result.

As a reminder, in the absence of a macro lens, good results can be obtained with
turning your lens around and attaching it to the camera with a lens reversal ring as
explained in Subsection 2.19.1.

In-camera focus stacking

Some high-end cameras support in-camera focus stacking, a useful feature. Fuji
first implemented this feature (referred to by Fuji as focus bracketing) in its GFX 50R
medium-format mirrorless camera. This is an advanced camera with a large 51.4 Mpixel
43.8⇥ 32.9 mm CMOS sensor.

Just to give the reader an idea of what this size means, we show that the area
of this sensor is 43.8 ⇥ 32.9 = 1441.02 mm2, making it 67% bigger than the area of a
full-frame sensor. Its diagonal is

p
43.82 + 32.92 ⇡ 54.78 mm, implying a crop factor of

43.27/54.78 ⇡ 0.79. The GFX 50 is a very expensive camera, so Fuji later implemented
this feature in its X-T2 camera.

Focus bracketing on the GFX 50 requires a special plug-in for Adobe Lightroom.
The photographer enters the focusing step size (in EV units), and specifies the two
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focusing bounds (endpoints) of the stacking process. Those normally are the nearest
and furthest points in the scene. The plug-in then computes the number of shots needed
and starts triggering the camera to take the shots, varying the focus between shots at
the correct step size. When done, the individual frames can be aligned and combined by
special stacking software such as Helicon Focus or Zerene Stacker. A practical fact to
consider is that aligning individual frames often results in some cropping, because certain
peripheral parts of the image may not exist in some frames. Thus, an experienced user
should start by selecting an area slightly bigger than needed, to allow for later cropping.

2.7 Depth-of-Field Equations

The DOF equations derived here express the near and far limits of the sharp region (un

and uf , respectively) as functions of the focal length f of a symmetric lens, the distance
u at which it is focused (the object distance), the f-stop N of the lens, and the maximum
acceptable diameter c of the circles of confusion. The derivation is based on material in
[DofInDepth 14] by Je↵ Conrad, [Greenleaf 50], and [Wiki.DOF 14].

Many websites o↵er free DOF calculators that make it quick and easy to figure out
the near and far boundaries of the sharp DOF region. Reference [dofmaster 14] is just
one example of many.

Figure 2.49 illustrates the geometry of the problem. A symmetric lens with focal
length f and aperture d is shown. Two blue rays from a point at distance u from the
lens are bent by the lens to a focus point on the image plane at distance v on the other
side. Two red rays from a point at distance uf are bent and sent to meet at a point at
distance vf , where they diverge (the red dashed segments) and form a circle of confusion
of diameter c at the image plane (distance v). Similarly, two green rays from point un

are bent to meet at vn. On their way, they also form a CoC of the same diameter on
the image plane.

DOF

un

vn

u v
uf

vf

c
d

u−unuf−u

Figure 2.49: DOF for a Symmetrical Lens.
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Once the focal length f and the diameter d of the aperture are known, the near
and far limits of the sharp region depend on c, the maximum acceptable diameter of
the CoCs. A lenient user who selects large values of c ends up with a wider sharp DOF
region (i.e, a small un and a large uf ). Smaller c values result in a narrower sharp region.

The two gray triangles in the figure are similar and provide the relation

v � vf

vf
=

c/2
d/2

=
c

d
.

The two green/cyan triangles are also similar and allow us to write

vn � v

vn
=

c/2
d/2

=
c

d
.

In practice, the known quantity is not the diameter d of the aperture, but the f-stop
N = f/d. Substituting this in the above equations yields

vn =
fv

f �Nc
and vf =

fv

f + Nc
. (2.3)

We now use the thin-lens equation [Equations (1.2) and (1.4) on Page 250] which relates
the object distance u and the image distance v to the focal distance f . This equation is

1
u

+
1
v

=
1
f

implying v =
uf

u� f
,

and a simple substitution into equations (2.3) results in

un =
uf2

f2 + Nc(u� f)
, (2.4)

and

uf =
uf2

f2 �Nc(u� f)
. (2.5)

Thus, once the focal length f and the f-stop N of a lens are known, the near and far
boundaries of the sharp region can easily be computed for any chosen diameter c of the
CoCs.

A note. Equation (2.5) has a minus sign in its denominator. Because of this,
certain combinations of u, f , N , and c may produce negative values of uf . In fact,
Equation (2.9) (hyperfocal distance) will be derived by setting the denominator of uf

to zero.
Figures 2.50 and 2.51 show how the limits un and uf of the DOF sharp region vary

as functions of the object distance u (the former figure) and the focal length f (the
latter figure). All the dimensions (the focal length, the CoCs, and the limits) are in
millimeters and the f-stop is a pure, dimensionless number. It is obvious that the DOF
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region widens for large values of u (object far from the camera) and narrows for large
values of f (telephoto).

It is also easy to derive expressions for the two parts of the sharp region, u � un

and uf � u (see Figure 2.49). They are

u� un =
Ncu(u� f)

f2 + Nc(u� f)
, and uf � u =

Ncu(u� f)
f2 �Nc(u� f)

. (2.6)

The ratio of these quantities is

u� un

uf � u
=

Ncu(u� f)
f2 �Nc(u� f)

/
Ncu(u� f)

f2 + Nc(u� f)
.

Texts on photography often claim that this ratio is about 1/2, i.e., one-third of the sharp
DOF region is in front of the point of focus (between u and the lens) and two-thirds
are behind this point (between u and infinity). However, when we equate the ratio of
Equation (2.6) to 0.5 and solve for u, the result is

u =
f2

3Nc
+ f, (2.7)

produced by the statement Solve[(f^2-n c(u-f))/(f^2+n c(u-f))==1/2, u].
The width of the entire DOF sharp region is the di↵erence

uf � un =
uf2

⇥
f2 + Nc(u� f)� f2 + Nc(u� f)

⇤
[f2 �Nc(u� f)] [f2 + Nc(u� f)]

=
2uNcf2(u� f)

f4 �N2c2(u� f)2
. (2.8)

It often happens that the camera–subject distance u is much greater than the focal
length f . In such a case, Equation (2.8) can be written in the simpler, approximate
form

uf � un ⇡
2u2Ncf2

f4 �N2c2u2
.

Also, the denominator of Equation (2.8) has a minus sign and may therefore become
very small and even negative. It is easy to see that when u gets larger, the term N2c2(u�
f)2 in the denominator gets bigger, the denominator therefore becomes smaller, and the
equation yields larger and larger DOF regions. When the denominator becomes zero,
the DOF region is infinite. When u gets even bigger, the denominator becomes negative,
which suggests that any negative values of the denominator should be interpreted as an
infinite DOF region behind the subject.

Next, we express the DOF boundaries un and uf in terms of the image magnification
m = v/u. The thin-lens equation yields u� f = f/m and this results in

un =
u

1 + Nc
fm

, and uf =
u

1� Nc
fm

.

We are now ready for the important concept of hyperfocal distance. We explore
what happens when the sharp DOF region extends all the way to infinity. For this, we
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Figure 2.50: DOF Limits as a Function of u.

(* DOF equations *) Remove["Global‘*"];
f = 50.; n = 8; c = .1;
un = u f^2/(f^2 + n c (u - f));
uf = u f^2/(f^2 - n c (u - f));
Plot[{un, uf}, {u, 50, 3000}, AxesOrigin -> {0, 0}]
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Figure 2.51: DOF Limits as a Function of f .

(* DOF equations *) Remove["Global‘*"];
u = 3000.; n = 8; c = .1;
un = u f^2/(f^2 + n c (u - f));
uf = u f^2/(f^2 - n c (u - f));
Plot[{un, uf}, {f, 50, 150}, AxesOrigin -> {0, 0}]
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set the far limit uf to infinity in Equation (2.5) by equating its denominator to zero.
From f2 �Nc(u� f) = 0 we get the hyperfocal distance

uh =
f2

Nc
+ f ⇡ f2

Nc
. (2.9)

(Notice the subscript h.) Now notice what happens to the near DOF limit un in this
case. We set u equal to uh in Equation (2.4) to obtain

un =
uhf2

f2 + Nc(uh � f)
=

f2

Nc + f

2
=

uh

2
.

This means that a lens focused to its hyperfocal distance enjoys a sharp DOF region
that extends from half the hyperfocal distance all the way to infinity. This simple fact
gives rise to the following rule of thumb. If you want the maximum DOF, estimate the
distance from your camera to the nearest object you can see on the screen or viewfinder,
and focus the lens to twice this distance.

It is important to understand that a lens, even a prime lens, which has a single focal
length f , has infinitely many hyperfocal distances, depending on the choice of an f-stop
N and a CoC diameter c.

Figure 2.52 illustrates the behavior of the hyperfocal distance as a function of the
focal length f for a CoC diameter of 0.03 mm and several values of N . The red arrow
indicates that the hyperfocal distance for f = 50 mm and N = 8 is 34.3 ft.

Following is Mathematica code to compute a table of hyperfocal distances.

c = 0.02; (* CoC in mm *)
(* f is the focal length in mm, n is the f/stop *)
h[f_, n_] := NumberForm[(f^2/(n c) + f)/1000, {5, 2}];
(* Convert h from mm to meters. Five digits, of which two
are after the decimal point *)
Table[h[f, n], {f, 10, 50, 2}, {n, {2, 2.8, 4, 5.6, 8, 11, 16, 22, 32}}];
MatrixForm[%]

The following are common definitions of the hyperfocal distance found in the pro-
fessional literature.

The hyperfocal distance is the closest distance at which a lens can be focused while
keeping objects at infinity acceptably sharp. When the lens is focused at this distance, all
objects at distances from half of the hyperfocal distance out to infinity will be acceptably
sharp.

The hyperfocal distance is the distance beyond which all objects are acceptably
sharp, for a lens focused at infinity.

The approximation in Equation (2.9) is sometimes useful. It is justified because the
first term (with a large f2 and small N and c) is so much bigger than the second term
f . For example, for N = 8, c = 0.2 mm, and f = 50 mm, the first term equals 1562 mm,
31 times bigger than f .
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(* Hyperfocal distance chart *)
c = 0.03; (* in mm *)
hf[f_, n_] := (f^2/(n c) + f)/304.8; (* 304.8 mm = 1 foot *)
Plot[{hf[f, 2], hf[f, 2.8], hf[f, 4], hf[f, 5.6], hf[f, 8],
hf[f, 11], hf[f, 16], hf[f, 22], hf[f, 32]}, {f, 28, 100},
AxesOrigin -> {28, 5}, PlotRange -> {{28, 100}, {5, 60}},
Frame -> True]

Figure 2.52: Hyperfocal Distance Chart.

Equation (2.9) together with the relation m = f/(u� f) gives us the image magni-
fication mh at the hyperfocal distance

mh =
Nc

f
.

Also, Equation (2.7) can now be interpreted in terms of the hyperfocal distance.
It says that one-third of the DOF is in front of the point of focus and two-thirds are
behind it only when the object distance is slightly greater than one-third the hyperfocal
distance.

An important result, related to the hyperfocal distances, is obtained when we ex-
press the width of the entire DOF sharp region, Equation (2.8), in terms of the magni-
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fication m. Substituting u� f = f/m in this equation yields

uf � un = 2f

⇥
m+1

m

⇤
Ncf2

h
f
m

i

f4 �N2c2
h

f
m

i =
2f

⇥
m+1

m

⇤
fm
Nc �

Nc
fm

.

Multiplying both sides by Ncm/f simplifies this expression and produces

uf � un =
2Nc(m + 1)

m2 �
h

Nc
f

i2 =
2Nc(m + 1)
m2 �m2

h

. (2.10)

Figures 2.53 and 2.54 illustrate the width un � uf of the DOF region as a function
of the object distance u (the former figure) and the focal length f (the latter figure).
In the former case, the DOF gets wider as we focus at larger and larger distances. The
latter case demonstrates how the DOF becomes shallow for telephoto lenses.

Enough of equations. Here is what the hyperfocal distance means, in simple terms.
Suppose that you set the aperture to its smallest opening (i.e., maximum value), say,
f/22 in order to obtain the widest DOF. You compose, trying to capture both nearby
objects and distant mountains. Examining the image, you realize that the mountains
are not completely sharp. The widest DOF did not extend all the way to the mountains.
A common mistake at such a point is for the photographer to focus on the mountains.
This results in an image where the mountains are in focus, but nearby objects are blurry;
the DOF did not extend close enough. Clearly, it is best, in such a case, to focus at
some middle distance between nearby and distant, but where exactly? The answer is the
hyperfocal distance uh. Focusing at this distance results in a DOF region that extends
all the way from a distance of uh to infinity and also extends backward, toward the
camera, a distance of uh/2.

Figure 2.55 illustrates these steps. We see a photographer trying to include both
nearby and distant objects in the DOF region covers by his f/22 lens. In part (1) the
camera is focused (the red line) at a point somewhere between nearby and distant,
but the DOF region (the green lines) does not reach all the way to the mountains. In
part (2) the camera is focused on the mountains, but the DOF region does not reach to
the nearby objects. Finally, in part (3) the camera is focused at the hyperfocal distance,
where the DOF region reaches to the mountains and as close to the camera itself as can
be expected.

What is the fastest way to determine or estimate the hyperfocal distance in any
given situation? This distance can be computed from Equation (2.9); it can be found on
the many hyperfocal charts, tables, and calculators found on the Internet, such as [hyper-
chart 18]; and it can also be estimated from your vast experience. The following describes
several practical methods (or rules of thumb) to estimate the hyperfocal distance of any
given camera and lens. These methods are based on the following observation: The
closer we focus our camera, the narrower our focus range becomes. The farther from the
camera we focus, the wider the focus range becomes. At a certain point, the far limit of
our focus becomes infinite. This point is the hyperfocal distance.

Method 1. Trust the Lens’s Distance Scale. If you have one of the best lenses,
as illustrated by Figure 2.108, you can use the distance scale and DOF markings on the



290 2.7 Depth-of-Field Equations

500 1000 1500 2000 2500 3000

5000

10000

15000

20000

u

uf−un

(* DOF equations, total DOF region, uf minus un, as a function of u *)
n = 8; c = .1; f = 50.;
m = f/(u - f);
mh = n c/f;
totdof = 2 n c (m + 1)/(m^2 - mh^2);
Plot[totdof, {u, 50, 3000}, AxesOrigin -> {0, 0}]

Figure 2.53: DOF Region as a Function of u.
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(* DOF equations, total DOF region, uf minus un, as a function of f *)
n = 8; c = .1; u = 3000.;
m = f/(u - f);
mh = n c/f;
totdof = 2 n c (m + 1)/(m^2 - mh^2);
Plot[totdof, {f, 50, 400}, AxesOrigin -> {0, 0}]

Figure 2.54: DOF Region as a Function of f .
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(1)

(2)

(3)

Figure 2.55: Hyperfocal Distance Illustrated.

lens. Part 3 of Figure 2.109 shows a lens focused at 8–9 meters. The markings on the
distance scale indicate that at f/11, everything from about half the focusing distance
(i.e., 4–4.5 meters) to infinity would be in focus. Thus, 8–9 meters is the approximate
hyperfocal distance of this lens at f/11.

Method 2. Infinity Focus Method. Proceed in the following steps:
1. Set the camera at the aperture A you plan to use. Focus the camera on the

farthest background object in your image, and take a photo (in raw if possible).
2. Set the camera to its preview mode and review the image you have just taken

at high magnification. The farthest background object should be sharp. If not, go back
to step 1 and refocus. Once the farthest object is sharp, stay in preview mode, scroll
the photograph to locate the closest object that still looks acceptably sharp (everything
closer than this object should look blurry). The distance D to this object is half the
hyperfocal distance of your lens at aperture A.

3. Without changing the aperture, focus the camera at distance 2D.
4. Done! Everything from distance D to infinity will be sharp.
Method 3. Double the Distance. We use the fact that everything from half

the hyperfocal distance to infinity is in focus.
1. Choose the nearest object that you want to be in focus and estimate its distance

D from the camera. You may have to practice estimating distances.
2. Double your estimation. Distance 2D is the hyperfocal distance that you need.

Everything from half this distance to infinity will need to be in focus.
3. Focus the lens at distance 2D using either the markings on the lens focusing ring

or your estimate from step 2.
4. Now comes the crucial step. You must choose an aperture where distance 2D will

be the hyperfocal distance. Equation (2.9) tells us that the hyperfocal distance depends
on the focal length f of the lens, the current f-stop N , and the diameter c of the circles
of confusion. Of these, the easiest to vary is the aperture (the focal length can also be
varied if the lens is zoomable, but this may considerably change the resulting image).
Start stopping down the aperture in order to increase the DOF. At each f-stop, examine
the image to see whether everything from distance D to infinity is in focus. If yes, you
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are done. If not, stop down the aperture one more step and review the image. It is
possible that even the smallest aperture would not result in the hyperfocal distance that
you need, simply because the nearest object that you want to be in focus is too close to
the lens. In such a case, try to move the camera away from this object (if at all possible)
and start all over again.

⇧ Exercise 2.21: In order to achieve the hyperfocal distance that you need, can you vary
the diameter c of the circles of confusion?

2.7.1 Depth of Focus

Referring to Figure 2.49, we see a symmetric situation. On the left, the subject side,
there is the sharp DOF region whose total width is uf � un and which is asymmetric
around u (the subject). On the right of the lens, the image side, there is a similar
region whose total width is vn � vf and is also asymmetric about v (the image plane).
This region is referred to as the depth of focus (or the lens-to-sensor tolerance) and it
measures the tolerance of placement of the image plane (the sensor) in relation to the
lens.

Recall that the DOF is the region where the subject is considered sharp. Similarly,
the depth of focus is the region where the sensor can be located while one plane of the
subject would still be in sharp focus. An alternative definition is that the depth of focus
is the image-side conjugate of the DOF and is as asymmetric as the DOF. The DOF is
greater on the far (left) side of the subject while the depth of focus is greater on the far
(right) side of the image plane.

Also, the DOF size is measured in large units such as meters or feet, while depth of
focus is normally measured in small units such as fractions of a millimeter or thousandths
of an inch.

For subjects that are very close (in the macro range) the DOF decreases while the
depth of focus increases as the subject gets closer and also when the focal length becomes
longer. For distant subjects (outside the macro range), the depth of focus depends only
very slightly on the subject distance and focal length.

The total depth of focus can easily be computed from Equation (2.3)

vn � vf =
fv

f �Nc
� fv

f + Nc
=

2fvNc

(f �Nc)(f + Nc)
=

2fvNc

f2 �N2c2
⇡ 2vN

c

f
.

2.7.2 DOF Outside the Box

The DOF equations derived earlier depend on the focal length f , f-stop N , maximum
acceptable diameter of the circles of confusion c, and the focusing distance u. We can
say that these quantities are, in a certain sense, inside the box, where by box we mean
the camera. (We can say that these quantities are in “the dark side,” because the inside
of a camera is black.) Following [Lyon 06], this section derives the same equations in
terms of quantities that are outside the box, both because they are located in the field
of view (FOV) outside the camera and because they are unconventional.
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Thinking outside the box (also thinking out of the box or thinking beyond the box) is a
metaphor that means to think di↵erently, unconventionally, or from a new perspective.
This phrase often refers to novel or creative thinking.

—From [outside 14]

The approach used here considers the camera as just an aperture with a field of
view (FOV). The chief quantities employed by this approach to DOF are the aperture
diameter d, the FOV, and either the relative CoC or the angular CoC. We can refer to
these quantities as being outside the dark side, and some readers may find that once the
DOF equations are expressed in terms of these quantities, they become more natural
and easier to understand.

Before we delve into the details of the derivation, here are a few words about
angles, for the benefit of those photographers who forgot or neglected their mathematics.
Figure 2.56 shows several angles. The angle in part (a) is acute (less than 90�). The
angle in part (b) is 90� (right, orthogonal, or perpendicular). The angle in part (c) is
obtuse (between 90� and 180�), and the angle in part (d) equals 180�. In science and
mathematics we often measure angles in radians instead of the more popular degrees,
because angles expressed in radians are dimensionless. An angle is defined as one radian
if its arc equals each of its “legs” (Figure 2.56e). We know that the circumference of a
circle of radius r equals 2⇡r, so the circumference of the half-circle spanning a 180� is ⇡r.
thus, a 180� angle equals ⇡ radians, and a 1-radian angle equals 180/⇡ ⇡ 57.3 degrees.

πr

(a) (c) (d) (e) (f)(b)
r r

r a
b900

θ

Figure 2.56: Various angles.

⇧ Exercise 2.22: How many degrees equal a milliradian?

Trigonometry is a topic that many photographers recall only vaguely from their
days at school. Nevertheless, trigonometry is useful in mathematics and engineering,
and one of its important functions is the tangent of an angle, defined as tan ✓ = a/b
(Figure 2.56f). What makes this function useful to us is the fact that for small angles,
the tangent of the angle is a small number and is very similar to the angle itself (i.e.,
the arc of the angle divided by one of its legs).

The discussion in Section 1.12, and especially Figure 1.44b, make it clear that the
image generated by a lens appears in the focus plane, which is not the same as the
focal plane (it is normally located behind the focal plane and it gets closer to the focal
plane as the subject moves away from the camera toward infinity). Figure 2.57 shows
the main parameters used in our derivation. The focus plane is at a distance y from
the lens, while the focal plane (not shown) is at distance f . The diagonal of the image
sensor is denoted by W , the diameter of the lens aperture is d, and the diameter of the
circles of confusion is C.

We define the following outside-the-box parameters:
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Figure 2.57: The Chief DOF Parameters.

w = W/y (the sensor diagonal W divided by the distance y of the focus plane). This
is the relative field-of-view width. It is twice the tangent of ✓ (one-half of the angle of
view), but since it is small, we consider it simply as 2✓, expressed in radians. Often, the
focal length f can be substituted for the focus length y, because the di↵erence between
them is just a few millimeters, much smaller than the diagonal of many image sensors.
Thus w = W/y ⇡W/f . As an example, for a 50 mm lens and a full-frame sensor, whose
diameter is 43 mm, w = 43/50 = 0.86 radian. Wide-angle lenses feature values w > 1.
It is normally accurate enough to use f instead of y, except when u is less than about
10f , at which range the di↵erence between f and y is about 10% of y. An extreme
example of the di↵erence between y and f is the 1:1 macro range, where the subject is
at distance f from the lens. The focus plane y is twice as far from the lens in this case
as the focal plane f .

c = C/W , is the relative circle-of-confusion criterion or relative blur tolerance. This
dimensionless number is the ratio of the CoC diameter to the sensor size. Experience
suggests values in the range 1/1000 to 1/2000, with 1/1500 being common, but see the
discussion on Page 274.

The f-stop N is, par its definition, f/d, which implies d = f/N .

e = wc is the angular confusion criterion or the allowed angle of blur. This is
normally a very small number, typically w/1500 or about a milliradian, but in the figure
it has been exaggerated to make it more visible.

These parameters, together with the thin-lens equation 1/f = 1/y + 1/u are now
employed to compute the DOF limits un and uf and the hyperfocal distance uh. Two
cones of confusion are constructed in Figure 2.58 by starting from an image point p,
located at the center of the focus plane and tracing back the two extreme rays that start
at this point. They are bent by the lens and meet at the corresponding point P on the
subject, which creates the near cone of confusion. The rays are then continued from P ,
where they diverge to construct the far cone of confusion. It is clear from the figure that
the angle of these cones is d/u.
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Figure 2.58: Near and Far Cones of Confusion.

Determining the DOF limits un and uf is now easy. Figure 2.59 is simply the inter-
section of the cones of confusion from Figure 2.58 with the cone of maximum acceptable
angular confusion from Figure 2.57. The near and far disks of confusion are shown, and
it is obvious that the criterion for sharpness is that the diameter of a disk of confusion,
divided by its distance from the lens, should be less than or equal e.

d
eu

un

u
uf

d/u e

Far and near disks
of confusion

Subject
in focus

Figure 2.59: Near and Far Disks of Confusion.

The conventional approach to the DOF limits is to project points of the subject to
circles of confusion on the focus plane. The method illustrated by Figure 2.59 is based
on the dual approach. It projects points of the image in the focus plane to cones and
disks of confusion in the subject space.

The computations of the DOF limits from Figure 2.59 are based on the intersections
of cones, because it is at these intersections that the near and far circles of confusion are
at their maximum acceptable size (which is a fraction c of the field of view). Assuming
that the angles involved are small enough, we use the angle itself instead of its tangent
and write

d

u
(u� un) = eun and

d

u
(uf � u) = euf ,
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which yields the limits

un =
ud

d + eu
and uf =

ud

d� eu
.

The terms eun and euf are the diameters of the near and far disks of confusion. Similarly,
the term eu is the diameter of the allowed blur at the subject (the thick blue segment in
the figure). As this term gets smaller than the lens diameter d, the expressions for un and
uf become similar, resulting in a shallow DOF. Even without looking at the expressions,
the figure clearly shows that as e gets bigger, the cone of maximum acceptable confusion
opens up and the two disks of confusion (in red) slide away from each other, resulting
in more DOF.

The hyperfocal distance uh is obtained when the far limit uf becomes infinite. This
happens when d = eu, i.e., the allowed confusion at the subject equals the diameter of
the lens. The hyperfocal distance is now obtained from d = euh or uh = d/e = d/(wc).
This formula implies that the hyperfocal distance depends only on the allowed angle of
blur e and the diameter d of the lens or. It is therefore much simpler than the traditional
formula, Equation (2.9). Notice that the equality d/e = d/(wc) implies that the angular
blur tolerance e itself depends on the field of view width w and the relative blur tolerance
c.

It is easy to show that the new formulation uh = d/(wc) of the hyperfocal distance
is equivalent to the formula

f2

NC
+ f

of Equation (2.9). We recall that w = W/y ⇡ W/f , so we can proceeds through the
steps

f2

NC
+ f ⇡ f2

NC
=

df

C
⇡ d

cW

W

w
=

d

cw
.

The next natural step is to express un and uf in terms of the hyperfocal distance.
We first define the normalized subject distance (the subject distance relative to the
hyperfocal distance) v = u/uh, to obtain

un =
u

1 + v
and uf =

u

1� v
,

(notice that v must be less than 1 in order to have a positive uf ) and then subtract to
obtain the total DOF

DOF = uf � un =
u

1� v
� u

1 + v
=

2uv

(1� v)(1 + v)
=

2uv

1� v2
⇡ 2uv =

2u2

uh
.

The approximation above is justified because v must be less than 1, implying v2 ⌧ 1.
True to our spirit of using dimensionless ratios whenever possible, we define

un

u
=

1
1 + v

=
u + h

uh + u
and

uf

u
=

1
1� v

=
u + h

uh � u
.
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and we note that the inverses of these quantities, which are the reciprocal distance limits
relative to the subject distance, are the simple expressions u/un = 1+v and u/uf = 1�v,
so their di↵erence is the simple expression u/un � u/uf = 2v. Reciprocals of distances
are used in subsection 2.7.3.

We now employ the expressions for the DOF limits to explore the behavior of the
sharp DOF region in four cases as follows:

Hyperfocal and beyond. Normally, the normalized subject distance v = u/uh is
less than 1, but if the subject is far away, at the hyperfocal distance or beyond, then
u � uh ) v > 1. In such cases, the sharp DOF region extends all the way to infinity
behind the subject and at least to u/2 in front of the subject, i.e., toward the camera.

Far. When u is slightly smaller than uh, v is a little less than 1. In such a case,
there is more DOF behind the subject (toward infinity) than there is in front of it
(toward the camera). For example, v = 0.8 implies un = u/(1 + v) = u/1.8 = 0.55u and
uf = u(1� v) = u/0.2 = 5u. Thus, uf = 9un.

Medium. When u is in the interval uh/4 to uh/2, the normalized subject distance
v = u/uh is in the range v = (uh/4)/uh = 0.25 to v = (uh/2)/uh = 0.5. This results
in a sharp DOF region that extends about twice as far behind the subject as in front
of it. At one end of this interval we have un = u/(1 + v) = u/1.25 = 0.8u and uf =
u(1� v) = u/0.75 = 1.33u. At the other end we have un = u/(1 + v) = u/1.5 = 0.67u
and uf = u(1�v) = u/0.5 = 2u. Texts on photography often claim that the ratio uf/un

is about 1/2, i.e., one-third of the sharp DOF region is in front of the subject (between
u and the lens) and two-thirds are behind it (between u and infinity), but we now see
that this is true only when u (i.e., the subject in focus) is in the interval [uh/4, uh/2].

Near (or macro). When the subject distance u is much smaller than uh, the sharp
DOF region is narrow and it extends nearly equally behind and in front of the subject.
For example, u = 0.1uh implies v = 0.1uh/uh = 0.1, so un = u/(1 + v) = u/1.1 = 0.9u
and uf = u(1 � v) = u/0.9 = 1.11u. The width of the sharp DOF region is only
uf � un = (1.11� 0.9)u = 0.21u.

2.7.3 Depth-of-field Scales

We start the discussion of DOF scales by expressing the DOF limits un and uf in
terms of the hyperfocal distance uh to obtain several useful relations. We start with the
expression of un, Equation (2.4):

un =
uf2

f2 + Nc(u� f)
=

uf2

Nc
/

Nc

f2 + Nc(f + u� 2f)
=

u( f2

Nc + f)� uf
f2

Nc + f + u� 2f
=

u(uh � f)
uh + u� 2f

.

When inverted, the reciprocal becomes

1
un

=
uh + u� 2f
u(uh � f)

.
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We continue with the expression of uf , Equation (2.5):

uf =
uf2

f2 �Nc(u� f)
=

u f2

Nc + uf � uf
f2+Nc(f�u)

Nc

=
u

⇣
f2

Nc + f
⌘
� uf

f2

Nc + f � u
=

u(uh � f)
uh � u

.

When this is inverted, the reciprocal becomes

1
uf

=
uh � u

u(uh � f)
.

Adding the two inverted expressions results in

1
un

+
1
uf

=
uh + u� 2f
u(uh � f)

+
uh � u

u(uh � f)
=

2(uh � f)
u(uh � f)

=
2
u

.

Rearranging this simple result produces

1
un
� 1

u
=

1
u
� 1

uf
.

From this we can derive the approximation

1
un
� 1

u
=

uh + u� 2f
u(uh � f)

� (uh � f)
u(uh � f)

=
u� f

u(uh � f)
=

u� f

u
h

f2

Nc

i ⇡ u

u
h

f2

Nc

i =
Nc

f2
. (2.11)

(This approximation holds when the focusing distance u is much greater than the focal
length f .)

Equation (2.11) tells us that for given f , N , and c, the three quantities

1
un
� 1

u
,

1
u
� 1

uf
, and

Nc

f2

are identical and are proportional to the f-stop N . Similarly, it is obvious that

1
un

=
1
u

+
Nc

f2
and

1
uf

=
1
u
� Nc

f2
.

Thus, the two inverted quantities 1/un and 1/uf are located on both sides of 1/u at a
distance of Nc/f2. Those who use high-end cameras and expensive lenses know that
the depth-of-field scales on a lens barrel (see figure) are symmetric about the focus
distance and it is now obvious that this is so because
the reciprocal distances behave linearly. Naturally,
we are interested in un and uf , not in their inverses,
so we employ an interesting property of inverses of
numbers that is illustrated by the following diagram. 22 2216 168 84 4

75ft 30 20 15 12 1
20m 10 7 5 4∞
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Reciprocal of distance
0.0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

1 100 50 33 25 20 16.7 14.3 12.5
Distance

The inverses of distances are distributed linearly in this diagram. A careful exami-
nation of this plot shows that, for example, a distance of 25 is twice as far from infinity
as a distance of 50 (because 50 is two times 25), and a distance of 12.5 is eight times
as far from infinity as a distance of 100 (because 100 is eight times 12.5). In order
to calculate the DOF boundaries un and uf we can prepare two scales, one fixed and
the other sliding, as in the old slide rules. The fixed scale is linear in the reciprocal of
distance, but the distances, not their reciprocals, are marked on it. The sliding scale
has two symmetric tick marks for each value of the f-stop N .

Figure 2.60a shows such a circular slide rule for f = 50 mm and c = 0.03 mm. To
use this device, turn the inner disk until the red arrow points at the desired focal length
f (for example, 20 feet, Figure 2.60b). The two values of N on both sides of the red
arrow (for example, 11) will point to the values of un and uf on the fixed disk. The
Mathematica code listed may be helpful when only a few DOF values are needed. When
it is executed, for n = 8, it computes un = 12.6 and uf = 48.2 (the green arrows in the
figure).

The locations of tick marks and numbers in such a slide rule are di↵erent for every
choice of f and c, which is why it is impractical to make such a slide rule of cardboard
or plastic. Instead, software can be implemented to quickly generate such a diagram,
which may then be printed. Such software is available freely for Windows at [DOFmas-
terScale 14].

The camera is an instrument that teaches people how to see without a camera.
—Dorothea Lange

2.8 ISO and Image Noise

ISO is an acronym which stands for International Standards Organization. This orga-
nization, based in Geneva, Switzerland, is part of the United Nations and its task is
to bring together experts to share knowledge and develop voluntary, consensus-based,
market relevant International Standards that support innovation and provide solutions
to global challenges. Among its many other standards and activities, ISO has also de-
veloped a standard for measuring the sensitivity of image sensors. Thus, the lowest ISO
value supported by many cameras is 100 (sometimes 50) ISO, and each doubling of the
ISO value (each stop) corresponds to double the sensitivity of the preceding value. Since
ISO 3200 is obtained by doubling 100 five times, setting a camera to shoot at ISO 3200
makes it five stops more sensitive.

I believe that the best way to understand the behavior of ISO is to compare it to
the performance of a microphone. A microphone is a device that converts sound waves
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(* DOF scales *)
f = 50/304.8; u = 20;
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Solve[1/d - 1/u == n c/f^2, d]
Solve[1/u - 1/r == n c/f^2, r]

Figure 2.60: A DOF-Scale Circular Slide Rule.
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in the air to electrical waves. Its gain, the intensity of the conversion, can be varied
(modulated) by the user. If the gain is set low, the sound would have to be loud, but
the electrical wave output by the microphone would have only little hum and other
background noises which may be so annoying to the listener. When the gain is turned
up, the microphone picks up quiet sounds, but it also becomes sensitive to many kinds
of low background noise, which are extremely di�cult to get rid of.

The analogy with ISO is now clear. When the camera is set to low ISO levels, the
shutter speed may have to be slow or the aperture should be open, but the annoying
image sound would be minimal. High ISO levels allows the camera to collect enough
light even with small apertures and fast shutter speed, but there is a price to pay, in the
form os higher image noise.

In photography, the term ISO indicates the sensitivity of the camera to light. Higher
ISO values imply higher sensitivity. Many books, articles, and training videos on pho-
tography mistakenly claim that ISO is the sensitivity of the image sensor or the speed
at which the sensor collects light. These claims are wrong, because the sensitivity of
the sensor is fixed. What really happens when a camera is set to a high ISO level is
that the electric charges collected in the sensor’s photosites are amplified while they are
read from the sensor and before they are digitized. Thus, these charges result in larger
numbers (larger pixel values) and a brighter image.

Those who use electronic equipment know that amplification increases the strength
of a signal, but also the strength of the background noise which always exists. Listening
to a remote radio station, we hear a background hiss that gets louder as we increase the
volume. In the past, photographic films were available in various ISO values, but the
most sensitive films often resulted in grainy images, full of image noise.

Large ISO values make it possible to obtain bright pictures under dark conditions,
but those pictures also contain more image noise. At a certain ISO value, the noise
becomes so strong that it is seen very clearly as random granulation (sometimes referred
to as sandpaper e↵ect, see Figure 2.61). A large number of small, random spots or
specks of wrong colors filling up the image and giving it a grainy look. In addition
to its dependence on the ISO setting of the camera, the precise nature and amount of
image noise depends also on the length of the exposure (longer exposures result in larger
specks of random noise), the temperature, and the size and quality of the image sensor.
Large photosites produce more precise counts of light photons and therefore result in less
image noise when amplified. Thus, a camera with a large sensor produces sharp images
even at large ISO values, whereas image noise in a compact camera appears already at
medium ISOs.

Noise is an essential part of the Universe and is present in every natural event, bio-
logical or otherwise. Technical progress can reduce but never eliminate noise. This is
a law of nature, as important as the second law of thermodynamics.

—Unknown

Figure 2.62 illustrates how high ISO values cause higher noise. The left part of the
figure shows the noise and signal in a typical photosite when the camera is set to low
ISO. The signal is much stronger than the noise. The center part of the figure shows a
typical content of a photosite when the camera is set to high ISO. The noise is about the
same, but the signal is weak (recall that a camera is set to high ISO when there is not
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Figure 2.61: Extreme ISO Noise.
Courtesy Daniel Zacatenco, unsplash.com

enough light). When the electric charge of such a photosite is amplified, both the noise
and signal are amplified, resulting in the right part of the figure, where it is obvious that
the noise has increased.

Low ISO High ISO

noise

Figure 2.62: Image Noise in Low and High ISO Values.

Noise exists everywhere and it is inherent in a digital camera. Image noise is random
luminosity variations between neighboring pixels. It is generated in the camera and it
finds its way into our digital images even with low ISO values and even when the electrical
charges collected by the photosites in the sensors are not amplified. The following are
the main sources of image noise in a digital camera (see also Section 2.11.2):
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Photon shot noise. This type of noise results from the quantum nature of light. To
understand shot noise, let’s start with a simple statistical test, a coin toss. When we
toss a fair coin ten times, we may end up with five heads and five tails, but we may
also get seven heads and three tails. The results of a few coin tosses may fluctuate a
lot. However, the more times we toss a coin, the more the fluctuations diminish and
the results get closer to the ideal 50% heads and 50% tails. This behavior is known in
statistics as the law of large numbers. It can be proved that the relative fluctuations in
N coin tosses (or N similar statistical tests) are proportional to 1/

p
N .

Light can be considered either a wave or a stream of photons (Section 1.1). When we
turn a flashlight on, a huge stream of photons is generated and they all move together at
the speed of light. When they hit a target and illuminate it, we see a bright spot whose
intensity seems constant. The number of photons striking it each second is constant.
On the other hand, if we use a laser to generate a small number of photons, they will
come out of the laser at unpredictable times. When these photons hit a target, its
illumination will fluctuate. The number of photons striking the target each second is far
from constant. These fluctuations are the cause of photon shot noise, and this type of
noise is built into the universe, it is not a result of our ignorance or primitive technology.

Dark noise. Ideally, if no light hits a photosite, it should generate no electrical
charge, but it does! The photosites in an image sensor are semiconductor devices and
their response is not ideal. Dark photosites may generate a small amount of electrical
charge, and if this charge is known, it may be subtracted from all the photosites, thereby
eliminating this type of image noise.

Both photon random shot and dark noise create small statistical variations in the
resulting pixel values. Thus, taking the same picture several times under identical illu-
minations results in slightly di↵erent pixel values and colors.

Fixed pattern noise. Manufacturing image sensors is a subtle, delicate process.
Photosites in a sensor may di↵er in their light collection properties and may generate
di↵erent electrical charge in response to the same amount of photons. Thus, two adjacent
photosites that are hit by the same number and color of photons may generate di↵erent
amounts of electrical charge, which results in wrong colors in the final image. We may
talk about a “hot” photosite that causes a too-bright or too-dark pixel in the image,
especially during long exposures and when the sensor temperature is high. This type of
noise has to do with the particular sensor installed in the camera, not with any lighting
conditions. This noise also does not vary.

Readout (or amplifier) noise. The process of reading the electrical charges from the
photosites and converting them to an analog signal introduces another type of image
noise, the readout noise. This type of noise is significant, especially for short exposures.
A photosite is emptied into a capacitor and the voltage of the capacitor is measured.
This voltage becomes the analog value of the pixel, but it is first amplified according to
the ISO value specified by the user or by the camera’s computer. It is well known that
any amplification introduces noise and is also non-reproducible. Each time an amplifier
amplifies the same voltage, the result is slightly di↵erent. This amplifier noise is part of
the readout noise.
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⇧ Exercise 2.23: Amplifier noise occurs during the amplification of a voltage read from a
capacitor. After amplification, the voltage is digitized. What if we reverse these steps?
First digitize the capacitor’s voltage without any amplification, and then multiply the
resulting number according to the desired ISO? After all, multiplying an integer does
not introduce any noise.

It is a little known but important fact that the same noise, the same collection of
spots and specks, may a↵ect a viewer di↵erently depending on where it appears in the
image. Because of the nature of human vision and perception, it is easy to notice noise
in uniform areas of an image, where there is no detail to hide it, and hard to notice it
in textured areas or on edges.

The noise specks may be colored (chroma noise) or gray (luminance noise). The
former is more noticeable and may render an image unusable, while the latter is tolerated
more by our eyes and brain and looks like film grain (Figure 2.63).

LuminanceChroma

Figure 2.63: Image Noise, Chroma and Luma.

Di↵erent image regions may also exhibit di↵erent types of noise. In a digital camera,
darker image regions are in general noisier than brighter regions (Figure 2.64), but the
reverse is true with film. Thus, an underexposed (i.e., dark) image will have more image
noise even if it is later brightened by software to bring it to its natural brightness level.
Overexposed images tend to have less image noise and may therefore look better when
darkened later by software. However, an overexposed image may have lost many details,
and those will not come back after the image is artificially darkened.

Figure 2.64: Image Noise in Dark and Bright Regions.

Figure 2.65 shows how image noise can vary in frequency (or graininess, a term that
comes from the film world). Fine-grained noise corresponds to high spatial frequencies,
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where the noise fluctuations occur over short distances. Similarly, coarse-grained noise
corresponds to low spatial frequencies. Two images may also have the same noise grain-
iness, but di↵erent noise magnitudes, similar to two waves with identical frequencies but
di↵erent amplitudes.

High frequencyLow frequency

Figure 2.65: Image Noise, Low and Fine Grained.

The positive side of noise.

Even though we know that noise is inherent in the universe, we always (intentionally
or accidentally) try to eliminate it. This trend is part of our strive for perfection and
may normally be a good thing. However, perfectionism is not always an ideal, and
sometimes an imperfect object, situation, or image may have an artistic value, as the
following exercise tries to demonstrate.

⇧ Exercise 2.24: Books, training videos, and lectures on photography normally teach
how to produce sharp, noise-free images, but there are photographic situations where
noise cannot be avoided and cases where noise is acceptable. Come up with examples
of such situations and cases.

Reading the photosites.

Current cameras use two types of sensor, CCD and CMOS. They di↵er in several
respects, especially in the way the electrical charges in the individual photosites are read.
An important practical di↵erence between CCD and CMOS is their power consumption.
Early digital cameras used CCD devices and they tended to drain their batteries quickly.
CMOS devices use much less power, resulting in longer battery life.

In a CCD, the electrons in each photosite are shifted, in “bucket-brigade” style, to
one corner of the sensor chip, where the readout and amplification are done. A single
amplifier (or one amplifier per photosite row) is used to read out the photosites. Thus,
all the photosites su↵er from the same amplification error.

In CCDs, the readout circuitry is located on top of the photosites and partially
obscures them. As a result, some of the light striking the sensor is lost. One solution to
this is to shave the CCD chip to make it very thin, and then to mount it upside down
so that the light enters the CCD from the bottom (Figure 6.71, duplicated here). Such
back-illuminated CCD sensors were introduced by Sony in 2005 and are generally found
in high-end cameras. Another solution is to place gapless microlenses, introduced by
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Figure 6.71 (duplicate). Front- and Back-Illuminated Sensors.

Gap

Figure 6.72 (duplicate). Gapless Microlenses in a Sensor.

Canon in 2009, over the photosites (Figure 6.72, duplicated here). This concentrates
some of the light that would otherwise be lost and sends it into the photosite.

In CMOS sensors, each photosite has its own amplifier and related circuitry. As a
result, CMOS sensors also lose much sensor area to devices that are not photosites and
solve this problem by implementing gapless microlenses.

Dynamic duos.

ISO is one of the three components of the golden trio of exposure. The other two
are aperture and shutter speed. Each of the three a↵ects the exposure and through it,
the final image quality. Each component is also associated with an important feature
of digital photography. Aperture is associated with depth-of-field (Section 2.6), shutter
speed is associated with motion blur, and ISO is associated with image noise.

⇧ Exercise 2.25: Aperture and DOF, shutter speed and blurry images, and ISO and
image noise are three pairs. Find examples of other dynamic duos of names or terms
(not just in photography) that go together.

Much as f-stops vary in stops, were a stop means to double or to halve the area
of the aperture, ISO is specified in values that double or halve. A typical sequence of
ISO values is 100, 200, 400, 800, 1600, 3200, . . .where each larger value corresponds
to double the sensitivity and therefore to half the shutter speed or half the aperture
area. The table lists several di↵erent but equivalent golden trios with di↵erent values
of aperture, shutter speed, and ISO. Each table entry is a triplet of the form (aperture,
shutter speed, ISO). The triplets on the left correspond to large ISO values and therefore
to potential image noise. The triplets on the top row correspond to a slow shutter speed
and therefore to potential blurry images. Moving from left to right, we encounter triplets
with smaller f-stops and therefore a potential of shallow DOF.
(8, 60, 3200) (5.6, 60, 1600) (4, 60, 800) (2.8, 60, 400) (2, 60, 200) (1.4, 60, 100)
(8, 125, 6400) (5.6, 125, 3200) (4, 125, 1600) (2.8, 125, 800) (2, 125, 400) (1.4, 125, 200)
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(8, 250, 12800) (5.6, 250, 6400) (4, 250, 3200) (2.8, 250, 1600) (2, 250, 800) (1.4, 250, 400)

Suggested ISO settings.

Auto ISO. Today’s cameras, even the simplest compacts, normally do a good job
of selecting the correct ISO automatically. Thus, Selecting the ISO manually is recom-
mended only in cases where automatic ISO would require very low shutter speeds or
would result in the wrong DOF. Manual ISO can be chosen when the user intentionally
wants extra image noise for artistic e↵ects.

ISO 50. This setting, if it exists on the camera at all, may not be sensitive enough
and may not distinguish enough gradations of light. It may be used in those rare
situations where the light is strong, but slow shutter speeds are needed. The low ISO is
equivalent to letting less light into the camera and it therefore compensates for the slow
shutter speed.

ISO 70–80. This is recommended for shooting in bright light. This ISO range may
be a good choice for close-ups, landscape, and portraits. Selecting such a low ISO results
in an image with the lowest noise. Image processing software can later be used to select
a small part of the image and magnify (zoom) it considerably without loss of sharpness.

ISO 100. This ISO value is used when extra sensitivity is required but no image
noise can be tolerated. If there is enough light, the correct exposure can be achieved
by setting the shutter speed and aperture, while leaving ISO at 100. Such settings can
result in a sharp image even if the scene feature some movement (walking, gesturing).
Even at low light, ISO 100 can often result in a sharp image if the scene is stationary.
It is sometimes claimed that more than half of all images are shot at low ISO values of
up to 100.

ISO 200. This may be the right choice for cloudy and overcast days. Image noise
is normally minimal. ISO 200 makes sense in situations where a tripod cannot be used
(camera has to point up, we are in a museum). With a handheld camera, we have to
use a fast shutter speed. If the scene is not bright, we should try for ISO 200.

ISO 400. Suitable for indoor photography (with or without a flash). Useful for
freezing fast-moving objects. Image noise is still low and may be unnoticeable. Sports
photography often requires ISO 400, even if it is done outdoors, in bright light.

ISO 800. Recommended for very-low-light situations, or when high shutter speeds
are required. Compact cameras have small sensors and may produce much image noise.
Imagine an unpredictable subject such as a baby. Setting ISO to 800 allows the photog-
rapher to use a fast shutter speed that would freeze unwanted baby motion and end up
in a sharp final picture.

ISO 1600 and 3200. Those are often the right choice for night photography and for
freezing fast human movements in a dark location (theater, dark aquarium, street at
night).

ISO 6400. Trying to shoot from a moving car, the photographer has to freeze his
own motion, which may call for such a high ISO setting.

Even higher ISO values may be needed in dark environments, if we try to freeze
fast motion by using fast shutter speeds. However, such ISOs will result in noise and
will make it impractical to zoom on small parts of an image.

The rule that emerges from the discussion and examples above is: Try to keep the
ISO at 100, but as low as possible. Raise it only if you need faster shutter speeds.
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Is there a subject or a scene where the choice of ISO is immaterial? The general
answer is no! For each subject, each scene, and each lighting condition there is a small
range of ideal ISO values. However, a very small image that is printed or displayed on a
low resolution device can be considered an exception. Because of its small size and low
resolution it may be impossible to tell whether such an image is grainy and what ISO
was used to shoot it.

Some experienced photographers claim that the two highest ISO settings in every
camera are useless because they always result in very noisy images. You should form
your own opinion, based on your own experience.

The various camera modes discussed in this book help the photographer select
the three components of exposure, but some cameras, mostly Nikon and some Canon
models, have another mode, where the user chooses values for aperture and shutter speed,
allowing the camera to choose the ISO for the correct exposure. This is especially handy
because a camera makes it easier for the user to set and adjust the aperture and shutter
speed, while changing the ISO often requires more work. To use this mode on a Nikon,
(1) set the camera to the manual mode and (2) find and select the menu item “Auto
ISO Sensitivity Settings,” then select “Auto ISO Sensitivity Control” and turn it on.
One of the camera displays will show “ISO-AUTO.” You can also select the minimum
and maximum ISO values you allow the camera to choose. Each time you select values
for the aperture and shutter speed, the camera will choose the appropriate value for the
ISO. Di↵erent camera makes and models may also support this useful mode, but the
settings may be di↵erent; consult the manual.

This mode may be ideal for street photographers because they often set their cam-
eras to f/8 and 1/500 sec. As long as these settings are correct or close to correct, the
auto ISO mode would select the right ISO for each shot.

History of film speed standards.

Leon Warnerke invented a practical sensitometer, perhaps the first of its kind, in
1880. This was used to measure the sensitivity of film on a scale from 1 to 25, but later
proved unreliable because of its spectral sensitivity to light.

In 1890, Hurter and Dri�eld described their system of film-speed measuring. This
was an unintuitive, inverse system where large numbers corresponded to low sensitivities.
In spite of its shortcomings—this system, with minor modifications in 1925 and 1928—
remained a standard in Germany until 1934 (when it was replaced by DIN) and in the
Soviet Union until 1951.

In 1984, the German astronomer Julius Scheiner developed a method for comparing
the speeds of plates used in astronomy. The method ranked speeds from 1 to 20, where
an increment of 3 corresponded to doubling the sensitivity.

The important DIN system (Deutsches Institut für Normung) became an important
standard in 1934. It was influenced by the Scheiner system, but an increment of 3
corresponded to an increase of sensitivity by log10 2 ⇡ 0.30103.

In 1943, the American Standards Association (ASA, now named ANSI) defined an
important standard to determine and specify sensitivities of black-and-white negative
film. The ASA scale made sense and was easy to memorize. It was arithmetic; a film
with 200 ASA was twice as fast as a film with 100 ASA. The ASA standard was revised
in 1960 and was replaced by the current ISO in 1974.
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The current ISO standard was adopted by the ISO in 1974 and it combines both
ASA and DIN. The first ISO standard 6:1993 was for measuring the speed of color neg-
ative film. It has been extended and corrected several times and its current designation
is 5800:2001.

The scale of ISO speeds for digital still-cameras [ISO 06] is o�cially referred to as
standard ISO 12232:2006. It was adopted and approved in 1998, then revised in 2006,
and finally corrected in late 2006.

The ISO method specifies both an arithmetic and a logarithmic scale. The former
is similar to the arithmetic ASA system, where doubling the ISO value corresponds to a
doubling of film sensitivity. The logarithmic ISO scale is similar to the DIN scale, where
incrementing the ISO value by 3 corresponds to a doubling of sensitivity.

Two common but opposite opinions:
If you see a great moment, snap it immediately.
If you see a great moment, it’s probably too late.

Thoughts About the Exposure Triangle

Serious photographers learn about the three exposure components and get used to
the term exposure triangle. But why are these components expressed as a triangle? How
does the shape of a triangle help us understand exposure? Looking at it mathemati-
cally, the term “exposure triangle” implies that changing one component automatically
changes the settings of the other components, but photographers know that this isn’t
true. The main point of this short discussion is to show that ISO, shutter speed, and
aperture are not directly or inversely related.

⇧ Exercise 2.26: Come up with terms that have a triangular relation.

Figure 2.66 shows a circle with three spokes corresponding to the three components
of exposure. The circumference of the circle represents dark exposure and its center
corresponds to bright exposure. It seems that such a circle encompasses the entire
concept of exposure, but there are two objections to this type of graphical representation.
The first is that the numbers on each spoke correspond to a particular camera and lens.
A camera has a certain range of shutter speeds and ISO values, and a lens has a range of
apertures. The second objection is that we can select a point on each spoke and connect
the three points to form a triangle, but this triangle—its shape, area, and orientation—
would tell us very little about the properties of the exposure.

We can also claim that ISO isn’t really part of the exposure. The wikipedia def-
inition of exposure (in photography) is: Exposure is the amount of light per unit area
(the image-plane illuminance times the exposure length) reaching a photographic film
or electronic image sensor, as determined by shutter speed, lens aperture, and scene
luminance. There is no mention of ISO. Other dictionaries may define exposure as:

1. The act of presenting a light-sensitive surface to light.
2. The total amount of light received by a light-sensitive surface. This is the product

of illumination (the intensity of the light) and time.
It is unclear whether part 1 includes ISO, but part 2 includes only illumination

(controlled by aperture and ND filter) and time (controlled by the shutter speed). ISO
plays no part in this definition.
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Figure 2.66: Exposure Triangle.

The conclusion is that ISO is used to control exposure or to determine the values of
aperture and shutter speed, but ISO is not part of the exposure itself. We now realize
that ISO has traditionally been considered one of the components of exposure because
in the days of film photography a roll of film had a certain fixed sensitivity and there
was no way to change it. A film camera had to be told the sensitivity of the film and
it used that information to determine the correct values of aperture and shutter speed.
Today, in the age of digital photography, the camera is controlled by a computer that
can artificially change the ISO by amplifying the electric charges in the photosites.

Also, ISO does not create image noise. It only amplifies the noise that already exists
in the image. Decreasing image noise is done by increasing exposure, not by decreasing
ISO. This is where exposing to the right (ETTR) (Subsection 2.11.11) comes into play.
It increases the signal-to-noise ratio.

As always, there is a di↵erent point of view. It claims that even if ISO is not part
of the exposure, it is still part of the equation, because changing it a↵ects the image
your camera produces. Imagine the following experiment: Go outside, choose a scene
in direct sunlight, compose, and half-press the shutter. Your camera selects aperture
A, shutter speed S, and ISO 300. Now switch to manual mode, set the aperture to A,
shutter speed to S, but the ISO to 13,000. Shoot the scene in direct sunlight. Go back
indoors and use software to recover the highlights of the resulting image. If you can do
that, then you can claim that ISO is not part of exposure, but chances are that you
would fail.
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2.9 Exposure Review

The previous sections discuss shutter speed, aperture, and ISO, the three components of
the golden trio of exposure. This section provides a review of exposure for those readers
who have read the previous sections, have gained experience with exposure, and feel
comfortable with its components. We start with a short grumbling about the notation
used in exposure and about the APEX exposure system.

In the past, photographers were few and far between. They were professionals or
at least serious amateurs, and so could be trusted to understand and memorize complex
rules and unusual sequences of numbers. Today, when everyone is a photographer—or
at least a camera owner, a user, or a snapshooter—some people may claim that the time
has come to simplify the notation used for the components of exposure. Here are some
ideas.

Aperture (f-stop) values make sense because each successive value doubles the ex-
posure, but why use the sequence of hard-to-remember values f/1, f/1.4, f/2, f/2.8, f/4,
f/5.6,. . . ? Why not simply use the positive integers 1, 2, 3,. . . ? Here is a short table
that shows how this might simplify our picture taking:

f-stop: 1 1.4 2 2.8 4 5.6 8 11 16 22
APEX: 0 1 2 3 4 5 6 7 8 9

Shutter speeds may similarly be very confusing to some camera users. This sequence
starts with 1, 2, 4, and 8 (meaning 1/2, 1/4, 1/8), which are powers of 2 and therefore
round numbers in base-2. Then it switches to 15, 30, and 60, which may be considered
round decimal numbers. But then it suddenly changes to 125, 250, 500, and more
products of the form 125 ⇥ 2n. We might simplify this sequence to use consecutive
integers as the following table suggests.

Sec.: 8 4 2 1 1/2 1/4 1/8 1/15 1/30 1/60 1/125 1/250 1/500 1/1000
APEX: �3 �2 �1 0 1 2 3 4 5 6 7 8 9 10

ISO values are multiples of the basic 100 by 2n. Thus, 100, 200, 400, 800, 1600, etc.
Those can also be replaced with 1, 2, 3, . . . .

Exposure compensation (EC) knobs on current cameras make more sense. Zero
stands for no compensation, positive integers increase compensation by one stop, while
negative integer values decrease compensation by one stop. No need to improve on that.

Finally, exposure values (EV, Section 2.10 and Figure 2.73). According to Wikipedia,
EV is a number that represents a combination of a shutter speed and f-number such that
all combinations that yield the same exposure have the same EV (for any fixed scene
luminance). An exposure value is also used to indicate an interval on the photographic
exposure scale, with a di↵erence of 1 EV corresponding to a standard power-of-2 ex-
posure step, commonly referred to as a stop. Figure 2.73 shows that EVs are already
signed integers, so no changes are proposed here.

It turns out that experts have for many years been considering changes in notation
similar to what is discussed here. In 1960, ASA, the American Standards Institute,
came up with ASA PH2.5-1960, a standard for monochrome film speed, as a means of
simplifying exposure computations. Today, this standard is known as the APEX system
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(Additive System for Photographic Exposure) and it has never become popular. It is
formally described in [APEX 13] and can be downloaded from [dougkerr 19].

We now continue with a review of exposure. This is based on the images shown in
Figures 2.67 through 2.72. Each image is analyzed to explain what it is trying to achieve
(freeze motion, shallow DOF, sharp image, etc.) and how the exposure components were
set. This is followed in Section 2.10 by seven more detailed examples of photographs,
each with its initial exposure settings, light meter readings, and the final settings.

⇧ Exercise 2.27: Explain how to photograph the moon.

⇧ Exercise 2.28: In your extensive travels, looking for chances to take great photographs,
you have finally discovered the perfect landscape. However, part of its beauty is a lake,
river, or a bay. Explain how to photograph reflections from water.
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Figure 2.67: Pier to the sea.

This image aims to capture the eye of the viewer and direct it along the pier. Thus,
the image should have a large DOF, perhaps achieved by f/16 or f/22, but the shutter
speed could vary in a wide range, from as fast as 500 to as slow as 1”, because everything
here is static. The leeway in shutter speed can be exploited to adjust the exposure, so
the ISO can be left at 100.

Figure 2.68: New York Taxi.

This photograph employs panning to freeze motion while blurring the background.
It is obvious that DOF is irrelevant, because the background is going to be blurred. It
makes sense to set the aperture at a low value, the shutter speed at a large fraction of a
second, such as 30 or 15, and start with ISO 100. If more light is needed, shutter speed
can be slowed to 8 (where a tripod would be needed) or the ISO can be increased by
a stop or two. Because of the panning, the taxis are not going to look very sharp, so
large ISOs may not detract from the sharpness of the resulting image. In Photoshop, it
is possible to select certain parts of an image and blur them in various ways.



314 2.9 Exposure Review

Figure 2.69: Las Vegas at Night (courtesy of Susie B./FreeDigitalPhotos.net).

The aim here is to create a colorful night scene. A look at a Las Vegas map shows
that this image must have been taken from the Bellagio’s main entrance (the Bellagio
pool is seen at the bottom-right corner) and it encompasses a field of view of about 55�.
Thus, it was taken with a normal lens. Shutter speed had to be slow, to gather enough
light, so a tripod must have been used. Aperture had to be medium to small (f/8 to
f/22) to keep a reasonably large DOF. If the light meter indicates underexposure in such
a case, the ISO can be increased a stop or two.

Figure 2.70: A Pile of Logs.

This image is about subdued light and a shallow DOF. The light is uniform bright
and the background is only hinted at. The lens was normal (about 50 mm equivalent),
the aperture was the largest possible (f/1.4 or f/2), ISO was kept at 100, and any
adjustments to the exposure were done by varying the shutter speed (a stationary object
often allows for a wide range of shutter speeds).
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Figure 2.71: A splash.

Freezing the movement of water. A fast shutter speed (2000 or at least 1000) is
obviously needed here, combined with a small aperture, perhaps f/1.4 or f/2, to create a
shallow DOF, because the background is only distracting from the main subject. What
if there is not enough light? The best choice is to increase ISO a stop or two. If this is
not enough, I recommend having a white or pink background and increasing the f-stop
a stop or two.

Figure 2.72: Balloons.

The balloons require a wide angle and large DOF. Shutter speed can be 60 or even
120. The light meter should have no objections.
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2.10 Exposure Values

Exposure value (EV) is a single number that represents a pair of (shutter speed, f-
number), such that all pairs that correspond to the same exposure have the same EV.
The sequence of exposure values on the photographic exposure scale is set such that
each consecutive EV value corresponds to double the exposure of its predecessor.

The aim of the EV concept is simply to replace a pair of numbers with a single
number, but photography isn’t that simple. All pairs (shutter speed, f-number) with
the same EV yield the same exposure, but not always the same picture. The experienced
photographer knows that the f-stop controls the DOF (Section 2.6) while the shutter
speed controls the amount of blur and freeze in the final image.

The formal definition of EV is

EV = log2
N2

t
,

where N is the f-stop (relative aperture) and t is the shutter speed (exposure time) in
seconds. Thus, for example, the following pairs all yield an EV of zero (1.0, 1), (1.4, 2),
(2.0, 4), (2.8, 8), and (4.0, 15). An EV of 1 is produced, for example, by (1.0, 1/2) and
(1.4, 1).

With this in mind, it is easy to understand how a typical digital camera implements
the program mode (Page 261). Figure 2.73 shows the principle. Each of the dashed red
lines corresponds to an EV and thus to several pairs of (shutter speed, f-number). In its P
mode, a camera should automatically select such a pair, based on the total illumination,
so it starts by taking a light meter reading from the scene in front of it. It then converts
this reading to an EV, finds the corresponding red line in Figure 2.73, and follows it until
it intersects the green line for the current lens. The point of intersection determines the
correct pair (shutter speed, f-number).

As an example, imagine that reading the light meter results in an EV of 5 and the
current lens is wide angle. The intersection of the red line for EV of 5 and the green line
for a wide angle lens is close to a shutter speed of 2 or 4 (1/2 or 1/4 s) and an f-stop of
2.8 or 4. The camera’s computer uses those values to select a pair and sets the camera to
that exposure. If the current lens is telephoto, the intersection point indicates a shutter
speed of 15 and an f-stop of 1.4.

The green lines for the various lenses have particular shapes. Each starts with a
horizontal segment that corresponds to low shutter speeds and a large f-stop (which may
lead to a shallow DOF). The camera assumes that at such slow shutter speeds, a tripod
would be used to avoid vibrations. The horizontal segment continues until a hand-held
“safe” shutter speed is reached (1/30 for a wide-angle lens and a faster 1/60 for telephoto
lenses). The next segment of a green line is slanted at 45�, which causes the camera to
vary both the aperture and shutter speed as the EVs go up. Finally, some green lines
have another horizontal segment which corresponds to very high shutter speeds. This
segment is horizontal simply because it already indicates the largest f-stop (22 in the
figure).

Following are examples of exposure values where we assume a camera-lens combi-
nation that o↵ers the following settings:
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Figure 2.73: Exposure Values For Two Lenses in P Mode.

Apertures: 4.0, 5.6, 8, 11, 16, and 22.

Shutter speeds: 30”, 15”, 8”, 4”, 2”, 1”, 2, 4, 8, 15, 30, 60, 125, 250, 500, 1000,
2000, 4000, and 8000.

ISO: 100, 200, 400, 800, 1600, 3200, 6400, 12800, and 25600.
Figure 2.74 left. Photo by Sonny Ravesteijn. Hyde Park, London, United Kingdom.
We started with aperture 4.0 (uninteresting background, so shallow DOF), shutter

speed 1000 (freeze moderate motion), and ISO 100 (the typical starting point). The
light meter claims �3, so we are three stops underexposed. It is easy to compensate by
either (1) setting shutter speed to 500 (1 stop) and ISO to 400 (2 additional stops) or
(2) setting ISO to 800 (3 stops).

Figure 2.74 right. Photo by Alexander Edwards. Brecon Beacons, Brecon, United
Kingdom

Started with f/8 (sharp image), 1” (to blur motion), and ISO 100. Light meter
indicates +2. This is a problem of too much light, which is always easy to correct. We
compensate by setting aperture to 16, which also increases the DOF.

Figure 2.75 left. Photo by Tobias Jelskov. Flamingo lake, Bolivia
Initial settings are 22 (large DOF, since the background is important), 125 (to freeze

slow movement), and ISO 100. Light meter says �2, so we compensate by increasing
the ISO to 400. Lets hope that shutter speed of 125 isn’t too slow. Sometimes, because
of mud at the edge of the lake, a tripod cannot be used and the picture must be taken
handheld.

Figure 2.75 right. Photo by Max Busse. Sneakers, Mondsee, Austria
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Courtesy of Sonny Ravesteijn
Unsplash.com

Courtesy of Alexander Edwards
Unsplash.com

Figure 2.74: Exposure Value Examples 1 of 4.

Courtesy of Tobias Jelskov
Unsplash.com

Courtesy of Max Busse
Unsplash.com

Figure 2.75: Exposure Value Examples 2 of 4.
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The important feature here is the very shallow DOF. We therefore start with f/2.8,
125 (this shutter speed can later be moved up or down, since the object is stationary),
and ISO 100. The light meter shows �1, so we simply change the shutter speed to 60.

Figure 2.76 left is a photo by Ian Dooley. Albuquerque, United States.
The chief aim here is to maximize sharpness, because the colors are so vivid. We

start with f/8 (middle of our aperture range), shutter 250 (to freeze moderate movement),
and ISO 100. The light meter shows +3, so the simplest compensation is to reduce the
aperture to 11 (still sharp) and increase the shutter speed two stops, to 1000 (which
freezes motion even better).

Figure 2.76 right is a photo by Roman Koester. A moving bike in London, UK.
The purpose here is to blur the background while keeping the (moving) foreground

in focus. We therefore start with f/8 for a sharp image (the background will be blurry,
so the DOF is meaningless here and the aperture is irrelevant), 15 (a long exposure,
so the camera can be panned), and ISO 100. The Light meter shows �3 with a red
triangle, implying severe underexposure. We first move the aperture two stops, to 4.0,
and then the ISO two stops, to 400.

The next two examples present special problems because of the tendency of the
light meter to assume 18% gray.

Figure 2.77 left. Photo by Riccardo Chiarini. The blood moon eclipse of July 27,
2018.

Tried initial settings of f/5.6, 125, and 100 and noticed �3 in the light meter.
Changed ISO three steps to 800, but the black background came out gray, because the
computer wants to see 18% gray. The obvious solution is to bump the ISO down two
stops to 200.

Figure 2.77 right. Photo by Pawel Czerwinski. Shot my new black and yellow
glasses before they got scratched and stained like the old pair.

The aim here is to get a sharp image, so the initial settings were 8, 30”, 100.
Light meter responded with +3 and a red triangle (more than three stops overexposed).
Clearly, there is too much light, an easy problem to fix. The obvious solution was to
compensate by speeding the shutter four stops to 2”, but the white background came
out dark gray. Again, the camera cannot see the details of the scene, so it selected the
colors to obtain an average of 18% gray. The solution was to slow down the shutter from
2” to 4” to brighten the exposure.

These examples may suggest that it takes much time (perhaps a minute or more) to
choose the right exposure value, check the light meter, and decide how to compensate.
However, experienced photographers, both professionals and amateurs, will tell you that
several years’ worth of taking pictures reduces this time to just seconds. Choosing the
right exposure value becomes second nature, and the photographer does it instinctively,
without much thought.
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Courtesy of Ian Dooley.
Unsplash.com

Courtesy of Roman Koester
Unsplash.com

Figure 2.76: Exposure Value Examples 3 of 4.

Courtesy of Riccardo Chiarini
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Courtesy of Pawel Czerwinski
Unsplash.com

Figure 2.77: Exposure Value Examples 4 of 4.
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2.11 Image Sensors

Today’s image sensors installed in cameras are based on the photoelectric e↵ect. This
e↵ect was discovered by several researchers starting with the work of Alexandre Bec-
querel in 1839. The extensive experimental work done by Hertz and Hallwachs in 1887
and by Philipp Lenard in 1900 provided the facts that enabled Einstein, in 1905, to
theoretically explain this e↵ect by assuming that light consists of massless particles that
he dubbed photons. A photon has two attributes, frequency and polarization (the latter
can be thought of as the plane in which the photon vibrates). Photons move at the speed
of light until they hit another particle. Even though massless, a photon has energy and
momentum, both proportional to its frequency.

When a photon hits an atom, an electron may sometimes be emitted from the atom,
and it is this phenomenon that is at the root of image sensors. Not every photon causes
the emission of an electron, so we use the term Quantum E�ciency (QE), to denote the
ratio

QE =
number of electrons
number of photons

.

A typical sensor in today’s cameras may have a QE of less than 0.5, while human vision
features a small QE of about 0.15. The Sony back-illuminated (BI) CMOS image sensor
(Figure 6.71), has a QE close to 0.9. (This type of sensor is used in recent iPhones.)

An image sensor is a device that translates light energy to
electrical signal. More specifically, it converts the energy of the
photons impinging on it to electrical charges. Currently (early
2013), image sensors are either charge-coupled devices (CCD)
or complementary metal-oxide-semiconductor (CMOS) devices.
These devices operate di↵erently, but their final outputs are elec-
trical charges which are later converted to numbers (normally
12-bit integers). In simple terms, an image sensor is an array of photosites that are
sensitive to light. (The term sensing element or sensel is sometimes used for photosite.)
When light strikes a photosite, it causes electrons to accumulate in the site. It is useful
to think of a photosite as a bucket in which electrons are collected in response to light.
A photosite is also the elementary building block of solar cells. Such a cell also converts
light energy to electrical energy. The minimum signal in a photosite is the smallest
charge that can be distinguished from noise. The maximum signal is just below that
electric charge that would cause the photosite to saturate and overflow. (A photosite
overflow is also referred to as blooming.)

In more detail, a CCD sensor converts the energy of the photons that strike each
photosite into electrical charges. At the end of an exposure, the camera’s internal
computer reads the charges from the individual photosites, converts each to a voltage,
and then employs an analog-to-digital (ADC) circuit to convert each voltage to a number.
Thus, a CCD is an analog device and the digital part of digital photography starts at
the ADC.

A CMOS sensor uses much less power than a CCD, but requires extra circuits next
to each photosite to convert the photon energies to voltages. An ADC on the sensor chip
then converts each voltage to a number. CMOS sensors are more expensive to make,
but do not have any significant advantage over CCDs in terms of the final image quality.
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2.11.1 CCD architecture

The main part of a photosite in a CCD sensor is an MOS capacitor, so we start with a
few words about capacitors and MOS technology. A capacitor is a simple electric device
that can collect electric charge and keep it for a while. Imagine two small, flat metallic
plates held very close together, with a small air gap in between. When voltage is applied
to the plates, electric charge accumulates on them. When the voltage is removed, the
charge stays on the plates and there is a voltage (or potential) di↵erence between them.
The air gap acts as an insulator and prevents any electric current from flowing between
them and equalizing their potential. Over time, electrons slowly move from one plate
to the other or simply disperse, thereby reducing the voltage. Thus, a capacitor can be
viewed as an electrical storage device. It can store a small quantity of electrical energy
for a short period of time.

MOS technology was developed at Bell labs in 1959. MOS stands for metal-oxide-
semiconductor, where the metal is aluminum, the oxide is silicon oxide (SiO2), and the
semiconductor is silicon (Si). Initially, the MOS process was used in integrated circuits
to build memory units and microprocessors, but in the late 1960s, two engineers, George
Smith and Willard Boyle, also at Bell labs, developed techniques, now known as charge-
coupled-devices or CCDs, to employ MOS capacitors to fabricate integrated circuits that
could measure light intensity (although no light frequency and therefore no color).

The main component of a CCD sensor is an array of MOS capacitors which are the
photosites. Before an exposure starts, the capacitors are emptied of electrical charges.
During an exposure, each capacitor is electrically charged when photons hit it. After
the exposure, the charges are read out of the array by shifting them one by one, first
into an amplifier (to make it easier later to measure and digitize even small charges)
and then into an analog-to-digital (ADC) converter to convert each charge into a binary
number. The numbers, typically 12 or 14 bits each, are stored in an array in memory
to become the raw pixels of the image.

The term “charge coupled” comes from the way the charges are transferred in the
CCD sensor from one part to another, on their way to the amplifier. The precise details
of transfer are referred to as the architecture of the CCD. The three CCD architectures
currently in use are full frame, frame transfer, and interline scan.

⇧ Exercise 2.29: Each amplified electrical charge is digitized to become either a 12- or
a 14-bit number. Can the 14-bit numbers express a wider dynamic range of the scene
being photographed?

Full Frame CCD Architecture

The main feature of this architecture is that nearly the entire photosensitive surface
of the CCD array is devoted to the photosites, with virtually no gaps or dead spaces
between them. The entire process of capturing and saving an image consists of two
phases, exposure and readout. During the exposure phase, the shutter is open and
charges are collected in the photosites. During the readout phase, the shutter closes and
the rows of photosites are moved down, one row of electrical charges at a time, into a
shift register (Figure 2.78). From this register the charges are moved, one at a time,
into the amplifier and then the ADC on their way to be stored in the memory (or in a
high-speed bu↵er and later moved to memory). When the shift register is empty, the
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remaining rows in the photosensitive area are shifted down in parallel, and the bottom
row is moved into the shift register. During this phase, the entire surface of the CD is
covered by the shutter, so no stray light can contaminate the charges while they move
between photosites.
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Figure 2.78: Full Frame CCD Architecture.

The main advantage of this CCD architecture is the e�cient use of the photosensi-
tive area. The photosites can be large and can collect large quantities of charge, which
makes this type of CCD ideal for scenes with high dynamic range.

The chief shortcoming is the slow electromechanical shutter, whose movements slow
down the readout phase. Thus, the full frame CCD architecture works well when the
frame rate is about 10 frames per second or slower.

Frame Transfer CCD Architecture

In this type of CCD architecture only the top half of the CCD area is devoted
to collecting light. The bottom half is a storage bu↵er that is used for readout. It is
permanently covered with an opaque mask. There is no shutter. Before the exposure
phase starts, the photosites in the top half of the sensor are cleared. During exposure,
photons impinge on those photosites to create electrical charges. In the readout phase,
the charges are shifted down, row by row, into the storage part of the sensor, where the
mask protects them from further light. This process takes place in the sensor, which
is why it is fast, but the absence of a shutter means that during this fast process light
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still arrives at the top half of the sensor, contaminating the rows of photosites while
they are shifted down into the storage area. This contamination is normally minimal
because the time needed for transferring the charges to the storage is shorter than a
typical exposure, but in short exposures this unwanted feature may cause a smear of the
final image.

Once all the photosites have been moved to the storage area of the sensor, they
are shifted down in this area, row by row, into a shift register and from there, to the
amplifier and ADC, as in the full-frame CCD architecture.

The main advantage of the frame transfer architecture is high speed, because of the
lack of mechanical shutter. The disadvantage is that the sensor must be twice the size
of the advertised resolution, which translates to large size (crucial in a small device) as
well as high prices.

Interline Transfer (ILT) CCD Architecture

The interline transfer (ILT) CCD architecture was proposed by Lloyd Walsh and
Rudolph Dyck of Fairchild Semiconductor in 1973. This was an attempt to both reduce
the smear (in frame transfer) and eliminate the mechanical shutter of the full-frame
architecture.

Each photosite (pixel) is partitioned into two halves, collector and storage. The
storage half is covered with a metal mask to prevent light contamination during readout.
This results in a loss of half the incident light, which is why most sensors that use the
ILT architecture have a microlens mounted over each photosite to bend and concentrate
the light over the collector half of the photosite. There is no shutter. The exposure
phase is the same as in the frame transfer architecture, but the readout phase works
di↵erently. When exposure is over, each collector in the sensor array is transferred to its
corresponding storage, and this transfer is parallel; all the collectors in the CCD array
are transferred simultaneously. They are then emptied and a new exposure phase can
immediately start. Also, as soon as the transfer is over, the columns of storage half-
pixels are shifted down one row at a time into a shift register from which the individual
charges are shifted in series into the amplifier and ADC.

The main advantage of the ILT architecture is high speed, both because of the
fast parallel transfer and the lack of mechanical shutter. This architecture is therefore
ideal for cameras o↵ering rapid frame rates. The main downside is the smaller size of
the photosites, even with the microlenses. This results in inadequate performance in
low-light scenes.

Figure 2.79 illustrates the two varieties of ILT, interlaced and progressive. Part (a)
of the figure shows how interlaced ILT works. When the readout phase starts, the black
switches close, allowing the odd-numbered rows of photosites (black in the figure) to
be moved to storage cells (red in the figure). The number of storage cells is half the
number of photosites. Each column of storage cells is then copied into a shift register
and the registers are shifted into the amplifier and ADC serially, one electric charge at a
time. While this is going, the black switches open, the black photosites are emptied, and
the green switches close, allowing the even-numbered rows of photosites (green in the
figure) to be moved to the same red storage cells. When the shift registers are empty,
the storage cells, now with the even-numbered rows of photosites, are emptied into the
registers which are again shifted out into the amplifier.
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Figure 2.79: Interline Transfer CCD Architecture.

Part (b) of the figure illustrates progressive ILT. In the readout phase, the electrical
charges in all the collectors (photosites) are moved in parallel to their corresponding
storage cells. When a column of storage cells fills up, it is moved into its shift register,
and the registers are shifted serially into the amplifier and ADC.

A more detailed discussion of the physics of these devices is outside the scope of
this book (in fact, of most books), and here they are simply referred to as sensors, light
sensors, image sensors, or CCDs.

Virtually all current consumer digital cameras, including DSLRs, are of the single-
shot type. In this type, there is a single sensor array with a Bayer filter mosaic (Sec-
tion 2.11.4). A variation of this type employs three sensor arrays, one for each color
component, that are exposed simultaneously via a beam splitter.

Cameras designed for special applications, such as shooting stationary subjects, can
be of the multishot type, where the sensor array is exposed several times in the same
shot. This type cannot be used with moving objects. One way to implement this type
of camera is to have three filters and place a di↵erent filter in front of the array during
each exposure. Another option (subsection 2.11.10) is to employ a single array with a
Bayer filter and to physically move it, along the focus plane inside the camera, for each
exposure in order to expose each photosite to red, green, and blue lights.

Sensor arrays are notoriously di�cult to manufacture and are never perfect. Some
photosites in an array may be more sensitive or less sensitive than others, or may even
be dead. It took engineers many years to perfect the processes of making such sensors,
and it wasn’t until the early 2000’s that prices of large (more than 5 Mpixel), reliable
sensor arrays dropped to such a level that they began to be installed in inexpensive,
compact home cameras.

Digital camera identification.

The fact that CCD sensor arrays are not perfect may be annoying to demanding
photographers, but like many annoyances, it may have a positive side. The imperfections



326 2.11 Image Sensors

in any particular sensor array may be exploited to identify the camera that took a given
image.

Given an image and a number of cameras, one of which is suspected to have taken
the image, it may be possible to identify that camera by comparing the imperfections
in its sensor array (the so called camera pattern noise) to the pixels of the given image.
For each candidate camera, several test images are taken and are passed through a
denoising filter to create a reference pattern of the camera’s noise. This reference is then
correlated with the pixel noise of the given image, and the correlation results are judged
by a person.

This interesting work, which can also be applied to detecting forgeries in digital
images, is described in [Lukáš et al. 06a,b]. The results are not absolute and there may
be false alarms, but the technique is certainly intriguing.

2.11.2 Noise in a Sensor

Section 1.1 tells us that light can be considered either an elec-
tromagnetic wave or a stream of photons. When rain falls on
a pavement, each unit area of the pavement is likely to get
a di↵erent number of rain drops. The lighter the rain, the
bigger the di↵erence between adjacent areas of the pavement.
Similarly, even under uniform illumination, adjacent photo-
sites of an image sensor are likely to receive di↵erent amounts
of photons each second, especially under low light conditions.
Also, the same photosite is likely to receive di↵erent amounts of photons each second,
even under uniform illumination. The photon shot noise (or photon noise) of an image
sensor is a result of this random, statistical behavior of the photons. The time interval
between consecutive arrivals of photons is governed by Poisson distribution, whose stan-
dard deviation equals the square root of the number of events. This is why the photon
noise is defined as the square root of the number of arriving photons (the signal).

As an example, imagine a situation where the light is uniform and an average of
ten photons fall on each photosite during an exposure. The shot noise, or uncertainty in
the number of photons falling on a given photosite will therefore be

p
10 ⇡ 3.16. Notice

that the signal-to-noise (SNR) ratio, an important term, is also 3.16, because it equals
10/
p

10 =
p

10. However, if each photosite receives an average of 100 photons during
an exposure, then the shot noise has increased to 10, but the SNR has also increased to
10, i.e., it has improved.

Like every process in nature, converting the electric charges in the photosites to a
voltage involves noise (whose chief component is thermal noise created in the preamplifier
located on the sensor). Similarly, digitizing those voltages to numbers introduces another
noise. The sum of these noises is referred to as read noise. (See also discussion of image
noise in Section 2.8.)

Figure 2.80 illustrates the main sources of noise in an image sensor and how they
vary with the signal (the light intensity that reaches the sensor). As the input (number of
photons per time unit) increases, the read noise remains constant. This noise constitute
the noise floor, the point where the noise swamps any signal photons. (The noise floor
of a typical current sensor is very low and is normally around 4–8 electrons.) The shot
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Figure 2.80: Image Sensor Noise Sources.

noise, on the other hand, increases as the square root of the input. The total noise is the
sum of these two components. When the input signal increases above a certain value
(the full-well capacity), the photosite is full. It cannot hold any more electrons and its
output remains constant. The dynamic range of the sensor is the di↵erence between
the full-well capacity and the noise floor. The sensor of a typical current DSLR has a
full-well capacity of around 7,000–10,000 electrons and a dynamic range of 1000:1 to
2000:1,. i.e., 10 to 11 stops.

2.11.3 ISO-less Cameras

Most cameras handle ISO by amplifying the weak, analog signals output by the image
sensor. Amplification is always associated with noise, which is why high ISOs should be
avoided as much as possible, and why one of the important specifications of a camera is
how high its ISO can be increased without any noticeable image noise. However, there
is now (these words are written in mid 2020) another approach to high ISO levels. It is
termed ISO-less (or ISOless or ISO invariance) and is included in certain cameras. Here
is a short list: Fuji X-T1, Sony a7R II, Nikon D810, Nikon D750 and D550, and the
Pentax K-5.

In an ISO invariant camera, ISO is treated as follows. When the user increases the
ISO level, the analog signal sent from the sensor is amplified, but only up to a certain
ceiling, such as 1600 or a similar low value. Increasing ISO beyond this limit is done in
the camera by digitally brightening the image during its raw conversion. Thus, there is
no decrease in image quality (i.e., no extra image noise) if the image is shot at ISO 1600
and is then brightened by software, or if it is shot at a higher ISO.



328 2.11 Image Sensors

Once the camera hardware digitizes the analog signals sent from the image sen-
sor, they become numbers. Brightening is therefore done simply by mulitplying these
numbers by the brightening factor. Those familiar with binary numbers know that
multiplying such a number by a positive integer m is done by shifting it to the left
m positions, a simple, fast operation. Thus, brightening an image digitally does not
introduce any image noise.

The ISO ceiling naturally partitions the entire ISO range of a camera into a native
range, followed by an extended range. The Nikon D800E, for example, has a native ISO
range from 100 6400, and an extended ISO range that stretches down to ISO 50 and up
to ISO 25,600.

The following experiment should make the ISO-less concept clear. Pick up an ISO-
less camera and shoot an image A at ISO 1600. In post processing, use editing software
to brighten A by one stop, resulting in an image B, which is equivalent to shooting A
at ISO 3200. Finally, shoot the same scene with the same exposure settings but at ISO
3200, to obtain image C. Now examine B and C and convince yourself that they are
identical. Shooting at ISO 3200 did not degrade the image quality, because this high
ISO was obtained by digital brightening, not by analog amplification.

This unexpected behavior is true for the entire native range of ISO values supported
by the ISO-less camera. Thus, shooting A at ISO 100 and increasing its brightness
digitally by five stops, results in an image B that is identical to an image C which is
shot with the same exposure settings but at ISO 3200. The same experiment done with
a traditional ISO camera will result in images B and C that are noticeably di↵erent,
with the latter exhibiting image noise.

Those who own an ISO-less camera may quickly learn that this unusual feature
o↵ers a great advantage when shooting images in low-light situations. Imagine a low-
light scene that also has some very bright lights. When shot at a medium ISO, such
as 1600, most of the scene may look fine, but the bright light areas may come out
overexposed, and image parts close to those areas may su↵er from flare and loss of
image detail. In such a case, a picture may be taken with a low ISO, such as 100 or 200,
resulting in a dark, mostly underexposed image A, where the bright areas (and only
those areas) look right. When this is brightened in software (which does not increase
image noise), the resulting image B is mostly fine, showing much image detail, but the
bright areas are overexposed. Now load images A and B into Photoshop or similar
graphics software, use a selection tool or an adjustment layer to select the bright areas
of A, and have them replace the bright, overexposed areas in B. The result is a perfect
image with the dark areas well lit and the bright areas darkened.

This method of using an ISO-less camera for low-light scenes requires shooting just
a single image, which is an advantage over the traditional HDR techniques of Chapter 5.

Naturally, when you set the camera to low ISO and look at a low-light scene, it may
be impossible to see anything. This is why the user should start by setting a high ISO,
shoot a test image to verify the composition, and then set a low ISO, expose the scene,
and finally correct it by digitally brightening it.

2.11.4 Demosaicing

This section tries to explain, in greatly simplified terms, how the light sensor array inside
a camera is organized, what data it captures, and how the raw image data is prepared
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by the camera’s computer after each exposure. The image sensor of a digital camera is
often called a mosaic sensor or color filter array (CFA). It consists of CCD or CMOS
photosites, each of which contributes a pixel to the final image. Light of many di↵erent
wavelengths (corresponding to di↵erent colors) falls on each photosite, but the photosite
counts only the total number of photons that impinge on it; it does not identify their
frequencies (i.e., colors). During exposure, each photosite accumulates electrical charge
that is proportional to the intensity (but not the color) of the light it has sensed. Thus,
image sensors and their photosites are color blind; they generate a grayscale image.

Once this is grasped, it is not di�cult to figure out how to obtain color data from
the sensors. Simply cover each photosite with a filter that lets only one color through
(Figure 2.82). When we look at the world through rose-tinted spectacles, everything
looks rosy, because only rose color reaches our eyes. Thus, photosites covered with a red
filter output a grayscale value proportional to the red component of the light that strikes
them. Figure 2.81 illustrates the di↵erence between what we see and what a camera has
on its Bayer CFA.

Rose-colored glasses are never made in bifocals. Nobody wants to read the small print
in dreams.

—Ann Landers.

As an aside, Figure 2.82 shows a few other features of a typical light sensor. There
are small gaps between adjacent photosites, but it is important not to lose the light
that strikes these areas. The solution is to add gapless microlenses to focus all the
incoming light onto the photosensitive area in the photosite (see also Figure 6.72). The
infrared filter removes most of the infrared frequencies from the incident light and lets
the visible frequencies through. This is important, because our eyes are not sensitive
to IR frequencies but the photosites are. Without this filter, images produced by the
camera would contain both the visible and the IR frequencies and would look di↵erent
from what we see in real life. Photographers always talk about “IR contamination” and
sensor makers have learned to include IR filters in those image sensors that are made
for general use. (Infrared cameras are discussed in Section 3.13.)

There is also an anti-aliasing filter (also known as an optical lowpass filter, blur
filter, or AA filter) that introduces a little blur into the light reaching the photosites.
Sometimes, the subject being photographed contains repeating patterns that are similar
to the color filter patterns of the image sensor. If the two sets of patterns have similar
sizes or frequencies, the resulting image may feature moiré patterns. The anti-aliasing
filter prevents such patterns, but at the cost of losing some image sharpness.

The top of Figure Ans.26 shows two sets of parallel horizontal lines that form a low-
frequency Moiré pattern after one of them has been rotated 5�. An anti-aliasing filter
causes a little blur in the image, which is why a camera automatically sharpens its jpeg
images (but not the raw ones) before storing them on the SD card. Some photographers
object to the blurring caused by the anti-aliasing filter and the automatic sharpening
that follows it, which is why there are cameras that boast an image sensor that lacks
this type of filter. The line of Fuji X cameras uses an asymmetric X-Trans color filter
array (CFA) that is di↵erent from the traditional Bayer pattern (Figure 2.85a) and does
not require an anti-aliasing filter. If your next image exhibits a Moiré pattern, make
sure your camera includes the item “low-pass filter” among its many specifications.
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Figure 2.81: What We See and What the Camera Sees Through the Bayer Array.
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Figure 2.82: CCD Lenses and Photosites.

A slight problem arises when we try to design a color filter array, because a color
space is three dimensional but the sensor array is rectangular. It is easier to partition a
rectangular array into groups of four sensors than into groups of three, but such parti-
tioning can be done and Figure 2.83 illustrates two ways of doing so. The configuration
in part (a) of the figure is very common and is called a Bayer pattern color filter, named
after Bryce Bayer [Bayer 76], Figure 2.83. Some cameras may filter four colors simply
because it is easier to partition the array in groups of four sensors each.

(a) (b)

1,2 1,3 1,4

2,1

1,1

3,1

4,1 4,4

Figure 2.83: Color Filter Arrays.

Notice that half the sensors in the Bayer pattern are covered with green. This
is because the eye is more sensitive to green than to red or blue (Figure 1.2). In the
pattern of Figure 2.83b there are about the same number of photosites for each color (if
the width w of the sensor array is divisible by 3, there are exactly w/3 photosites for
each color, and the same is true for the height of the array).

The Bayer pattern has a number of interesting symmetries, illustrated by Fig-
ure 2.84. The left side of the figure shows how the entire pattern is obtained by repeating
a small, basic 2 ⇥ 2 pattern. As a result, we observe that for any integer n, any n ⇥ n
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Figure 2.84: Symmetries of the Bayer Pattern.

part of the Bayer pattern must have one of four forms, an example of which is shown on
the right side of the figure for n = 3.

A digression. Not every camera uses the Bayer filter, because this type of color
filter array (CFA) has one drawback, it is susceptible to false color artifacts when the im-
age being photographed contains finely-repeating patterns (textiles are a good example
of such an image). Such patterns may interact with the regular grid of the Bayer CFA
to create unsightly, annoying bands of color. Most cameras eliminate these artifacts by
adding a lowpass (or anti-aliasing) filter over the Bayer CFA, but such a filter reduces
the sharpness of the final image.

The Fuji company is well known for its high-quality films, so it comes as no surprise
that it was Fuji engineers who first realized that film did not su↵er from these false
color artifacts. They then decided to try a new type of CFA that is less regular than
Bayer. The result was the Fuji X100, followed in 2013 by the X100S. These cameras
have a CMOS sensor dubbed X-Trans, whose CFA is based on small, 6⇥ 6-pixel blocks
of color tiles. This type of CFA introduces a random element into demosaicing and
vastly improves the colors of any images, especially those with skin tones and images
with very fine repeating patterns. The price for all this (in addition to the high price of
the cameras themselves) is a new demosaicing algorithm, which must be di↵erent from
the ones used with the Bayer CFA.

The new 6 ⇥ 6 CFA has eight red, eight blue, and 20 green tiles with at least one
red, one blue, and two green tiles in each row and each column (Figure 2.85a). With
this irregular CFA the X100S can, at least in theory, resolve more detail than Bayer-
filter-based cameras with a similar pixel count.

(a) (b) (c)

Figure 2.85: The Fuji 6⇥ 6, Sony RGBE, and Kodak RGBW CFA Blocks.
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Other color filter arrays are possible. Figure 2.85b shows the Sony RGBE (the
E stands for emerald, but it is actually cyan). It was developed by Sony in 2003 as
the ICX456 8-Mpixel CCD installed in the Sony Cyber-shot DSC-F828 camera. The
claim is that this pattern is “closer to the natural sight perception of the human eye.”
Figure 2.85c is a schematics of the Kodak RGBW color filter array, several variations
of which were introduced in 2007. All the RGBW arrays are arranged such that if the
white cells are ignored, the remaining cells feature patterns that can be processed with
any Bayer demosaicing algorithm. Notice that half the photosites of the RGBW CFA
are white (or rather panchromatic). They have no color filters, and this feature allows
more light to reach the photosite. The white cells cannot distinguish colors, but they
absorb more light, and thus generate more information about the intensity of the light.
(End of digression.)

⇧ Exercise 2.30: Find more non-Bayer filters that are employed in practice.

After an exposure, the electrical charges in the photosites are converted to numbers
(grayscale values) that are stored in the camera’s internal memory bu↵er (not the flash
memory card) to become the future image file (raw or JPEG). The file has to be processed
later for viewing or printing, a process known as “raw conversion.” The first step of raw
conversion is to prepare three complete arrays of values for the three color components
(or channels).

The simplest way of determining a pixel’s color is illustrated in Figure 2.86. The
sensor array is partitioned into overlapping groups of 2⇥ 2 photosites each, and a pixel
is constructed from each group. Part (a) of the figure shows a typical group with the
photosites already digitized into 8-bit numbers in the range [0, 255]. The pixel that
corresponds to this group therefore has the RGB channels 187, 123, and 34 (the ugly
orange square). Once this is done for all the overlapping 2⇥ 2 groups of photosites, the
array of pixels is complete. It has one row and one column less than the dimensions
of the sensor array, as shown in part (b) of the figure. It is also possible to start with
larger, 3 ⇥ 3 groups of photosites, as shown in part (c). Each group has four red, four
green, and one blue photosite, or four blue, four green, and one red photosite. The four
values of the photosites with the same color are averaged, and the color of the resulting
pixel is determined as before. Notice that the 3 ⇥ 3 groups of photosites must overlap
considerably in order for the final pixel array to be only one row and one column smaller
than the array of photosites.
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Figure 2.86: Determining a Pixel’s Color.

Figure 2.87 illustrates a more e�cient algorithm. Only 25% of the original sensors
produce red data, only 25% produce blue data, and only 50% of the sensors produce
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green data. Each empty position in the three arrays has to be filled up by interpolation
from nearby pixels. The figure illustrates the simplest interpolation method. In part (a)
of the figure (the red and blue components), each empty position labeled 2 in the top
row is set to the average of its two nearest neighbors, while the leftmost position, labeled
1, is set equal to its only neighbor. The third row from the top is interpolated in the
same way, and the second row is then computed as the average of its two neighbor rows.
In part (b) of the figure (the green color component), each empty position has three
or four near neighbors, except two positions (labeled 2) in opposite corners. Such an
interpolation is known as demosaicing (or demosaicking), because the three pixel arrays
resemble mosaics. A good, general reference on demosaicing is the wikipedia article
[demosaicing 13].

(a) (b)
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Figure 2.87: Empty Positions in Color Arrays.

A simple example of a demosaicing algorithm is bilinear interpolation. We need a
pixel (i.e., three color components) for each location in the Bayer array, but each location
has only one color component. The other two have to be computed. We number the
rows of photosites in the Bayer array (Figure 2.83) from left to right and the columns
from top to bottom. We first examine position 44 in the Bayer array. It is blue, so we
assume that the value found there is the blue component at that position. The green
component is computed as the average of the four nearest green positions 34, 43, 45, and
54 and the red component is similarly computed as the average of the four nearest red
positions 33, 35, 53, and 55. For each position in the Bayer array, one color component
is known and the other two have to be computed in this way. Thus, two-thirds of the
final pixel values are computed (we can think of them as made up) and only one-third
is read from the array.

⇧ Exercise 2.31: What are the three color components computed by this method for
position 53?

Near the edges of the array, there are two choices, either compute color components
as the average of only two or three neighboring positions or ignore the edges completely
(the two leftmost and two rightmost columns and the two top and two bottom rows).
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The latter choice results in somewhat more accurate demosaicing, but at the price of
reducing the image size.

Bilinear interpolation is simple, but not very accurate. In particular, sharp edges
in the original image are smoothed out and may look like color fringes.

More sophisticated demosaicing methods are possible. Such a method may com-
pute a value for an empty position as a weighted sum of eight or more positions, with
larger weights assigned to nearby neighbors. However, including many neighbors in an
interpolation may lead to blurring or even the complete disappearance of small details.
Imagine a detail that occupies a small group of 3 ⇥ 3 pixels centered on the X of Fig-
ure 2.87b. It makes sense to compute a value for pixel X by interpolating its four nearest
G neighbors, but if we also include in this interpolation the four G neighbors shown in
gray (which are located outside the detail), all the visual information of the detail may
be lost.

Demosaicing by pixel grouping. This is an example of a fast, e�cient algo-
rithm that employs interpolation in an original way, depending on relations between
neighboring pixels. This simple algorithm, by Chuan-kai Lin [cklin 13], is based on the
observation that a continuous-tone image (an image of a natural scene, as opposed to
an image of artificial objects) often contains groups of strongly-correlated pixels. Thus,
given an empty position X in a Bayer grid, we can best compute a value for it by iden-
tifying those neighbors of X that are most similar to it. This principle is applied by the
algorithm to the green positions. The red and blue empty positions are computed by
simple interpolations based on hue transitions.

We use the following position numbering in a sample 5⇥ 5 Bayer grid:

R1 G2 R3 G4 R5
G6 B7 G8 B9 G10
R11 G12 R13 G14 R15
G16 B17 G18 B19 G20
R21 G22 R23 G24 R25

The algorithm computes values for the empty positions in three parts as follows:

Part I. Interpolate the green values in the red or blue positions in two steps.
Step 1. Every blue position (and most red positions) have four green immediate

neighbors. In the few red positions that have only two or three immediate green neigh-
bors, we use simple interpolation. For all other red and blue positions, we first compute
four di↵erences (or gradients). For position R13, for example, the four gradients are:

�N = 2|R3�R13| + |G8�G18|,
�E = 2|R13�R15| + |G12�G14|,
�W = 2|R11�R13| + |G12�G14|,
�S = 2|R13�R23| + |G8�G18|.

Thus, gradient �N expresses the amount of color correlation in the north (up) direction
about R13, and similarly for the other three gradients.
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Step 2. Select the smallest gradient and compute a value for G13 as a weighted sum
of four positions as follows

G13 =

8><
>:

�N is minimum, (3G8 + R13 + G18�R3)/4,
�E is minimum, (3G14 + R13 + G12�R15)/4,
�W is minimum, (3G12 + R13 + G14�R11)/4,
�S is minimum, (3G18 + R13 + G8�R23)/4.

Part II. Interpolate the blue and red values in the green positions. As an example,
we compute B8 and R8 at position G8.

B8 = HueTransit(G7, G8, G9, B7, B9),
R8 = HueTransit(G3, G8, G13, R3, R13),

where function HueTransit is defined as

function HueTransit(i3, i2, i3, v1, v3)=
if(i1<i2<i3 or i1>i2>i3)
then return v1+(v3-v1)(i2-i1)/(i3-i1)
else return (v1+v3)/2+(2i2-i1-i3)/4

Part III. Interpolate the blue and red values in the red and blue positions. As an
example, we compute B13 at position R13.

�ne = |B9�B17| + |R5�R13| + |R13�R21| + |G9�G13| + |G13�G17|,
�nw = |B7�B19| + |R1�R13| + |R13�R25| + |G7�G13| + |G13�G19|,
if(�ne  �nw)
then B13 = HueTransit(G9, G13, G17, B9, B17)
else B13 = HueTransit(G7, G13, G19, B7, B19)

This algorithm is fast because it employs only addition, subtraction, few multipli-
cations, and absolute value. The divisions by 2 and by 4 can be done by right shifts.

(End of algorithm.)

Raw conversion. If the camera supports a raw image format, the raw conversion is
done in a computer, normally with proprietary software. Such software is either supplied
by the camera manufacturer or is implemented (as in the case of Adobe Photoshop) by
a software maker. Raw conversion starts with demosaicing, but may also include steps
for the following types of processing:

White balance (Section 2.12).

Colorimetric interpretation. The visual sensation of color is very personal. If you
prepare a list of shades of red and ask people to choose the “real,” or “best” shade,
there may never be complete agreement. Similarly, filters installed in digital cameras
di↵er in the precise shade of red (and any other color) that they transmit. Sophisticated
raw conversion done in software may allow the user to correct each color component
individually until all the colors of the final image are satisfactory.
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Gamma correction. This is discussed in Section 2.11.11.

Noise reduction, antialiasing, and sharpening. Demosaicing is based on interpola-
tion, so it necessarily results in a certain amount of blurring. A sharp edge in an image
may be lost because of the interpolation, so a raw converter should include a sharpening
algorithm.

Many low-end current cameras save their images in JPEG. Such a camera includes
a raw converter and a JPEG compressor. Each shot is followed by a blank period of a
second or so during which the camera is busy converting the image, compressing it, and
storing the resulting JPEG data in its memory card. The raw converter is built into the
camera and generally cannot be modified (although in principle the raw converter may
be stored in the camera as firmware, and may be updated from time to time). Most
cameras permit the user to specify parameters such as the ISO value, the final image
size, amount of loss in compression, several light conditions (cloudy, seaside, fluorescent,
tungsten light, nighttime), and aperture. Higher-quality consumer cameras may also
o↵er user-controlled settings for color space, sharpening, contrast, and perhaps others.
Obviously, the average user generally leaves these parameters at their default values and
simply deletes and retakes any bad images. However, patience, attention to detail, and
willingness to experiment with camera settings can work miracles and result in excellent
images even when taken under unfavorable conditions. Thus, even the most occasional
user is advised to read the camera’s manual and experiment with all its settings, because
once a bad picture was taken and got converted to JPEG, there is precious little, perhaps
even nothing, that can be done to improve it.

In addition, most current digital cameras convert the electrical charge in a sensor
to a 12-bit number, and raw image files save all 12 bits. A typical JPEG compressor
built into a camera, starts by discarding the four least significant bits of a raw value
and retaining only the eight most significant bits, thereby losing visual data even before
compression begins.

Figure 2.88 lists the main steps taken in a camera to produce either a raw or a
JPEG image file.

Sensor Bayer
interpolation

Color space
White balance

Contrast
Saturation
Sharpness

JPEG
Compression

JPEG
file

RAW
file

White balance

Figure 2.88: Preparing JPEG and Raw Image Files.

2.11.5 The Foveon X3 Image Sensor

In 2001, Foveon—a small semiconductor company, now part of Sigma Corporation—
shook the photography and camera world when it announced its new, revolutionary
X3 image sensor. Having neither microlenses nor a color filter array, each photosite
in this unusual CMOS device consists of three stacked photodiodes, each sensitive to



338 2.11 Image Sensors

one of the three primary RGB colors. Figure 2.89 shows how the device is constructed
as a sandwich of three layers of photosites, blue at the top and red at the bottom.
The figure also illustrates the basic principle behind this device. It shows how light of
various wavelengths penetrates to di↵erent depths into silicon. The principle is that
longer wavelengths (corresponding to shorter frequencies and therefore to lower-energy
photons) penetrate deeper than the shorter wavelengths (higher-energy photons).
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Figure 2.89: Foveon Image Sensor and Light Penetration into Silicon.

The figure shows how blue light, with wavelengths of 400–490 nm, impinging on a
silicon substrate penetrates to a depth of only 0.2–0.5 µm, where µ, a micron, equals
10�6 m. Green light, with wavelengths of 490–575 nm, is absorbed at a depth of about
0.5–1.5 µm. Finally, red light, with wavelengths of 575–700 nm (and thus the weakest
photons), penetrates deeper and is absorbed in the silicon at a depth of about 1.5–3.0 µm.

Once the picture is taken and the shutter has closed, the signals from the three
photodiodes of each photosite are digitized and become the magnitudes of the three
additive primary colors, red, green, and blue. There is therefore no need for demosaicing,
a process based on interpolation, that often produces color artifacts. These artifacts,
which result in colored jagged edges in the final image, are somewhat reduced by the
anti-aliasing filter which is found in standard image sensors, but is unnecessary in the
X3. On the other hand, the three layers of the X3 sensor are not perfectly insulated.
This causes “bleeding” of electric charges between the layers, which reduces the color
accuracy and thus the light gathering capacity and low-light performance of this type
of sensor.

The absence of microlenses is another advantage of the X3 sensor. Recall that each
lens lets through only one color of light and absorbs the other colors. The light being
absorbed results in less light gathered by the sensor. With no microlenses, the X3 sensor
is free of this limitation.

The first camera to use an X3 sensor was the Sigma SD9, a DSLR launched in 2002.
The sensor resolution was 2268⇥ 1512 = 3.54 Mpixel, very low by current standards.

There is no longer any need to use film.
—Carver Mead, Foveon’s founder, (February 11, 2002).
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2.11.6 Three-CCD (3CCD) Cameras

A dichroic filter, also known as thin-film filter or interference filter, is a color filter that
lets only light of a certain color (or a narrow band of frequencies) pass through, while
absorbing or reflecting all other colors. There are also dichroic mirrors, which reflect
only light of a certain color while absorbing all other colors.

In a three-CCD (3CCD) camera, light from the lens enters a trichroic prism assembly
where it is split into three beams, each still containing all visible colors. Each beam then
passes through a dichroic filter that lets one of the basic RGB colors through. The three
colored beams are then sent to three CCD image sensors. Once a picture is taken, pixel
values from the three sensors are sent to the camera’s computer, where they are employed
to create the final, true colors of the pixels that are written on the output image file.
The term “trichroic prism” creates in the mind of many readers the misconception that
this device is a prism that separates the light into its rainbow colors, like a dispersive
prism. However, a trichroic prism, a device that consists of two dichroic prisms, is a
beam splitter, and in a three-CCD camera it splits a beam of white light into three
beams of white light. In practice, a trichroic prism, together with three dichroic filters,
make up an integrated assembly.

Each sensor captures one color component of an image, but in order for this type
of camera to work, those images must be the components of the same image. This is
why the three sensors must be accurately positioned and aligned such that a ray of light
passing through the lens and the trichroic prism would hit the same corresponding pixel
on each sensor. Once this is achieved, every pixel in the final image consists of the
correct mixture of the three color components. The result is an image of true colors
where no light information is lost, as happens in a Bayer or a similar filter.

Because of the large number of optical components and the precise alignment
needed, this system of three sensors is expensive as well as heavy. It is used in sev-
eral high quality still cameras, in telecine systems, professional video cameras, and some
prosumer video cameras.

2.11.7 Sensor Dimensions and Types

Currently (early 2013) compact cameras boast capacities of 12–16 megapixels, but those
small cameras have small image sensors. The dimensions of a typical sensor found in a
high-end compact camera (the so-called type 1/1.6”) may be 8.08⇥6.01 mm, for a total
surface area of 48.56mm2 and a diagonal of 10.07 mm. Packing 12 megapixels in such
a small sensor results in a pixel area of 0.000004mm2. Such an area is submicroscopic,
so if we think of a pixel or of a photosite as a bucket in which electrons are collected,
it is a very small bucket indeed and may easily overflow. This is why cameras with
large sensors are generally considered higher quality even if their overall pixel capacity
is not the highest. Is it worth it to spend the extra money and buy such a camera? My
experience indicates that today’s compacts are su�cient for the needs and requirements
of the typical home and amateur photographer, and a camera with a large sensor can
make a di↵erence only if very large prints are required or if the pictures are taken under
extreme lighting conditions.

A digression. In August 2015, Scientists at the MIT media lab have announced a
new type of image sensor that never overflows. A camera with this kind of sensor would
never overexpose a photograph, regardless of the lighting situation. Such a camera,
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referred to as a “modulo camera,” captures a high dynamic range (HDR) image with
every exposure (see Chapter 5 for HDR).

The idea is to reset a photosite each time it fills up, i.e., empty it and start collecting
more electric charge while the exposure continues. When the exposure is over, each
photosite has some charge and this charge, together with the number of resets of the
photosite, is used by the camera’s computer to figure out the relative brightness of the
photosite.

If this approach proves practical, the automatic modes of future cameras may never
result in an overexposed image. This is useful in most photographic situations, but the
manual modes may still be necessary, because the photographer may sometimes want
long exposures or intentionally-overexposed shots. End of digression.

When a new camera is announced, the maker advertises, among other features,
the type of sensor. The type (the term “format” was used in the past) is simply 1.5
times the approximate size of the diagonal of the sensor (this tradition goes back to the
early days of video cameras). Thus, a sensor of type 1/1.6-inch, should have a diagonal
of (2/3)(1/1.6) = 0.67 ⇥ 0.625 = 0.41875 inch or 10.26 mm. Similarly, a 1-inch sensor
should have a diagonal of 0.67⇥1 = 0.67 inch or 16.4 mm. However, critics and reviewers
who have taken apart cameras and actually measured many inner dimensions claim that
the sensor sizes they measured were often much smaller than what the camera makers
published, sometimes about one-third smaller. As a result, the term “type,” rather than
“format” is applied to what the camera makers publish. Reference [image sensor 13] has
a huge table with the dimensions and capacities of image sensors in many cameras.

Here is some information on how sizes and dimensions of im-
age sensors are specified and how the much-misunderstood term
“crop factor” (CF) is defined. An image sensor is a rectangle,
so the best way to indicate its size is to specify its width and
height (preferably in millimeters). However, sensor and camera
makers often tell us only the size of the diagonal, and this is ambiguous, as the figure
shows (the two rectangles have the same diagonal). The old 35 mm film and camera
standard ruled the photography world for many years and has a↵ected the way sensors’
sizes and lens focal lengths are measured and specified today. A frame in 35 mm film
had a size of 36⇥ 24 mm (Figure Intro.14), which is why an image sensor of this size is
referred to as full frame. The area of such a sensor is 864mm2 and the diagonal size is
43.27 mm or 1.7 inches. The dimensions of the image sensors used in most 4/3 cameras
are 17.3⇥ 13 mm, so the surface area of these sensors is 225mm2 and the diagonal size
is 21.6 mm or 0.88 inches. The crop factor of an image sensor is defined as the ratio
CF = diag35mm/diagsensor, so the crop factor of a 4/3 camera sensor is 43.27/21.6 = 2.
Reference [image sensor format 13] has a large table with image sensor dimensions and
crop factors for many cameras.

Note. Given a sensor of height h and width w, its diagonal is d =
p

h2 + w2, so its
crop factor is 43/d. If we now cut both the height and width of this sensor to half their
sizes, its diagonal would become half it original value, so its crop factor would double.
This is why many photographic sources, such as books, lectures, and videos, use the
width or height of a sensor, instead of its diagonal, in the definition of the crop factor,
and end up with ratios such as CF = width35mm/widthsensor.

Note. The term “full frame” usually refers to the size of the image sensor, but the
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same term is also used to indicate the relation between the sensor size and the actual
image projected by the lens on the image. In an interchangeable lens camera, some
lenses are designed specifically for the camera; they project a circular image that covers
the sensor, as in Figure Intro.19. Other lenses that can be attached to the camera may
not have been designed for the camera and the images they project are bigger or smaller
than the sensor. If the circular image projected by the lens covers the sensor, we say that
the camera is full frame. If the image projected by a di↵erent lens on the same camera
is bigger or smaller than the sensor, we now have a cropped frame (or a cropped sensor)
camera. An image bigger than the sensor is cropped by the sensor, while a smaller image
results in photos with wide blank margins. One could argue that a full frame camera is
better because its lens was specifically designed for the camera. On the other hand, a
lens projecting a large image on the sensor results in a cropped image, but that image
comes from the center of the lens, from its sweet spot where any aberrations of the lens
are minimal.

The state of the art of sensor design is now (in 2020) advanced enough such that
sensor size matters less and less. Just ten years ago, full frame (or full size) sensors were
markedly better than smaller sensors, but the gap in performance between large and
small sensors is steadily closing.

In mid 2012, Sony announced the Cyber-shot DSC-RX100 compact camera. Among
its most striking features is a 20.2 megapixel, large, 1-inch-type image sensor. A close
look at the user’s manual reveals that the dimensions of this sensor are 13.2⇥ 8.8 mm,
corresponding to an area of 116.16mm2 (about 13.4% that of a full-frame sensor). The
diagonal is 15.86 mm, yielding a crop factor of 43.27/15.86 ⇡ 2.73.

Figure 2.90 illustrates the meaning of the crop factor. Part (a) of the figure shows
an image recorded in a full-frame sensor. The image fills up the entire sensor (a 43 mm
diagonal). Imagine that we now open the camera, take out the sensor and replace it
with a smaller, 16 ⇥ 24 mm sensor, whose diagonal is 29 mm, two-thirds that of the
diagonal of the full-frame sensor. When we close the camera, the lens generates the
same image, but now part of it falls outside the sensor area and only the central part of
the image would be recorded by the new sensor. It is easy, however, to shrink the image
and include it in its entirety in the smaller sensor. We simply use a wider-angle lens, a
lens which projects a bigger image. We now adjust the focal length of this lens until the
original image fills the smaller sensor (a 29 mm diagonal) as shown in Figure 2.90b.

The ratio of the diagonals is 29/43 = 0.67, so if the original lens had a focal length
of 15 mm, the new, wide-angle lens should have a focal length of 15 ⇥ 0.67 = 10 mm.
This is why the crop factor is defined as the ratio of a full-frame diagonal to the diagonal
of the current sensor.

⇧ Exercise 2.32: The crop factor c of an image sensor 2 is defined as the ratio d1/d2,
where d1 is the diagonal of a full-frame sensor (that we denote by sensor 1) and d2 is
the diagonal of sensor 2. Show that if the two sensors have the same aspect ratio, then
the ratio of their areas equals c2.

Here is a useful rule of thumb. In a camera with interchangeable lenses, the following
rule of thumb helps to choose the lenses for various photographic situations. If we denote
the size of the sensor’s diagonal by d, the rule says that a lens with focal length f ⇡ d
would be a normal lens, a lens with f ⇡ d/2 is the right choice for landscape photography,
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Figure 2.90: Illustrating the Crop Factor.

a lens satisfying f ⇡ 2d is a good choice for portrait shooting, a lens featuring f ⇡ 4d
should be chosen for sports events, and a lens whose focal length equals approximately
8d may be an appropriate choice for something like wildlife photography.

Figure 2.91 illustrates graphically the wide range of sensor dimensions. In the
bottom part of the figure, the blue rectangles represent 35 mm full-frame sensors and it
is obvious that many common image sensors are much smaller than that size.

The chief features of large sensors are (1) a potential of many pixels, (2) large pixels,
(3) more lenses are available, and (4) it is easy to obtain a shallow DOF. In contrast, the
main features of small sensors are (1) The camera becomes smaller and lighter, (2) the
camera is less expensive, because a large sensor may constitute a large percentage of the
camera price, and (3) it is harder to obtain a shallow DOF. The last point is definitely
a negative feature for portrait photographers.

The DOF depends on the sensor size because a camera with a large sensor has to
generate a large image to fill the sensor. This can be achieved either by getting closer
to the subject or by increasing the focal length of the lens.

The following example shows what happens to the f-stop as the focal length of the
lens increases. Imagine a camera with a small (1.5 crop factor) sensor and a 50 mm f/2.6
lens. The physical aperture of this camera is 50/2.6 = 19.23 mm. We now perform a
thought experiment. We open the camera and replace the small sensor with a full-frame
sensor. The crop factor was 1.5, so we need a 50 ⇥ 1.5 = 75 mm lens to project the
same image on the larger sensor. The f-stop that would yield the same (or very similar)
physical aperture with this lens is f/4.0, because 75/19.23 = 3.9.

The conclusion is simple. As the sensor size increases, both the focal length of the
lens and its f-stop should increase, leading to shallower DOFs (Figure 2.43). If we want
to maintain the same depth of field with a larger sensor, we have to decrease the f-stop.

⇧ Exercise 2.33: Are there image sensors bigger than full frame?

APS is an important type of sensor and it deserves a few words because a serious
photographer often faces a choice of buying either a full-frame sensor or an APS sensor.
APS (advanced photo system) is a standard introduced in 1996 (subsection 6.4.1) for
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Figure 2.91: Relative Dimensions of Several Common Sensor Types.
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film cameras. The standard specifies a film frame size of 16 ⇥ 25 mm in order to end
up with small cameras. The APS film was packed in cartridges that were easy to install
in a camera (easier than installing a 35 mm film cartridge). Today, there are two APS
sensor dimensions. APS-N (Nikon) is 15.8⇥23.6 mm (a 1.5 crop factor), whereas APS-C
(Canon) is 14.9 ⇥ 22.3 mm (a 1.6 crop). (There was also an APS-H sensor, but it was
used by only a few cameras.)

Image sensors are expensive and prices increase nonlinearly with the sensor size
because of a simple reason. Integrated circuits (semiconductor devices or chips) are
manufactured on thin, circular silicon wafers. Each wafer contains many identical circuits
and they are separated by cutting the wafer and then testing it. It takes (roughly) the
same amount of time to make a wafer, regardless of the number of circuit on it. Thus,
the more circuits, the lower the price per circuit, which is why large chips are more
expensive.

Figure 2.92: Small and Large Chips on a Wafer.

Figure 2.92 shows how doubling each side of a chip increases its area by a factor of
four. Thus, doubling the size of a sensor decreases the number of sensor per wafer by
the same factor, which is the main reason for the much higher price. Another reason
for the high price is production yield. The average number of bad chips per wafer is
kept secret by any semiconductor manufacturer, but it is obvious that a single bad large
sensor is equivalent to four bad small sensors.

Pixel density. Digital camera makers brag about the resolutions of their cameras
(in megapixel, MP), but they never mention the interesting topic of pixel density. They
never specify how big an individual pixel (photosite) is and how many pixels fit in a
millimeter or an inch.

Often, only the total capacity of a sensor (and perhaps also its aspect ratio) are
specified by the maker, but sometimes we are also told the pixel counts (both horizontal
and vertical). If the pixel counts are known, it is trivial to compute the pixel density.
Consider, for example, a 22⇥15 mm sensor with 3504 horizontal pixels and 2366 vertical
pixels. The horizontal pixel density would be 3504/22 ⇡ 159 pixels/mm and the vertical
pixel density would be 2366/15 ⇡ 158 pixels/mm. The aspect ratio of the sensor itself is
22/15 ⇡ 4.667, but the pixels are square, because their horizontal and vertical densities
are very similar. A pixel density of 160 per millimeter implies a pixel size of 1/160 =
0.00625 mm or 6.25 microns (where a micron equals 10�6 meter, see also Exercise C.1).
The number of pixels per square millimeter is approximately 159⇥ 158 = 25,122.
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The following quotation, from [cambridgeincolour 18], employs the rain bucket
metaphor to explain the relation between a sensor size and the size of an individual
pixel.

Achieving the correct exposure is a lot like collecting rain in a bucket.
While the rate of rainfall is uncontrollable, three factors remain under your
control: the bucket’s width, the duration you leave it in the rain, and the
quantity of rain you want to collect. You just need to ensure you don’t collect
too little (underexposed), but that you also don’t collect too much (overex-
posed). The key is that there are many di↵erent combinations of width, time
and quantity that will achieve this. For example, for the same quantity of
water, you can get away with less time in the rain if you pick a bucket that’s
really wide. Alternatively, for the same duration left in the rain, a really narrow
bucket can be used as long as you plan on getting by with less water.

In photography, the exposure settings of aperture, shutter speed and ISO
speed are analogous to the width, time and quantity discussed above. Fur-
thermore, just as the rate of rainfall was beyond your control above, so too is
natural light for a photographer.
Before we continue with pixel density, it is illuminating to mention the concept of

dead pixels. A pixel (photosite) in an image sensor may be dead because of a manufac-
turing defect, because of old age, because of rough use of the camera (such as exposing it
to harsh sunlight), or simply because it is obscured by a dust particle. There are many
types of dust particles with sizes ranging from 0.1–1 microns (for face powder and clay),
to 10–30 microns (for mold spores), to 100–300 microns (dust mites), and reaching 1000
microns (for pollens, pepper, and grain dust). Thus, a single dust particle may cover
many photosites and result in many annoying dark pixels. This is why many high-end
cameras feature a built-in sensor-cleaning function, which vibrates the filter to dislodge
dust. There are also many tools available for do-it-yourself photographers to clean their
sensors.

A Hint. An easy way to identify and locate dust particles on the image sensor
is to take a photograph of bright headlights of a car aiming straight at the camera. It
is best to do this in twilight, just after the sun has set, and before it gets completely
dark. If done properly, the resulting image (except in the bright region that shows the
headlights) would clearly show each dust particle as a large, fuzzy gray circle.

⇧ Exercise 2.34: Dust comes mostly from the air, but there is another potential source
for dust in a camera. What is it?

The visibledust.com company o↵ers products for removing dust as well as advice
on how to do it. They also have useful videos on youtube.

Warning. It is tempting to use compressed air from a can to clean your sensor,
but such cans contain propellants that leave a residue on the sensor and may damage
it, perhaps even permanently.

An interesting point, noticed by many experienced photographers, is that the e↵ect
of dust particles stuck on a sensor is noticeable mostly at small apertures. When shooting
at f/2 or f/5.6 the dust is invisible, but starting at f/8 and above (i.e., at small apertures)
images may feature noticeable dark spots due to dust on the sensor. The explanation is
simple. Parts (a) and (b) of Figure 2.93 (compare with Figure 2.43) illustrate how the
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paths of light rays hitting the sensor are a↵ected by the aperture. As we close down the
aperture, the rays reaching the sensor become more parallel and closer to perpendicular.

(a)

(c) (d)

Sensor

(b)

Dust

Sensor IR filter

Dark
shadow

Soft
shadow

Figure 2.93: E↵ect of Aperture on Dust Shadows.

Part (c) of the figure shows how a large aperture causes light rays to strike the
sensor in many di↵erent angles and create a soft shadow of a dust particle at the sensor.
In part (d), the small aperture allows only certain light rays to reach the sensor, and
this creates a hard shadow which becomes noticeable in the final image.

⇧ Exercise 2.35: What is the e↵ect of dust on the mirror of a DSLR?
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Back to pixel density. Often, only the total sensor pixel capacity is advertised. In
such a case, the pixel density may be estimated if we know (or can guess) the sensor’s
crop factor and its aspect ratio. We denote the number of pixels, the width, height,
area, and aspect ratio of a sensor by M , W , H, A, and R, respectively. We also denote
the horizontal and vertical pixel counts by X and Y , respectively. This implies the basic
relations M = X ⇥ Y and X = R⇥ Y , which imply Y =

p
M/R. As an example, given

M = 8,200,000 and guessing R = 1.5 we compute

Y =
p

8200000/1.5 = 2338, and X = 1.5⇥ 2338 = 3507.

The sensor size can now be computed from its (known or guessed) crop factor F . For
F = 1.6 we get

W = 36/F = 36/1.6 = 22.5 mm and D = 24/1.6 = 15 mm.

Once these numbers are known, the pixel densities are easy to compute. For example

Vertical density = F ⇥ Y/24 = 1.6⇥ 2338/24 ⇡ 156 pixels/mm.

From information found in camera manufacturers’ literature for several cameras, as
well as in many websites, it seems that pixel densities in current cameras range from
100 to 180 pixels/mm.

The total size (in pixels) of an image sensor is often confusing. Consider the follow-
ing specifications, published by Sony for its ICX282 2/3” 5 megapixel CCD sensor that
is used in the Minolta DiMAGE 7 prosumer (i.e., bridge) camera (announced in early
2001):

Total number of pixels: 5.24 megapixels

Number of e↵ective pixels: 5.07 megapixels

Number of active pixels: 5.02 megapixels

Recommended recording pixels: 4.92 megapixels

2.11.8 Cleaning the Sensor

Keeping in the spirit of our age, I have to start this subsection with a disclaimer. The
material presented here on cleaning the image sensor of a camera is for information only.
It is my opinion that cleaning the sensor is a delicate operation that can easily damage
the sensor and other parts of your camera. It is not for the faint of heart, nor is it for
inexperienced users or do-it-yourselfers. It should be left to professionals. If you discover
dust and dirt on your sensor, take the camera to a reputable camera store or send it to
the local service department of its maker. Here, I only explain how to find out if the
sensor is dirty and what procedures, gear, and tools are available to clean it.

Figure 2.94 shows what can be found on an image sensor after much use. At (1) we
see two dust particles, at (2) there is a large dark stain, most likely due to a dust mote
on the back of the lens, and (3) is a short hair or a similar thin object. Before you look
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Figure 2.94: Dust and Dirt on the Sensor.

at the sensor itself inside the camera, it is best to find on the Web and examine several
specially-made reference images for similar dots and stains.

Dust and dirt is all around us. It cannot be avoided and it accumulates in a
camera over time. A DSLR or a mirrorless interchangeable-lens camera can be opened
to change lenses, and so is more vulnerable to contamination and has to be cleaned
from time to time. Other cameras are normally sealed. They take longer to accumulate
dust, but when they do, they have to be taken apart to be cleaned; definitely a job for
a professional. Dust can get inside a sealed camera through the battery compartment,
the USB cable sockets, and perhaps other openings. Dust can also flake o↵ the internal
parts of the camera. Grease can drop from the lubricated parts of the camera. Even the
short movement of a zoom lens can slowly bring dust motes into the camera. In short,
there are many sources of internal contamination.

Once inside the camera, the dust can simply settle on the bottom, and many ad-
vanced cameras have a piece of sticky material on the bottom in order to catch dust.
However, dust can also collect on the mirror, if any, and on the sensor, which is more
serious. Before we get to those cases, here are some words about dirt on the lens. Small
dust particles on the outside of the lens, front or back, will rarely a↵ect the quality of
your images. It is only large particles, as well as dirt and grease, that will be notice-
able in the image and that have to be cleaned. Cleaning the outside of a lens is easy
and straightforward. It is important to use only tools and cleansers made especially for
cleaning lenses. Just wiping the lens with a rag, even a very soft one, may result in mi-
nor scratches that accumulate over time and may render the lens useless. A much worse
enemy of lenses is mildew. Once it gets inside your lens, even a professional technician
may find it di�cult to remove permanently.

When a shot is taken in a DSLR, the mirror is up. Thus, dust on the mirror will
not a↵ect your images, but it may be noticeable in the viewfinder. Take o↵ the lens and
look inside. You will immediately see any dust on the mirror, and it is easy to clean
with a small soft brush.

However, dust and other dirt on the sensor is a problem that a↵ects your images
and should be taken seriously. If you suspect a dirty sensor or if you haven’t cleaned your
sensor in a while, you should try the following methods to identify sensor contamination:
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(1) peer at the sensor through a loupe and (2) take a reference shot.
A sensor loupe is a large magnifying glass with built-in LEDs. You remove the lens

and then realize that you still have both the mirror and shutter in the way. Just using
mirror lockup will not work, so you need to select the sensor cleaning mode, a menu
item which pops up the mirror and opens the shutter, thereby exposing the sensor. We
know, from Section 2.11.4, that in front of the actual sensor there are an IR filter, an
anti-aliasing filter, and the color lenses for demosaicing. This is why some self-appointed
experts claim that the sensor itself cannot be damaged by sloppy cleaning. However,
it is my opinion that the layers of filters over the sensor are themselves fragile, and
cleaning the top of the sensor is better left to professionals. Looking through the loupe
at the sensor requires concentration, because the sensor has depth and the brain is often
confused because the eyes become focused deep inside the sensor, missing the dust motes
on the top surface.

Taking a reference shot is done in the following steps:

Set the camera to its aperture priority mode.

Set the metering mode to matrix/evaluative metering.

Turn o↵ auto ISO and set the ISO to its lowest value.

Set the lens on manual focus.

Set the aperture to its widest opening (smallest f value).

If you are outdoors, choose a bright, clear, sunny day and take a picture of the
clear, blue sky. If you are indoors, choose a white, clear wall. Defocus the camera
completely and take a shot. If a clear wall is not available, use a white sheet of paper.
As a last resort, you can set your computer monitor to all white and use it to generate
an all-white, defocused picture.

Set the camera to preview mode, magnify the image (blue or white) to its maximum,
scroll it, and look for dark areas. It may be better to transfer the image to the computer
and check it on the large LCD screen. Any dark spots or dashes indicate dust, hair,
and other contaminants. In such a case, the sensor should be cleaned, and we continue
with five approaches to sensor cleaning namely, vibrations, a dust map, a blower, dry
cleaning, and moisterizing agents.

1. Vibrations. More and more cameras have a built-in vibrations/shaking mecha-
nism, often referred to as the self-cleaning sensor unit, to dislodge dust and dirt particles
from the sensor. This mechanism is automatically invoked each time the camera is pow-
ered on or o↵, and can also be started manually whenever needed. Any dirt that falls o↵
the sensor in this way slowly finds its way to the bottom of the camera, where it ends
up on a piece of sticky tape. Being so light weight, dust particles may stay suspended
in air for a long time, which is why the simple shaking mechanism is e↵ective only in
the simplest cases where the dust isn’t stuck to the sensor with grease or water. Worse
cases of contamination require one or several of the methods described next.

2. A dust map. Some cameras can take a dust map. In the Canon literature this
is referred to as “dust delete data”, while Nikon calls it “a dust o↵.” One of the many
menu options on several top-level Canon cameras has a Dust Delete Data item. Once
this item is selected, the user has to take an all-white reference image as shown earlier



350 2.11 Image Sensors

and the camera uses it to identify the locations of dirt particles and then attaches this
small data to any future images, jpeg or raw.

The Canon literature says “before an important shoot, you should update the Dust
Delete Data by obtaining it again.” The professional image processing software that
comes with Canon cameras has an Apply Dust Delete Data option that, when selected,
uses the map to subtract the images of dirt indicated in the dust map from the image
being processed. Once this is done, the image can be further processed by any editing
software.

Many Nikon DSLRs have a “Dust O↵ ref photo” setting in the Setup menu. When
this is selected, the text “rEF” will be displayed in the viewfinder and the control panel.
The user should then shoot an all-white reference photo. This produces a file with
an .NDF extension which is recognized as a reference photo by the Nikon Capture NX
software.

3. A blower brush. Before each shot, the sensor is first charged with static electricity
as part of the light collection process. Naturally, such charge attracts dust. A blower
(also known as a blower brush or blower bulb) is a simple device that blows air onto the
sensor in an attempt to dislodge most of the dust particles. It is important to have a
blower designed specifically for cleaning sensors. It is even more important not to use
compressed air from a can because such a can has liquid propellant that tends to spray
into the camera with disastrous results.

A simple blower brush is just a rubber bulb that blows air when squeezed. It works,
but it may suck in dust particles and later blow them out, straight back into the camera.
A better blower blows a blast of air that dissipates and neutralizes any static charge on
the sensor and inside the camera. It also sucks in fresh air from its back, not from the
camera. It is important to hold the camera upside-down, so that the dislodged dust falls
away from the camera, and to wait a few seconds between blows, to let the released dust
a chance to drop down. When done, powering the camera o↵ also cancels the cleaning
mode and drops the mirror down.

A warning! Make sure the camera’s battery has enough charge. If the battery dies
out during the cleaning, the mirror may come down, hit the tip of the blower and get
scratched or jammed.

4. Dry cleaning. This is done with a brush, but I would like again to warn the
reader. Please use only a brush made specifically for cleaning image sensors. Anything
else, even very delicate and soft, may cause damage. Remember that the individual
photosites on any sensor are submicroscopic. (Page 344 shows that a typical photosite
size in current image sensors is 6 µ, where µ, a micron, equals 10�6 m.) Even the
smallest scratch may cover thousands of photosites and may be very noticeable in future
images.

The best brushes currently made feature bristles that are extremely thin fibers,
designed to pick up the dust with static electricity rather than touching and sweeping
the sensor. The bristles are secured into the head of the brush without the use of glue
or other adhesive substances that could find their way into the camera. Such a camera
has a thick handle containing LED lights and batteries (Figure 2.95a).

Before the actual cleaning, the user presses a button and the arm starts spinning at
high speed, spreading the fibers and using the centrifugal force to eject any stray dust
particles away from the bristles (Figure 2.95b). This spinning also charges the bristles
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with static electricity. The spinning is then stopped and small LEDs on the handle are
turned on, to provide light for the cleaning. Only very little pressure should be applied
to the brush, just enough to get the fibers to fan out on the surface of the sensor. After
just one or two swipes, a visual check of the sensor may be enough to confirm success.
After using such a brush, a typical user’s comment is “pricey, yet priceless.”

(a) (b) (c)

Figure 2.95: A Sensor Brush and a Moist Swab.

5. Wet cleaning. When the previous methods fail to remove and dislodge certain
stubborn particles, a professional may use moisture as a last resort. A special cleaning
fluid is used to lightly moisten a special, single-use swab that is then carefully inserted
into the camera and is swiped over the sensor (Figure 2.95c). The cleaning fluid may
sometimes leave streaks on the sensor, and those have to be removed by another, special
streak-removing fluid. The sensor is checked after each swipe, and it is rare that more
than two or three swipes would be needed to remove even the most persistent spots. In
the worst cases, a more potent cleaning fluid can be used, but I have never heard of a
case where the entire sensor had to be replaced because it couldn’t be expertly cleaned
by the four steps above.

2.11.9 Sensor Aspect Ratio

The aspect ratio of a rectangle (this also includes a square) is the ratio of its width w
to its height h. Given w and h, we can easily compute the aspect ratio r = w/h, the
diagonal d =

p
w2 + h2, and area a = w ⇥ h of the rectangle. Often, we know only the

diagonal d and aspect ratio r of an image, an image sensor, or a display device. In such
a case, the following equations can be used to determine the width, height, and area

w =
dq

1
d2 + 1

, h =
dp

r2 + 1
, a =

d2

r + 1
r

.

The aspect ratio of 35 mm film is 36/24 = 3: 2. Regular television features a
ratio of 4:3, while high-definition televisions (HDTV) often have an aspect ratio of 16:9.
Figure 2.96 illustrates a few common aspect ratios. Notice that the ratios in the figure
are shown both in the form x: y and as a decimal number. In some ratios x > y, while in
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1:1 8:10=1.25
4:3=1.33

5:7=1.4

1:1.5=1.5

16:9=1.78

φ=1.618

Aspect Ratios

Figure 2.96: Common Aspect Ratios.

others x < y, but the decimal values shown are equal to or greater than 1, which helps
in comparing the values.

The most common aspect ratios in still photography are 4:3, 3:2, and 16:9. The
latter is found mostly in recent consumer cameras. Medium format and large format
cameras may feature aspect ratios such as 5:3, 5:4, and 1:1 (square format).

Current cameras (2018 and perhaps a few years older) may create the final image
in one of several aspect ratios, selected by the user. Figure 2.97 shows a menu o↵ering
four aspect ratios on the Panasonic Lumix DMC-G7 camera.

Figure 2.97: Various Aspect Ratios.

Of special interest in Figure 2.96 is the dashed line, which corresponds to a ratio
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of 1.618. This is the well-known golden ratio, denoted by �, which is also known as
the divine proportion, golden mean, golden cut, golden section, and extreme and mean
ratio. Some people believe that this ratio is the most pleasing to the eye, and there a
vast amount of literature (see, for example, [Livio 03]) that analyzes the many unusual
properties of this number and purports to show that this ratio is commonly used in art
and architecture, as well as in nature.

The definition of the golden ratio is simple. Given a segment l, we divide it into
two parts a and b such that l/a = a/b

def= �. Another way to demonstrate this ratio is
to start with a segment b, scale its length by a factor of � ⇡ 1.618 to obtain a segment
a, and scale a by the same factor to obtain another segment l. From the construction it
is obvious that the two ratios l/a and a/b are equal and also equal �, but what is not
so obvious is that the sum a + b equals l and that � is the only number that has this
property.

a b

l

b a

l=a+b

The simple definition of � implies (1) � is the ratio of two positive numbers, so it
must be positive and (2) � = l/a = (a + b)/a = 1 + b/a = 1 + 1/� or �2 � � � 1 = 0.
This is a quadratic equation, and so is easy to solve, but let’s first pay attention to the
following relations, which are unique to �. The relation �2 = �+1 means that squaring
� can be done simply by incrementing it by 1, while the relation 1/� = � � 1 means
that inverting � can be done by subtracting 1 from it. Interesting, unusual, and unique
properties.

Solving the quadratic equation above results in

� =
1 ±
p

1 + 4
2

=
1 ±
p

5
2

.

Selecting the plus sign yields � ⇡ 1.6180339887 . . ., while selecting the minus sign results
in 0.618. . . or �� 1, which is 1/�.

Out of the many interesting and unusual properties of � only two, the golden rect-
angle and the Fibonacci spiral, are mentioned here. The former is any rectangle with
sides a and a�. Figure 2.98a shows such a rectangle. This rectangle is partitioned into
an a⇥ a square and a smaller golden rectangle (in green). In part (b) of the figure, this
smaller rectangle is again partitioned into a b ⇥ b square and an even smaller golden
rectangle. This process can be repeated indefinitely. In part (d) of the figure, a spiral
curve is constructed that is tangent to the corners of the squares. This is the Fibonacci
spiral. Those who believe in the relation between the golden section and art sometimes
claim that one of the principles of image composition is to arrange the main subjects of
a photograph so that they are located on this spiral or very close to it (Figure 2.99).

2.11.10 Multishot Image Sensors

Some cameras can be used with either film or with a digital sensor. Many photographers
may not know that the Hasselblad H1 and H2 cameras and the entire Hasselblad V line
of cameras can be used either with film or with an image sensor by replacing the back
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a+b=aφ
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Figure 2.98: A Golden Rectangle and a Fibonacci Spiral.

Figure 2.99: Fibonacci Spiral in Art.

of the camera from film to digital. These camera backs support an interesting mode
known as multishot, which is the topic of this subsection.

Each photosite in an image sensor is covered with a color filter, which assigns the
photosite a color. This assignment cannot be changed. The demosaicing algorithm scans
the image in overlapping groups of 2⇥ 2 or 3⇥ 3 photosites and interpolates the colors
of the four or nine members of each group to determine the color of a pixel. Such a
technique is used by most digital cameras and is referred to as single-shot. Starting
in 2008, several high-end Hasselblad cameras feature a multi-shot technology, where an
image is exposed four times in succession (a tripod is a must) and the entire image sensor
is shifted a distance of one photosite between exposures. This technique, also known as
pixel shift, is illustrated in Figure 2.100.

The figure shows how the same pixel position corresponds to a red photosite in the
first exposure, to a green photosite in the second exposure (after the sensor has been
moved up), to a blue photosite in the third exposure (after the sensor has been shifted
to the left), and finally, again to a green photosite (after the sensor has been moved
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Sensor in normal position Sensor moved up

Sensor moved to the left Sensor moved down

Figure 2.100: Principle of Sensor Multishot.

down).
Page 344 shows that the size of a photosite is about 6.5 µm (where µ, a micron,

equals 10�6 m). This is an incredibly short distance, about one-tenth of the thickness
of a human hair, which is why special, high-precision, piezo actuators are used in a
multishot camera for moving and shifting the sensor.

The Greek word piezo or piezein (⇡◆✏⇣✏◆⌫) means to squeeze or press. The piezo-
electric e↵ect is a process whereby an object (often a crystal) produces electric voltage
when squeezed. The reverse piezoelectric e↵ect is the case where applying voltage to an
object causes it to shrink or expand. A piezo actuator is simply a piezoelectric crystal
attached to a fixed base at one end and with a load at its other end. When a low elec-
tric voltage is applied to the crystal, it expands or contracts a minute amount, thereby
moving the load a short distance. Such a device is ideal for very small movements, in
the order of micrometers.

Now imagine that in a certain photosite, the four exposures result
in electric charges that are digitized to the following numbers 187, 122,
34, and 124 (each out of a maximum of 255). It is now obvious that the
pixel that corresponds to that photosite has the color that results from
187/255 parts red, 34/255 parts blue, and 123/255 parts green. This color is the ugly
orange shown in the figure, but the point is that this type of demosaicing is simple, fast,
and results in images where even the smallest details feature true colors. Notice also
that the four separate exposures do not increase the number of pixels (the resolution of
the camera), because each pixel is determined by a group of four photosites.
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⇧ Exercise 2.36: Why does the green color channel consist of 123 parts of 255?

The multishot mode results in extremely fine detail and true colors. It also elimi-
nates the annoying Moiré interference patterns that sometimes appear in highly-detailed
images. However, multishot also has the following disadvantages:

The camera must be tethered to a computer while shooting and is controlled by the
FlexColor or Phocus software.

As a result, this mode is mostly used indoors, where the light can be kept consistent
throughout the entire sequence of shots. Notice that if a flash (or several strobes) is
needed, it may have to be charged between shots, which extends the multishot time
interval even further.

Because of the long time needed to shoot a multishot sequence, this mode is not
used for portraits. It is ideal for subjects that are completely still, such as furniture.

The special software applications FlexColor and Phocus have been especially devel-
oped by Hasselblad to edit multishot images.

Extended multishot is a new, sophisticated version of the basic multishot. For each
group of 2 ⇥ 2 photosites, the sensor array is moved in 16 steps of one-half photosite
each to create a group of 4 ⇥ 4 pixels. The principle is illustrated in Figure 2.101. A
grid of 3⇥ 3 photosites is shown 16 times with a small red square displaced in steps of
one-half photosite. This results in 16 pixels that are numbered 1,1 through 4,4 in the
figure. Each pixel is either identical to one of the four photosites located at the top-right
corner of the grid or is an average of two or four photosites in the grid. This method is
slower than the basic multishot, but it quadruples the number of pixels (the resolution
of the camera).

⇧ Exercise 2.37: (Mathematical.) Scanning the 16 grids of Figure 2.101 going from left
to right and top to bottom, we notice that several half-steps are sometimes needed to
go from a grid to its successor. Show how to use a space-filling curve such that moving
between adjacent grids is always done in a single half-step.

2.11.11 Gamma Correction

Since their inception, in the late 1830s and for many years afterwards, cameras were
based on film. Even today, most digital camera users have used, or have at least seen, film
cameras. Therefore, a discussion of digital cameras should mention the most important
di↵erences between them and film cameras. The obvious di↵erence is the use of solid-
state sensors instead of film to capture the image, but a more basic di↵erence stems
from the fact that human perceptions are nonlinear. Here is what this means.

Imagine listening to a whisper (a sound intensity measured at about 20 dB) and
immediately afterwards turning on a noisy appliance (such as a vacuum cleaner or a
lawn blower) with a sound level of 120 dB. The di↵erence in sound intensity may be
a factor of 10,000, but the ear perceives the appliance noise as only about 9–10 times
louder than the whisper. The amplitude response of the ear is nonlinear, and the same
is true for other human senses, most importantly, weight and vision. When we wake up
in a dark room and then walk into bright sunshine, the change in brightness may again
be a factor of around 10,000, something that would overwhelm the brain, but the eye
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Figure 2.101: Principle of Extended Multishot.

and brain perceive it only as a factor of 9 or 10. Our senses protect us by their nonlinear
responses, but as a result they are unreliable as measuring instruments.

It has been shown experimentally that the nonlinear nature of human perception is
logarithmic and is expressed by an elegant relation, which is known as Weber’s law and
is written as

dp = k
dS

S
,

where dS is the change in a stimulus S, dp is the perceived change, and k is a constant
whose value depends on the particular physical units used to measure the stimulus.
Integrating this expression yields p = k loge S, implying that the perceived stimulus is
proportional to the natural logarithm of the actual stimulus.

Thus, human vision is nonlinear, but so is photographic film! When a scene with
dark and bright areas is captured on film, the di↵erence between the dark and bright
areas on the film is less than the actual, physical di↵erence. The sensors in a digital
camera, on the other hand, respond linearly. The output I of the sensors should therefore
be transformed to a value O that resembles the actual intensities that would be perceived
by film or by the eye.

(An interesting note. Few photographers realize that photographic film features
binary (all or nothing) behavior. When a grain of silver halide is exposed to light in
such film, it either remains white or it turns black, but it does not become gray. When the
film is later developed, more grains turn black, but none becomes gray. The probability
of a grain to become black depends on several factors including, among others, the
amount of light and the amount of development it has received. After developing and
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fixing the film, we observe many shades of gray, because our eyes and brain integrate
the individual black/white colors of large groups of silver particles.)

The electrical charge collected by a sensor in response to photons is converted to
an integer. This is normally a 12-bit integer in the range 0–4,095 (enough to express
4,096 levels of gray). A value of 0 indicates black (no photons sensed by the sensor)
whereas 4,095 indicates white (the largest number of photons counted by any sensor).
The middle value 2,047 corresponds to 50% gray. This uniform distribution of gray
scales results in nonuniform stops, as illustrated by the following list:

The brightest stop consists of the brightest 2,048 tonal values

The next brightest stop consists of the next 1,024 tonal values

The next brightest stop consists of the next 512 tonal values

The next brightest stop consists of the next 256 tonal values

The next brightest stop consists of the next 128 tonal values

The next brightest stop consists of the next 64 tonal values

And so on, toward the darkest tonal values
This list shows that each stop from the brightest to the darkest contains half the

tonal values of its predecessor. The important point is that this behavior explains why
image noise is prevalent mostly in the darkest regions of an image. In the brightest
areas there are many tonal values and so the noise floor (which is always present) only
represents a small percentage of the total signal (or data). In the darker areas, where
tonal values are few, ever-present noise becomes easily visible. Once this is understood, it
is clear why a transform might help reduce the overall image noise. The best distribution
of gray scales should have the same number of tonal values in each stop. For example,
if we have 10 stops and 4,096 tonal values, then each stop should have 410 values.

The eye can certainly sense black and white, so these two values should not be
a↵ected by the transform, but what about the values in between? The discussion above
implies that these values should become darker, i.e., they should be decreased.

In order to understand the transform (which is referred to as gamma correction), we
assume that the output I of the sensors is a real number in the interval [0, 1] where 0 is
black and 1 is white. This is a reasonable assumption because we can simply convert the
12-bit integer bb . . . b to the real number 0.bb . . . b and such a number is in the interval
[0, 1� 2�12]. We have to transform I to a value O that resembles the actual intensities
that would be perceived by film or by the eye.

The transform I ! O should be a nonlinear but simple function that decreases all
values of I, except 0 and 1, nonlinearly. The simplest such transform has the form

O = I� ,

where � (gamma) is greater than 1 and its precise value is selected experimentally.
This transform leaves the two values 0 and 1 unchanged, and decreases small (dark)

values of I less than large (bright) values. As an example of this nonlinearity, consider
� = 2.2. Increasing I from 0.1 to 0.2 with this gamma, decreases O by 0.0226816,
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while increasing I from 0.8 to 0.9 decreases O by 0.181045; a much greater amount.
Figure 2.102 illustrates this transform. The top part shows a linear variation of grayscale
from black to white and the bottom part shows how the values are darkened nonlinearly
with a gamma value of 2.2. The Mathematica code is also listed, for readers who
would like to experiment with this type of transform. (Reference [Schreiber 13] employs
animation to illustrate the gamma transform.) It is obvious from the figure that this
transform “pulls” the dark part of the tonal distribution to the right, which is why the
gamma transform is sometimes referred to as ETTR (expose to the right).

gamma = 2.2;
Show[Graphics[
Table[{GrayLevel[x], Rectangle[{x,0},{x+.01,0.1}]},{x,0,1,0.01}]],
Graphics[{GrayLevel[0], Rectangle[{1,0},{1.001,0.1}]}]]
Show[Graphics[
Table[{GrayLevel[x^gamma], Rectangle[{x,0},{x+.01,0.1}]},{x,0,1,0.01}]],
Graphics[{GrayLevel[0], Rectangle[{1,0},{1.001,0.1}]}]]

Figure 2.102: The Gamma Transform.

Figure 2.103 illustrates the e↵ects of varying gamma corrections. For each of the
gamma values 1, 2, and 0.5, the figure shows the e↵ect on the image, on the new image
histogram, and how the grayscales vary from 0 (black) to 1 (white). Setting gamma
to 2 brightens the image, shifts the histogram to the right (more bright pixels), and
starts brightening the grayscales nonlinearly on the left side of the distribution. Setting
gamma to 0.5 results in the opposite e↵ect.

Digression. The two bottom histograms of Figure 2.103 have pronounced tooth
comb e↵ects and illustrate a concept called posterization. Posterization occurs when the
bit depth of an image has been decreased such that we can notice a degradation in the
image quality. Because of the small bit depth there are not enough colors to provide
smooth color gradation (see also Figure 5.5) and the histogram of the image may look
fragmented and discontinuous, consisting of high peaks with gaps between them. (End
of digression.)

The concepts of gamma and gamma correction are important in all areas of optical
electronics, not just in digital cameras. This correction has to be applied to camcorders,
CRT monitors, LCD monitors, light detectors, and other devices. Gamma correction is
needed because many components of imaging and optical electronics systems respond
nonlinearly and their response has to be converted to linear. For many years, the CRT
was the primary component in computer monitors and televisions, so its performance
has been carefully measured and is known in detail. A CRT is driven by a low-voltage
video signal and it generates luminance on its screen. It turns out that the luminance
(the CRT output) is a nonlinear function of this voltage (the CRT input).

The original NTSC video standard specified a gamma correction function with an
exponent of 1/2.2 ⇡ 0.45. For practical reasons, this ideal function has been changed
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Figure 2.103: Three Values of Gamma Correction, Images, Histograms, and Distributions.
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and a new standard was proposed and approved as [SMPTE-170M] standard. It defines
the two-part function (Figure 2.104)

if (Vin < 0.018), Vout = 4.5Vin,

if (Vin � 0.018), Vout = 1.099V 0.45
in � 0.099,

where Vin and Vout are in the range [0, 1]. This is interpreted as follows: For low values
of Vin (up to 1.8% of the maximum), the output is a linear function of Vin with a slope
of 4.5. For higher values of Vin, the output is a power function with an exponent of 0.45.
At Vin = 0.018, the two functions have the same value 0.081.
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gamma = 0.45;
Plot[x^gamma, {x, 0, 1}]

Figure 2.104: NTSC Gamma Correction Curve.

The concept of 18% neutral gray is mentioned in this book several times (see the
index). The “magical” figure of 18% seems to have originated in the printing industry.
It is claimed that, on printed paper, the midpoint between black and white reflects 18%
of the light. (This is because white paper does not reflect 100% of the light, and black
paper does not absorb all the light.) Gamma correction also sheds light on the relation
between 18% and midpoint, because of the simple result

0.181/2.5 = 0.5.

Thus, a gamma correction of 1/2.5 or 0.4 maps 18% to 0.5, the midpoint between zero
and 1. A simpler interpretation of this relation is that 18% reflectance is what looks like
middle gray.
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2.12 White Balance

White balance (WB) is the process of calibrating the camera to the color characteristics
of the light measured by the light meter. The name is misleading because this is the
process of balancing out the colors, not the white. Because of this, white balance is
sometimes referred to as color balance, gray balance, or neutral balance.

You just woke up and immediately an important fact hits you. Today is your great
day. You have an important job interview with the Doodle company, an interview that
may change your life and that you do not want to fail. So you wear your (only) white
shirt, go to the bathroom where there is tungsten light (an incandescent light bulb),
wash your face carefully, check your shirt, no stains, it still looks white. You go to
the kitchen (fluorescent lighting), prepare and eat your breakfast, check your shirt, no
stains, it still looks white. You go outside, the sun is shining, check your shirt one last
time, it still looks clean and white. Good luck on the job interview.

Incandescent light, fluorescent light, and sunlight are di↵erent, yet a white shirt
looks white to us under all these lighting conditions. Our eyes and brain combine
what we see and what we know about the shirt, to make the shirt appear white in
the bathroom, in the kitchen, and in sunlight. This ability of the eyes to adjust their
spectral response is known as color constancy. An image sensor, however, is very limited.
It is color blind and it knows nothing about shirts. Thus, the software that reads the
photosites’ values and performs demosaicing should also make sure that the final colors
are correct. Specifically, that white objects should appear white in the final photograph.
This is the problem of white balance (WB).

In fact, the white balance problem is not limited to white. The problem is to make
sure that neutral colors (grays) appear correctly in the final image. A gray is any color
whose three RGB components are equal. White and black are extreme examples of
gray. Before we plunge into the details of white balance it is important to mention one
solution to correct color balancing, the gray card.

The term neutral (or achromatic) color means without hue. Neutral colors such as
beige, ivory, taupe, cream, light pastels, cloud-covered sky, ash, lead, black, gray, and
white appear to have little or no hue. The lack of hue implies that a neutral color
lacks color noise and does not pop out to the eyes easily.

One way to obtain correct colors in an image is to include a special gray card in
the scene. If the colors come out wrong, it is possible to employ the image of the card
in image processing software in order to correct and balance all the colors in the image.

A gray card, more precisely, an 18% neutral gray card, is a small card whose surface
reflects 18% of the light that strikes it. The reflection is di↵used, meaning we don’t
see any highlights or images of the light source. Di↵use reflection is produced by rough
surfaces. Shiny surfaces produce specular reflections (from the Latin speculum, meaning
mirror), where we can see an image of the light source. As has been mentioned earlier,
the “magical” figure of 18% seems to have originated in the printing industry. It is
claimed that, on printed paper, the midpoint between black and white reflects 18% of
the light.

The various demosaicing algorithms assume implicitly that the scene was illumi-
nated by white light. If the main source of light is, say, a candle (slightly orange color),



2 Digital Cameras 363

then white objects in the scene would have an orange hue in the final photograph. To
correct this, we should tell the camera that the light is orange; we should specify an
orange white balance. Similarly, if the light source is fluorescent, white objects might
have a greenish tint in the final photograph, while shots taken on a cloudy day may ap-
pear bluish. In all these cases we can obtain perfectly good colors if we tell the camera
beforehand what light to expect.

It turns out that there is a way to precisely tell the camera what light to expect.
We can tell it the color temperature of the light (Section 1.4.1). Red/orange light has
low color temperature while blue/violet light has high color temperature. Thus, when a
white object is illuminated by a source with a low color temperature, it appears reddish
in the final image, while a light source with high color temperature produces bluish
images.

Naturally, we rarely know what the color temperature of the light around us is, so
our cameras o↵er the following options to deal with white balance.

Select automatic white balance (AWB). The camera tries to guess the source of
illumination and it adjusts its white balance accordingly. This is the simplest option
and it works well most of the time.

Select one of several preset white balances. Typical preset white balances are day-
light, cloudy, incandescent (tungsten), fluorescent, snow (snow tends to come out bluish
in photos), and flash.

Specify the color temperature of the light. This is rarely known to us, but if the
subject is stationary, the user can take a number of shots with di↵erent temperatures.

Select manual white balance. Place a piece of white (or neutral gray) material as
part of the scene being photographed, focus the camera at this material, and specify
it as the source of the camera’s white balance. The camera will use this white balance
until it is changed or until the camera is turned o↵.

If I set the white balance to auto, my sunset photos do not replicate the colors I
observe with my eyes. I’ve tried to use various Kelvin temperatures, but the sunset
is gone before I get any good results. My old film camera had no trouble capturing
beautiful sunsets. Any ideas?

—Anonymous

If the camera suspects or is told that the subject is illuminated by orange light, it
compensates for this by shifting all the colors created in the demosaicing process toward
the blue. If we tell the camera which object in the scene is white, then it shifts colors
such that this object comes out white in the photograph.

Wrong WB can sometimes be employed to create artistic e↵ects. If we shoot out-
doors and want photos with warm colors, we can select the WB preset for fluorescent.
This tells the camera that the light is bluish, so it compensates by shifting all the col-
ors toward the orange/red. Similarly, if we select tungsten WB, blue/violet colors will
dominate our images.

If an image is saved in raw format, its white balance can easily be modified later
by appropriate software. With such software, all that the user has to do is point at a
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region with color C in the image, and the software will modify all the colors as if C were
white. This can be used to correct white balance as well as to create special e↵ects.

Modifying colors in this case is mathematically simple. Suppose that each RGB
color component is an integer in the interval [0, 255], that pure white is the RGB triplet
(255, 255, 255), and that color C is the RGB triplet (245, 230, 252). Each pixel of color
(R,G,B) should be modified to

�
min(255R/245, 255),min(255G/230, 255),min(255B/252, 255)

�
.

Any R values greater than 245 will be changed to 255 and similarly for G values greater
than 230 and B values greater than 252. Thus, this simple transformation may result
in too many white pixels and an overexposed image.

For this process to work properly, however, the image has to be in raw format.
Appendix E shows how the JPEG algorithm loses image data by quantizing (chopping
o↵) many transform values, which is why a decompressed JPEG image does not have
the same pixels as the original image. Our eyes and brain normally do not notice the
di↵erence, because images have much noise and JPEG loses data to which the eyes are
not sensitive, but if we try to change the white balance of a decompressed JPEG image
by software, the loss of image data becomes noticeable and we immediately perceive
that something has happened to the image.

2.12.1 Automatic White Balance

As has been mentioned earlier, today’s cameras o↵er an automatic white balance (AWB)
mode, where the internal computer tries to analyze the colors obtained by demosaicing
in order to determine the correct white balance. This mode works well in most cases,
and here we show a few approaches to this problem. How can a computer determine the
RGB values that correspond to white or to neutral gray?

Perhaps the simplest method is gray world. We assume that the average of all
the colors in an image is gray. The idea is to compute the average RGB values of all
the pixels of the image and use the result to shift the colors of all the image pixels. If
color values are integers in the interval [0, 255] and the average pixel color is (35, 51, 49),
then we shift every pixel color (R,G,B) to (R + 11, G � 5, B � 3), because adding
(35 + 11, 51� 5, 49� 3) produces (46, 46, 46) which is the ideal 18% gray.

This is simple and fast, but works well only for images whose color average is
neutral gray. An image of heavy foliage, for example, may have green as its average
color, resulting in an average such as (35, 151, 49) and leading to wrong white balance.
We know, however, that a triplet such as (35, 151, 49) is very likely not neutral gray
because its three components are too di↵erent. Thus, the gray world AWB method
should be used only if the three color components of the average pixel color are similar.

A slightly more complex AWB algorithm is white point (or white patch). This is
the color balancing technique used in Adobe Photoshop’s auto levels command. Here
we assume that the brightest color in an image is white and the darkest color is black.
The algorithm first scans the red color components of all the pixels and locates their
largest and smallest values. If these values are, say, 213 and 36, then the integer interval
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[36, 213] is scaled to become [0, 255]. This is done by the simple transformation

R (R� 36)
256

213� 36
⇡ 1.45(R� 36).

Similar scans and transformations are then performed for the green and blue color com-
ponents of all the image pixels.

A noticeable improvement is made when this method is generalized to deal with
outliers. In statistics, an outlier is defined as (1) an observation that is numerically
distant from the rest of the data or (2) an outlying observation, or outlier, is one that
appears to deviate markedly from other members of the sample in which it occurs. What
if the brightest pixel in the image is not white (or the darkest pixel is not black)? It
makes sense to convert a certain percentage P of the brightest pixels to white (and the
same percentage of the darkest pixels to black), consider these pixels outliers, and apply
the original algorithm to the remaining pixels. This causes some saturation in the colors,
but improves the overall appearance of the image. A typical value for P is about 0.01.

Reference [color balance 11] discusses an improved version of this method.
Robust AWB [Huo et al. 06] is an extension of the gray world principle. Instead

of averaging all the image pixels, this algorithm selects certain pixels whose colors are
believed to be those of the light source rather than the colors of objects in the scene.

Some image processing applications provide a color picker tool (Figure 1.15), usually
in the form of an eye dropper. The user selects this tool, points at an image region W
that is supposed to be white, and clicks. The software figures out how to change the
color of W to white and then applies that change to the rest of the image. This seems
a simple, reliable process because we often know what image areas are supposed to be
white, but there may be subtle reasons why this does not always work.

Ice, for example, is white, so if our image has ice, we feel that it should be white,
but the ice may reflect the sky (and therefore have a natural blue sheen) or be in direct
sunlight and thus reflect yellow. In fact, pure white is not that common in nature.
Bright objects are bright because they reflect much light, so the brighter an object, the
more its color resembles the color of its surroundings.

The solution chosen by experienced photographers is to use gray instead of white
as a standard neutral color. Gray is very common in nature and can easily be identified
in an image and pointed to.

2.13 Output Files

Compact cameras normally output their images to the flash memory card in JPEG
format. Other types of cameras give the user a choice of JPEG or raw format, or both.
This section tries to convey to the reader the implications of these two types of output
files.

To create a JPEG file, the computer in the camera reads the electric charges on
the photosites, converts each into a number, and stores these numbers in the camera’s
memory bu↵er (not the flash memory card). The computer then performs (Figure 2.88,
duplicated here) several steps of processing where it assigns a color space to the image,
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determines the white balance, sharpens the resulting image, adjusts the saturation and
contrast, and finally compresses the image with the JPEG algorithm (Appendix E). This
compression algorithm is highly e�cient, reducing the image to significantly less than
half its original size, but it is also lossy. Much image information is irretrievably lost.
True, this is information to which the eye is not sensitive, but this loss limits any future
processing of the image. On the positive side, there are many software applications that
can open, read, and process JPEG files.

Sensor Bayer
interpolation

Color space
White balance

Contrast
Saturation
Sharpness

JPEG
Compression

JPEG
file

RAW
file

White balance

Figure 2.88 (duplicate). Preparing JPEG and Raw Image Files.

On the other hand, all that the computer has to do in order to create a raw image
file is to save the pixels’ numeric values to the memory bu↵er, change them to the specific
raw format used by the camera maker, and determine the white balance. Raw image
files for Canon cameras have the extension name CR2 (Canon raw version 2), while raw
files for Nikon cameras have names with the extension NEF (Nikon electronic format).
Raw files represent the most basic data generated by the camera. As such, they can be
processed later, but often the software choices are limited, because the raw formats tend
to be proprietary. Also, raw files are much larger than JPEG files, but with the huge
disk drives and cloud storage we have today, archiving images (see also Page 4) is not a
serious problem.

It is a good idea to archive images in raw format, because new technology and
algorithms may become available in the future that would allow much better image
processing. Photographers like to use the following analogy. Keeping a raw image file is
like keeping a negative, while saving just the JPEG file is like saving just the positive
and throwing away the negative.

As a compromise, many high-end cameras o↵er a choice of saving an image in both
formats, and also in di↵erent sizes. A JPEG file may be created with one of three degrees
of compression, resulting in smaller files, but also greater loss of image data. Even raw
files may be saved in either full size or small size (with half the resolution, meaning a
quarter of the original number of pixels).

⇧ Exercise 2.38: What application could benefit from saving images in both formats?

Why Use JPEG

We start with reasons why some people shoot JPEG: (1) A beginner feels he is not
ready for raw format yet. (2) Someone who is not planning to do any post processing
may forgo raw files. (3) If the camera does not support raw. (4) The photographer is
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old and is used to analog photography, where a picture had to be perfect when it was
shot; no computer enhancements.

In the absence of raw, the conscientious photographer should know how to get the
best from JPEG, and here are some ideas:

1. Use your camera’s photo styles. Each style helps the camera adjust items such
as color, picture quality, and ISO automatically to match the e↵ect you want. Typical
styles are portrait (adjust colors to create a skin tone), scenery (make the blue sky and
green ground vivid), natural (soft images with low saturation), vivid (brilliant colors,
high saturation and contrast), and monochrome. A camera may also o↵er a custom style,
where the photographer can set certain parameters and they will be saved and used in
future shots. As an example, a user may like high contrast, slightly higher saturation,
and decreased noise reduction, so those settings should be saved as a new, custom style.

2. Use the highlight shadow setting if available in your camera. This tool is similar
to the curve tool found in most image editing programs. It makes it possible for the user
to vary the brightness of the highlights, midtones, and dark tones of the picture before
it is saved in JPEG.

3. Use auto white balance to easily obtain correct colors in

A B

G

M

most situations. Beginners have learned the hard way that it is
easy to forget to change back any white balance settings. If you
set your white balance to, say, cloudy, it stays at that setting. If
you forget to return it to auto, any future images would be shot at
cloudy white balance, causing you to scratch your head, wondering
why the colors are wrong. Many cameras allow the user to change
the auto white balance. If none of the special white balance modes
produces the right hues, you may be able to edit the auto mode and move it toward
any desired color as shown in the figure. The letters A, B, G, and M in the figure stand
for amber, blue, green, and magenta. Using a finger (on a touchscreen), the joystick,
or the arrow keys of the camera, the user can move the center circle in any direction,
thereby changing the behavior of auto white balance in any desired way. Those looking
for artistic e↵ects may try to shoot a picture several times, with di↵erent white balance
settings, to see if any of the wrong settings produces an unusually beautiful, attractive,
or especially pleasing image. For example, a green woodland scene (woods, trees, and
grass) shot with the tungsten WB settings produces a mixture of green and blue that
may attract the attention of viewers. The same scene shot with the “shade” WB setting
would feature green and yellow colors that may appear original and charming.

4. Make sure the exposure is correct. With a raw image file, image editing software
can correct many aspects of wrong exposure, but with a JPEG image and no post
processing, it is impossible to correct wrong exposure. A typical example is overexposure.
This kind of mistake wipes out the highlights to such a degree that they do not exist in the
JPEG file, so no image editing and processing can bring them back. An underexposed
image can be brightened a bit by software even if it is in JPEG. The best tool for
correct exposure is the zebra patterns that are part of most current (2019) cameras. A
good camera should let you specify a brightness level L and then display zebra patterns
(slanted lines) in all the image areas that are brighter than L. Such areas are white
saturated and the best way to correct this is to shoot again with some negative exposure
compensation.
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5. Check and recheck the noise reduction setting and the sharpness. Some cameras
have a sharpness setting that may enhance or soften edges in the image. With enhanced
edges, the entire image looks sharp. In the opposite case, the image looks soft. Noise
reduction is a similar setting. When selecting a positive value for this option, the camera
tries to reduce image noise by reducing the e↵ective resolution. When setting it to a
negative value, the image may contain more noise, but the resolution is at its maximum.
Values for these two options may typically range from �5 to 5. When wrong values are
selected, the final JPEG file may not respond to any improvements made by software.

A final comment. Even though the points above are useful, photographers should
eventually switch to raw format and learn to use software to post-process (a euphemism
for “improving”) their pictures.

2.13.1 Raw Image Format

We start with an analogy. The stone age of photography started in 1839 with Louis
Daguerre. His photographic technique, known today as Daguerreotype, created the
photograph as a one-of-a-kind image that was not reproducible. At about the same
time, Fox Talbot revealed his photographic process, which was based on a negative, and
therefore allowed for easy reproduction of a photograph. Later eras of photography saw
the development, among others, of color film and transparencies.

Consider the di↵erence between shooting pictures with a negative and shooting
with transparencies. In the former case, the negative has to be developed and a positive
is then printed from it. This adds a step to the overall photo production, but also
allows for processing of the image in the laboratory. While transferring the negative to
the positive, a skilled photographer could create e↵ects such as blurring, zooming, and
variations of brightness and contrast. In the case of transparencies, the original film is
already positive. The film has to be developed, but little lab processing can be done to
improve or vary the resulting image.

Today, in the era of digital cameras and images, raw format and JPEG became
the modern analogy of negative and transparency film. When an image is saved in
a camera (and is later output) in raw format, it has to be processed before it can
be printed or viewed. This adds a step to the overall image production, but it also
gives an experienced user a chance to process the image in a computer in useful ways.
(The only camera settings that cannot be changed by software in this case are the ISO
value, the shutter speed, and the aperture.) On the other hand, if a camera compresses
and converts each image to JPEG as it is being taken, and immediately discards the
raw image data, opportunities for later processing are reduced, because much image
information disappears in the lossy JPEG compression. Because of this analogy, raw
image files are sometimes referred to as negatives and the process of converting such a
file into a viewable/printable format is referred to as developing.

The advantage of raw versus JPEG is illustrated in Figure 2.105. Part (a) of the
figure shows the histogram of a raw image file. It is clear that there are few midtones
and most of the image is either dark or very bright. Part (b) of the figure shows the
histogram after the image exposure has been artificially reduced by image processing
software (Adobe camera raw). The histogram has been shifted to the left (the arrows
point to corresponding peaks), but the surprising fact is that new pixel information has
appeared on the right side (the bright tones) of the histogram. This information was
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hidden in the histogram in the form of pixels that were almost, but not quite, white.
These pixels have been saved in the raw file. They have been dimmed when the exposure
was reduced, and have therefore been shifted to the left in the histogram. It looks like
getting something (useful image data) for nothing (pixels that were initially unused).

Part (c) shows the histogram of a JPEG image file. We see that most of the image is
in the bright region and the midtones. When this image has been darkened by reducing
its exposure by two stops, the histogram has shifted to the left, but no new information
has entered into the histogram from the right edge. Instead, the right-hand part of
the histogram shows many bright tones for which there are few pixels or none at all.
The reason for this unsatisfactory behavior is that the original JPEG compression has
dropped many of the brightest pixels. Thus, the resulting JPEG file was small, but
lacked the pixels that were hidden so magically in the raw file.

In principle, a raw image file should contain the dimensions of the image, the number
of bits per pixel, a code for the color space used (RGB, CMY, or others), and the three
color values for each pixel. In practice, a raw file may be compressed and it normally
contains the digitized output of the photosites (as 12- or 14-bit integers) plus some
metadata that identifies the image, camera model, camera settings, date/time, and
perhaps also GPS information. A raw file may not contain the three color components
of pixels and thus does not contain a “ready to view” picture. It has to be processed
by demosaicing and white balance computations before the image can be displayed and
viewed. (Some raw image files may contain an image thumbnail and even a reduced-size
image in JPEG format, which can be used for a quick preview.)

The metadata stored in a raw file is generated by the camera for each image. Ex-
amples of metadata are the date and time of shooting, the camera model and serial
number, the shutter speed and aperture, the focal length, and whether the flash fired
in taking the image. This type of metadata is also referred to as EXIF (exchangeable
image file format). Other important types of metadata are the color filter configuration
of the light sensor and GPS information (latitude and longitude).

There are many formats of raw data developed by makers of digital cameras, and
most are proprietary. Such a format may not even be 100% raw and may include lossless
compression (often in TIFF or a version thereof). It is also known or suspected that
some raw formats are even encrypted, to prevent an occasional user from processing the
image data.

References [CRW 14] and [CR2 14] describe the Canon Raw (CRW) and Canon
Raw2 (cr2) image formats. They are long and complex, and may be incomplete, be-
cause Canon, like other camera makers, keeps the format of its raw files secret. The
information in these references is the result of curious volunteers who have been poking
inside such raw files for a while and have made their findings public. The wikipedia
article [wiki.raw 14] has more information on raw format.

Many raw file formats, including IIQ (Phase One), 3FR (Hasselblad), DCR, K25,
KDC (Kodak), CRW CR2 CR3 (Canon), ERF (Epson), MEF (Mamiya), MOS (Leaf),
NEF (Nikon), ORF (Olympus), PEF (Pentax), RW2 (Panasonic) and ARW, SRF, SR2
(Sony), are based on the TIFF file format, discussed in Section E.5. These files may
deviate from the TIFF standard in a number of ways, including the use of a non-
standard file header, the inclusion of additional image tags and the encryption of some
of the tagged data.
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(a)

(b)

(c)

(d)

Figure 2.105: E↵ect of Reducing Exposure in Raw and JPEG Images.
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Raw image formats have the following advantages over JPEG images:

A typical consumer digital camera may have several white balance settings—such
as cloudy, snow, beach, fluorescent, tungsten lights—to adjust exposure for the available
lighting. When a raw image file is processed, the exposure can be modified to any desired
values.

A raw image file makes it possible to change the white balance to the correct value
after the picture has been taken. The term “white balance” refers to the process of
removing or changing wrong colors (or modifying the color temperature, Section 1.4.1),
such that white objects will be white in the final image.

Depending on how the camera creates the JPEG file, a raw file format may provide
considerably more dynamic range than a JPEG file. The term dynamic range refers to
the range of light to dark that can be captured by a camera before becoming completely
white or completely black.

Each color component in a raw file is normally represented in 12 bits, as opposed to
eight bits in a JPEG image file. The larger number of bits makes it possible to correct
minor exposure errors and adjust color tones when the raw image is processed outside
the camera.

JPEG compression of an image starts by changing the color space to luminance-
chrominance. Compression is lossy, which is why trying to change the color space after
such a file is decompressed leads to significant loss of visual information. In contrast, a
raw image file allows for quick and lossless transformations of the color space.

JPEG files are small, but excessive JPEG compression results in annoying compres-
sion artifacts.

JPEG files, on the other hand, have the following useful features:

The file is considerably smaller than the corresponding raw file.

A beginner or an amateur photographer does not have to spend time processing the
image files. The pictures are stored in the camera in their final form and can easily be
examined, deleted if necessary, or transferred to a computer for printing and storage.

A JPEG file can easily be exchanged between users because JPEG is a compression
standard. Raw formats, on the other hand, are often proprietary.

If the camera settings are correct, the resulting JPEG file will be as good as a raw
file.

There is another di↵erence between the raw and JPEG formats, a di↵erence dis-
covered by CHDK users with Canon cameras (CHDK is discussed in Section 4.1). As
an example, the Canon A630 camera may save a JPEG file at a 3288⇥ 2472 resolution
(w ⇥ h), but the raw file produced by CHDK in the same camera has a resolution of
(3344⇥ 2484). The di↵erence in the images sizes is 3344⇥ 2484� 3288⇥ 2472 = 178560
pixels and their ratio is (3344⇥2484)/(3288⇥2472) = 1.022. Thus, the raw file contains
2.2% more pixels. Notice that the extra 178,560 pixels are real and not the result of
some extrapolation. Those are pixels recorded by the image sensor and deleted during
the JPEG process.
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⇧ Exercise 2.39: Discuss the following statement: Digital SLRs can save images in both
JPEG and raw formats and the former is preferable for the following reason. Once an
image has been saved in JPEG, the camera maker has no further control over it and
its future processing. This is because JPEG is a popular format and there is so much
software that can open, process, and print this format. In contrast, when an image is
saved in raw format, the camera manufacturer can to some extent control how the user
will process and print the image. This is because raw formats are often proprietary
and software made by the camera manufacturer is needed for any future processing,
conversion, printing, and storage.

2.13.2 DNG Image Format

There are many raw image file formats and most are proprietary. What if a camera
maker stops supporting such a format in the future? Because of this real concern, Adobe
has decided to design and implement its own open-source, well-documented, standard
raw format that became known as DNG (digital negative). The many image processing
software programs that can deal with various raw formats can also open and process
DNG image files. Thus, once a raw image file has been converted to DNG, it stays
useful and can be processed even if the owner of that format stops supporting it. Adobe
camera raw can also convert a JPEG file to DNG.

The well-known Adobe Bridge software can convert many raw formats to DNG. The
red arrow in Figure 2.106 shows that the original raw file can even be included in the
DNG file, for extra safety and added peace of mind.

Figure 2.106: Saving a Raw Image File to DNG Format.
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2.13.3 EXIF Metadata

The dictionary definition of the term “meta” (from the Greek µ✏⌧↵ meaning “after”
or “beyond”) is: Meta is about the thing itself. It’s seeing the thing from a higher
perspective, from outside or above, instead of from within the thing, like being self-
aware. Once we can describe something at an abstract level, we feel we understand it
better. Here are some examples of the use of this term.

The most common use of meta is in the term metaphysics which means that instead
of talking about the physics of the real world, one is talking about the physics itself (for
example, why should there even be gravity).

Making a movie is not meta, but making a movie about making movies is.

Using a footnote to explain another footnote isn’t meta. Using a footnote to explain
what footnotes are is meta.

A mathematician proves theorems; a metamathematician proves metatheorems
(theorems about theorems). (A well-known joke, by Paul Erdös or Alfréd Rényi is
that a mathematician is a machine that converts co↵ee into theorems.)

The exchangeable image file format (EXIF) is a standard for metadata (data about
data) that describes images and sound files. The original definition of EXIF was released
on 12 June 1998 and has been updated several times since.

The Exif tags and their values are embedded within the image file itself. Recent
image manipulation programs can recognize, display, and preserve Exif data and write
it to any image that they edit and save.

When an image is saved in JPEG format, the Exif data is stored in one of JPEG’s
defined utility Application Segments, the APP1 (segment marker 0xFFE1). When an
image is saved in raw format (which itself uses TIFF, Section E.5), Exif data is stored
in the TIFF Private Tag 0x8769.

EXIF employs the idea of tags, similar to the tags used by TIFF. The following are
some of the most important tags.

Date and time information. Digital cameras will record the current date and time
and save this in the metadata.

Camera settings. The camera model and make, image orientation (rotation), aper-
ture, shutter speed, focal length, metering mode, and ISO value.

A thumbnail for previewing the picture on the camera’s LCD screen, or in photo
editing software.

GPS location information.

Copyright information.



374 2.14 Focusing, Manual and Automatic

2.14 Focusing, Manual and Automatic

Focusing is crucial. After several decades of developing powerful image processing soft-
ware, it is possible to correct many cases of wrong exposure in software, but there is
still no way to correct wrong focus. (However, see Sections 7.11 and 7.13 for recent
“magical” methods that seem to defy this claim.) An image taken with a bad focus is
blurry and can either be deleted or kept for a future date when focus-correcting software
may exist. It is therefore important for the photographer to understand focusing, both
manual and automatic, and to make sure every shot is sharply focused before releasing
the shutter.

⇧ Exercise 2.40: How can the photographer make sure that an image just taken is fully
focused?

⇧ Exercise 2.41: What is the di↵erence between a blurry image and an out-of-focus
image?

Old cameras featured manual focusing (MF). The user had to turn a ring on the
lens and look through the viewfinder to achieve precise focusing. Then, around 1960,
Leitz, the maker of Leica cameras, started working on methods for automatic focusing
(AF). Its first commercial product, the Correfot camera, was introduced in 1976, and in
1978 Leitz had an SLR with full autofocus. Other makers quickly followed this trend.
In 1977, the Konica C35 AF camera, a simple compact, became the first mass-produced
autofocus camera. In 1978 came the revolutionary Polaroid SX-70 Sonar OneStep, the
first autofocus SLR. In 1981, the first 35 mm autofocus SLR, the Pentax ME-F, made
its debut, to be followed, in 1983, by the similar Nikon F3AF. Today, a main di↵erence
between the autofocus systems made by major camera makers is in the focusing motor.
Placing this motor in the camera housing simplifies the various lenses and reduces prices,
while having an individual motor in each lens allows for a wide range of lenses that fit
many cameras made by the same maker.

Several milestones in the development of AF systems are listed in Section 6.11
between years 1976 and 1983.

2.14.1 Manual Focusing

We start this long discussion of focusing by looking at man-
ual focusing. Many current high-end cameras o↵er a choice
of manual or automatic focusing (MF or AF, see figure),
but most users ignore the former or do not even know that
a manual focusing option exists. It is certainly easier to
shoot with autofocus, but there may be situations where
manual focusing achieves better pictures. I do not claim
that manual is good and automatic is bad, or that there are
times and circumstances where manual focusing must be used. I’m just presenting a
short list of cases where manual may be better than autofocus.

Macro photography. Shots taken in macro mode have a very shallow DOF, which
is why accurate focusing is important. Figure 2.107 illustrates this in several examples
of everyday objects. Having the camera focus automatically just a few centimeters away
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from the center of attraction on the subject may considerably a↵ect the overall e↵ect of
the final image. However, only the photographer knows what the center of attraction is.
The autofocus module in the camera simply “sees” light coming from the lens and from
the AF points selected by the user.

Courtesy of diana macesanu
unsplash.com

Courtesy of aaron burden
unsplash.com

Courtesy of dominik scythe
unsplash.com

Courtesy of rodion kutsaev
unsplash.com

Courtesy of stefan steinbauer
unsplash.com

Courtesy of lars gelfan
unsplash.com

Figure 2.107: Shallow DOF in Macro photographs.

Portraits. Often, the quality of a portrait depends on how sharp the eyes of the
subject are in the photograph. With autofocus, the user needs to point the camera such
that the eyes are centered at certain AF points, select those points, and hope that the
AF module would do a perfect focusing job. Manual focusing certainly makes sense in
such a situation.

Glass, a wire fence, or other obstacles. When shooting through glass or a wire
fence, the autofocus module may get confused and focus on the barrier instead of on the
subject. This is an obvious case where manual focusing is good, while autofocus may be
bad.

Action photography. Automatic focusing often has a tracking (or continuous) mode
where the AF module refocuses the camera continuously. This is convenient and also
accurate in many cases. There is, however, a reason why manual focusing may work
better when the object is moving. The user may know where the object will be in a few
seconds, and may be able to prefocus to that point. The focusing module in the camera
does not know that.

Low light situations. Passive AF modules need the incoming light to do their job.
In dim light, the autofocus mechanism may become sluggish and inaccurate and the
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camera may not be able to focus, which is why this is a situation where manual focusing
may be a better choice. Unusual examples of low-light situations are photographing the
night sky and capturing light painting.

Low contrast situations. After reading Section 2.14.9 it may be clear why an AF
module that uses contrast to focus the lens may, when the scene is dull and lacks contrast,
move the lens back and forth through its entire focusing range before it gives up and
indicates failure.

Pre-focusing. Sports photography is a good example of this situation. You are
trying to shoot a fast runner when he reaches point A. It makes sense to pre-focus
the camera at point A now, even if there is nothing there. Another example is a bird
arriving at its nest. You pre-focus at the nest, and when the bird gets there, you are
ready to shoot.

Creating a blurry image. Most of the time we want our photographs to be sharp,
but if we try to end up with a blurry photo, manual focusing is the answer. (Examples
of images that look better when blurry are pictures taken in a rain, in fog, and in early
evening, when the light is soft.)

Shooting with a wide-angle lens. When shooting with such a lens, it may happen
that the main subject is smaller than the AF point of the camera. In such cases, the
AF system may focus on the background behind the subject, which suggests manual
focusing. This is true in any situation where the main subject is small.

Shooting a panorama. When panning the camera in steps and shooting overlapping
pictures for a panorama, it may be best to focus manually. Otherwise, some images may
focus on the foreground, while others may focus on the background.

Shooting in a concert is normally forbidden, but if it is allowed, you want to be as
silent as possible. Focusing manually helps eliminate the tiny noise created by the AF
motor. This consideration also applies when silence is required in order not to disturb
the subject.

Interpreting the scene. When a scene has many points of interest, it is a good idea
to look at it through the viewfinder and vary the focus manually. This way, the use may
find the focusing that results in the best composed image.

Manual focus is one area where it is easy to distinguish bad lenses from quality ones.
Figure 2.108 shows a cheap lens (left) with a narrow, plastic focusing ring, and without
any numeric indications of distance. A better lens (center) features a wide, rubberized
focusing ring and a distance scale, while the best lenses (right) also o↵er a DOF (rather
hyperfocal) scale.

It is often the case that people cannot agree on a topic, a subject, or a fact, and
camera makers are no di↵erent. They cannot agree on a standard notation for the
all-important focusing rings of their cameras. Instead of listing the various confusing
notations used by the principal makers, Figure 2.109 shows my opinion of how those
scales should be annotated.

The figure shows a rotating distance scale in feet and meters, placed above a sta-
tionary DOF scale marked with f-stops. In part (1) of the figure, the user has selected
an aperture of f/11 and has focused the lens at a three meter distance. The DOF ring
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Figure 2.108: Bad, Better, and Best Lenses.

indicates the narrow DOF range of 2 to 5 meters, very shallow. Part (2) assumes the
same aperture and shows that the DOF range has changed to the much wider 10 meters
to infinity by focusing the lens at infinity. In part (3), the aperture is still the same,
but the focusing has shifted to 9 meters, which resulted in the DOF range of 4 meters
to almost infinity, much better. Finally, in part (4), the aperture has set to the small
opening of f/22, which is how a focusing distance of 5 meters has resulted in the very
wide DOF range of 2 meters to infinity. Notice that 5 meters is the hyperfocal distance
of a 55–60 mm lens with an f/22 aperture.

7 10 15 30 ft
2 3 5 10 8 m

7 10 15 30 ft
2 3 5 10 8 m

(1) f/11 focus at 3 m (2) f/11 focus at infinity

7 10 15 30 ft
2 3 5 10 8 m

7 10 15 30 ft
2 3 5 10 8 m

22 2211 115.6 5.62.8 2.8 22 2211 115.6 5.62.8 2.8

(3) f/11 focus at 9 m (4) f/22 focus at 5 m

22 2211 115.6 5.62.8 2.8 22 2211 115.6 5.62.8 2.8

Figure 2.109: My Ideal Focusing Rings.
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One photo out of focus is a mistake; ten photos out of focus are an experimentation;
one hundred photos out of focus are a style.

—Unknown

2.14.2 Fixed Focus

The simplest automatic focusing system is the fixed-focus lens (also known as focus free).
Such a lens is normally set to the hyperfocal distance, which guarantees that its DOF
ranges all the way up from half the hyperfocal distance to infinity, This is acceptable
when we shoot objects larger than a few feet. Most fixed-focus cameras have lenses with
hyperfocal distances in the range of 2.4–3.7 meters (8–12 feet).

Hyperfocal distance defined

1. The hyperfocal distance, Equation (2.9), is the closest distance at which a lens
can be focused while keeping objects at infinity acceptably sharp. When the lens is
focused at this distance, all objects at distances from half of the hyperfocal distance
out to infinity will be acceptably sharp.
2. The hyperfocal distance is the distance beyond which all objects are acceptably
sharp, for a lens focused at infinity.

—From Wikipedia

Most cameras with fixed-focus lenses are wide angle and have a small aperture (i.e.,
they are slow) and therefore a large DOF, so most photographs come out su�ciently
sharp. Obviously, the price for this convenience of not having to focus is a small amount
of light, requiring long exposures. Such a camera is unsuitable for fast moving objects.

Fixed-focus lenses are inexpensive and do not require a manual focusing ring or an
autofocus module. This translates to savings in optical, mechanical, and electronic parts.
Such lenses are especially attractive in small, automatic cameras (especially disposable
cameras) without electrical power, where fixed focus can significantly reduce the price
of both camera and lens, an important marketing feature. Also, many web cameras
(webcams), surveillance cameras, and cameras in telephones feature low-resolution image
sensors and fixed-focus lenses.

⇧ Exercise 2.42: What is the relation between low-resolution image sensors and fixed-
focus lenses?

The main downside of fixed focus is the inability of such a lens to produce sharp
close-up images of objects closer than the hyperfocal distance. Thus, fixed-focus is likely
to be found in low-end cameras, low-resolution cameras, cameras for aerial photography
(where the ground is far from the camera), and light field cameras (because the focus
can be set and reset when the picture is displayed).

2.14.3 AF Systems

A typical autofocus (AF) system in current cameras consists of a sensor, a control unit
that receives sharpness or distance information from the sensor, and a motor that slides
or turns the lens to actually focus it in response to signals from the control unit. The
sensor detects distance or sharpness data of objects in the scene, and it can be active,
passive, or hybrid.
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An active AF system sends a signal—such as ultrasound, infrared, laser light, or
structured light—towards the scene. The system then captures the reflection of the
signal and either determines its direction and thus the distance (using triangulation) or
measures its travel time and thus the distance.

A passive AF system analyzes the light from the scene to determine the direction
the lens has to be moved (in or out) in order to bring the scene into focus. If the scene
is dark, a passive AF system may illuminate it momentarily with its flash or with an
autofocus assist light (infrared or red, see item in Appendix B). Similarly, if the scene
is uniform or textureless, the passive AF system may project a grid or texture onto it.

The AF system springs into action when the shutter release button is pressed
halfway. The speed of AF depends mostly on the speeds of its sensor and motor, but
it also depends on the maximum aperture of the lens. Simply replacing the lens may
a↵ect the response time of the AF system considerably. Slow lenses (those with maxi-
mum apertures of f/5.6, f/8, and higher) produce high DOFs, but they also slow down
the AF because of the small amount of light they send into the camera. Very fast
lenses—with apertures of f/1, f/1.4, or f/1.8—also slow the AF system down, because
they produce shallow DOFs. This is why lenses with maximum apertures of around f/2
to f/2.8 provide the fastest and most accurate AF.

AF-ON. Many DSLRs have a button marked AF-ON on the back
of the camera, where it can easily be reached and pressed by the
user’s thumb. In some cameras, one of the buttons on the back can
be selected and customized to be the AF-ON. This button serves as
the “back button focus (BBF)” and it is important in situations where
focus tracking (also called continuous autofocus) is needed. Focusing
with the shutter release half pressed is easy for static subjects, but
when the subject moves constantly, there is the risk of accidentally firing the shutter
too early by fully pressing its button. Professional photographers have long noticed that
after pressing the shutter release half way for more than a few seconds, the user tends
to lift their finger o↵ the button for a fraction of a second before pressing it fully, which
may result in a blurry image.

Thus, with moving subjects, it is often better to focus by pressing the AF-ON button
on the back of the camera. As long as the user’s finger is on this button, the camera
will enter its closed-loop AF-C mode and will continuously track the focus. Once the
button is released, the camera will exit its AF-C mode, but the focus will not change.

Here is an example where this feature can be important. You are a bird watcher.
You are tracking a bird A with your thumb pressing the AF-ON button and then, out of
the corner of your eye you notice another bird B about to cross your line of vision. You
lift your thumb, wait for B to pass, repress the button, and continue tracking A. Thus,
separating the automatic focus from the shutter release can lead to better results.

⇧ Exercise 2.43: Use your experience to suggest other examples of photographic situa-
tions where the back button may be useful.

The first camera to feature back button focus was the Canon EOS 630, a film
camera launched in 1989. Currently, the entire Canon EOS line of cameras, as well as
many DSLRs from other makers, feature such a button.
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2.14.4 Focusing Modes

As expected, high-end cameras o↵er more focusing modes and more control over focusing
than the average compact. Typical AF modes in current DSLRs are One shot, intelligent
autofocus, and AF servo.

One shot AF (or AF-S). When the shutter button is pressed halfway, the camera
focuses and locks the focus. This is suitable for stationary objects. After focusing itself,
all the AF points that have achieved focusing are displayed, the focus confirmation light
is turned on, and the camera beeps. Figure 2.110 shows various configurations of AF
points (or focusing zones) that are found on DSLRs and other advanced cameras.

21
61

11

9 9

Figure 2.110: Various Focusing Zones in Typical DSLRs.

If focusing cannot be achieved, the focus confirmation light starts blinking and the
camera refuses to take the picture.

AF servo (or AF-C) mode. This mode (Cannon refers to it as AI servo) is designed
for moving objects. As long as the shutter release is pressed halfway, the AF module
will refocus itself continuously as long as the moving object remains in the AF area.

Intelligent autofocus mode. This mode (AI focus in Canon literature; AF-A in
Nikon terminology) starts as one shot, but switches to AF servo if the subject starts
moving.

The AF area consists of those AF points selected by the user. Figure 2.110 shows
various configurations of AF points. There are controls on the back of an advanced
camera (either a small joystick or a wheel) that allow the user to move a cursor on the
viewfinder screen and select AF points. This process can be done in one of the following
modes:

Single-point spot. One AF point is selected and is used for pinpoint focusing. Only
a small area around the point is looked at by the AF module.

Single-point AF. This mode is similar. One AF point is selected and it becomes the
only one used by the AF module to focus the lens.

AF point expansion. The selected AF point and its four nearest neighbors become
active. This is handy when a moving object has to be tracked with the lens focused on
it.

AF point and surrounding. The selected AF point and its eight nearest neighbors
become active.
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Zone AF. A zone (group of neighbor AF points) is selected and becomes active.
Three such zones are shown in the figure in cyan.

Automatic selection AF. The camera’s computer tries all the AF points and displays
those that have achieved focusing.

If no particular AF point has been selected by the user, the AF system examines
all the AF points and focuses the camera on the closest object seen through any of the
points (the cyan arrow in Figure 2.111).

Figure 2.111: Focusing on the Closest Object.

Now, for point-and-shoot cameras. The average compact camera is more automatic.
It leaves less room for operator intervention and may o↵er the following AF modes:

Multi focus. When the shutter button is pressed halfway, a green frame is displayed
around the area that is in focus. This area is normally in the center (directly in front
of the camera) but may be anywhere in the viewfinder. An exception is made for face
detection. When face detection is selected, multi-focus AF tries to focus on faces.

Center AF. In this mode, the camera focuses on an object in the center of the
viewfinder. If the user wants to focus on an object located o↵ the center, then the
camera should first be moved or panned to bring the object to the center, the shutter
button should be pressed halfway to focus on the object, and then the camera should
be moved back to recompose the image, and the button pressed all the way to take the
picture. This feature is referred to as AF lock.

Spot AF. The camera focuses on the center of the viewfinder. If it does not find a
small subject at the center, then it automatically focuses on a square region. The AF
lock feature can still be used.

Other compacts may have just one AF mode where the camera searches the entire
image and focuses itself at a certain distance. The camera then displays green squares
around those image regions that happen to be at that distance from the camera. (If
the camera has trouble focusing at that distance, the squares are turned yellow.) If
the user wants to focus on other parts of the scene (i.e., at a di↵erent distance), the
shutter button should be released and then pressed again halfway. Each time this is
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Figure 2.112: Focusing Zones in Typical Compacts.

done, the camera may select a di↵erent focusing distance and display a di↵erent set of
green squares (Figure 2.112).

Focusing beyond infinity. The term “infinity and beyond” was made popular
by the movie Toy Story. It’s meant to imply that human exploration and imagination
are limitless. In photography, cameras and lenses o↵er a wide range of focusing that
goes all the way to infinity and sometimes also “beyond infinity.” The ability to focus
beyond infinity is important because cameras and lenses are made of glass, plastics,
and metal, materials that expand and contract with changes in temperature. We know,
from Section 1.12, that lens elements have to be moved forward, away from the sensor,
in order to focus nearby, and have to retract backward when focusing at a distance (see
also Figure 1.44). Focusing at infinity may cause the lens elements to retract all the way
back such that they touch each other.

When temperatures drop in the evening, the lens may shrink and its elements
retract and touch each other, even when the lens is focused to a finite distance. When
this happens, the lens elements cannot move any closer and the lens cannot be focused at
infinity. Any attempt to turn the focusing ring to infinity may damage the lens elements.
This is why some lenses o↵er a setting of “beyond infinity.” When the lens is focused
at infinity, there is still some distance between its elements. If they move closer because
of a low temperature, there is still room for them to allow the user to turn the focusing
ring to infinity. In practice, the infinity symbol 1 on such a lens is used to indicate
beyond infinity, and there is an L-shaped symbol (seen clearly in Figure 2.109) to its
left, to indicate focusing at “regular” infinity.

2.14.5 Error in Recomposing

The following paragraph is copied from Subsection 2.14.4:
Center AF. In this mode, the camera focuses on an object in the center of

the viewfinder. If the user wants to focus on an object located o↵ the center,
then the camera should first be moved or panned to bring the object to the
center, the shutter button should be pressed halfway to focus on the object,
and then the camera should be moved back to recompose the image, and the
button pressed all the way to take the picture. This feature is referred to as
AF lock.
Recomposing by AF lock is very common, but it also introduces focusing errors

that may be significant. Figure 2.113 illustrates a simple case. A scene is located on
the black plane perpendicular to the camera’s axis. The camera is rotated about its
center (a) to face the green point P1 in the scene. The camera is focused by pressing
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the shutter release halfway, and is then rotated back to face P2, where the shutter is
fully pressed to take a picture.

e

d
d

P
1

P
2

θ

a

Figure 2.113: Recomposing by Rotating the Camera.

When the camera is focused at P1, all the points on the red plane passing through
P1 are in focus. When the camera is rotated ✓ degrees to face point P2, the red plane
also rotates and becomes the horizontal red plane the passes through P2. The problem
is that the new red plane is located a distance e behind the scene which is on the black
plane. As long as e is smaller than the DOF in front of P2, the error may be ignored,
but if the error is larger than the DOF, the final photo will be blurry.

We select a few typical numbers to illustrate this problem. If we denote the distance
between the camera and P1 or P2 by d, then the error is expressed as e = d� d cos ✓ =
d(1� cos ✓). The following are examples of small and large errors e.

A 35 mm camera with a standard 50 mm f/1.4 lens. The field of view is 47�
wide, so the camera can be panned up to 47/2 = 23.5� in each direction. (This is
an extreme example.) Assuming d = 7 meters and a maximum pan, the error is e =
7(1 � cos(23.5�)) ⇡ 0.58 meter. Thus, after recomposing, the focus plane is located
58 cm behind point P1. To find out how bad this is, we need to compare 58 cm to the
DOF in front of P2. This quantity is given by Equation (2.6)

u� un =
Ncu(u� f)

f2 + Nc(u� f)
=

1.4 · 0.02 · 7000 · (7000� 50)
502 + 1.4 · 0.02 · (7000� 50)

⇡ 506 mm,

(assuming a CoC diameter of 0.02 mm). Thus, only 51 centimeters in front of P2 are in
focus, but P1 is 58 cm in front of P2 and is therefore out of the sharp DOF region.

Assuming the same camera, lens, distance to scene, and CoC, this time the camera
is panned only 6�, which is 1/6 of the maximum angle of 23.5�. This is typical with
portrait photographers who may follow the rule of thirds. The error in this case is
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e = 7(1 � cos 6�) ⇡ 0.038 meter. After recomposing, the focus plane is only 3.8 cm
behind point P1. The DOF in front of P2 is the same 51 cm, so this time the scene is still
inside the sharp DOF region and the error introduced by the panning and recomposing
can safely be ignored.

⇧ Exercise 2.44: Repeat these computations for a 500 mm, f/8 lens, a maximum pan,
and a scene at 500 meters from the lens.

The last problem to consider is the actual point about which the camera is pivoted.
Figure 2.113 suggests that the camera is pivoted about its center (point a), but in
practice, the user tends to pan the camera about his neck, which introduces another
complexity. Figure 2.114 shows the new configuration. The camera is pivoted about
point b, the neck or the head of the photographer. We denote the distance between a
and b by c, and notice that the red plane at P1 is now located c+d units from the center
of rotation. The rotation of ✓ degrees about point b now brings the red plane to the new
green plane, which increases the error. The new error is (d+c)(1�cos ✓) = e+c(1�cos ✓).
Normally, c is much smaller than d, so if the original e is small enough, we may assume
that the extra term c(1 � cos ✓) is smaller and does not contribute much. However, if
the original e cannot be ignored, then the new contribution may increase it significantly.
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Figure 2.114: Rotating the Camera About Point b.

2.14.6 Active AF

An active automatic focusing system measures the distance between the camera and
object and adjusts the lens to focus at that distance. A simple active AF employs
ultrasound and measures the time it takes the sound waves to bounce back and hit a
sensor in the camera.

The speed of sound in dry air at room temperature and pressure is 340 meter/s
or 760 mph. Ultrasound is simply sound at frequencies higher than 20–22 KHz and it
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propagates at the same speed as audible sound (the speed of sound is independent of
its frequency and of the density of the gas). Thus, if the subject is 3.4 meters away
from the camera, it takes the ultrasound 0.02 s to hit the object and bounce back to
the camera. This time interval is long enough for even inexpensive electronic timers to
measure accurately.

The Polaroid Spectra and SX-70 cameras were notable examples of this sonar type
of active AF. The following quote is product information for the Spectra from Polaroid:

The sound waves of Polaroid spectra AF measure the distance of the subject for
taking clearer images. You get two symbols; yellow and green in this Polaroid
autofocus camera where green gives a go-ahead for you to click and yellow
indicates a problem to be corrected. The programmed flash in this Polaroid
film camera blends the sunlight with the right amount of flash so that you get
a detailed image. The Polaroid spectra AF has a picture control switch that
gives you lighter, normal, and darker mode. The built-in close-up lens in this
Polaroid autofocus camera lets you take clearer and sharper images of shots
down to 60 cm. The metal lens cover in this Polaroid film camera automatically
covers the lens when the camera is folded.
Because of the success of its sonar-AF cameras in the 1970s, Polaroid started mar-

keting its sonar technology as a set of components to hobbyists in order for them to
incorporate distance measuring into other systems.

More sophisticated active AF systems are based on infrared light. The point is
that light travels about a million times faster than sound, which is why it is infeasible
for an inexpensive timer to accurately measure the time it takes light to travel just a
few meters and back (it takes light about a nanosecond to travel a foot). Thus, to be
reasonably priced, an AF system using infrared waves must use triangulation instead of
time measurements.

The type of triangulation used for AF is di↵erent from that used in surveying and
other fields and is illustrated by Figure 2.115. Only one infrared beam is sent, through
emitter lens (1), to the scene (4). It is reflected, normally in many directions, and one
reflected beam passes through the center of receiver lens (2) and into light-receiving
element (3). This element measures the distance X between its center and the point
where the reflected beam has entered. From similar triangles we get

L
R

=
F
X

or L = R
F
X

.

The camera has a stepper motor to adjust the lens position. The computed value of L
is located in a table where the required number of steps is found. Each step turns the
motor a fixed number of degrees and when the motor has finished, the lens is focused
and the camera indicates this with a special light in the viewfinder.

The bottom part of the figure shows the Canon AF-35m camera which employs
this principle. The two blue arrows indicate lenses (1) and (2), while the green arrow
points to the viewfinder and the black arrow points to the frosted window needed for
the framelines (see Section 3.5).

The Canon AF-35m, nicknamed the Autoboy in Japan and the Sure Shot in the
USA, was Canon’s first autofocus 35 mm compact camera. It was introduced in late
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Figure 2.115: Triangulation in an Active AF System.

1979 and immediately proved successful. In 1981 it was partly supplanted by model
AF35ML and in 1983 was completely replaced by model AF35M II.

The active autofocus system in this camera employed a near-infrared emitting diode
and a pin photo receiver diode to compute the subject distance by triangulation as
described above (this is somewhat similar to a coincident-image rangefinder, Section 3.5).
This active AF system was therefore independent of any ambient light and was very
accurate. The autofocus area was marked in the optical viewfinder, which also had
projected framelines, (zone focusing marks) for near, medium, and far (compare with
Figure 3.10b).

Infrared sensing has several downsides as follows:

Infrared light emitted by an open flame (candles come to mind) can confuse the
infrared sensor.

A black subject may completely absorb the infrared beam.

A sheet of glass (opaque to infrared radiation) in front of the camera would reflect
the infrared beam, fooling the sensor.
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The path from emitter to subject and back to receiver must be clear. Any wire
fences, bars, or tree branches may block and scatter the beam, thereby causing wrong
distance readings.

The subject should be at the center of the view field, otherwise the infrared beam
may miss it completely and be reflected from another object.

An important advantage of an active autofocus system is that it works in the dark,
thereby rendering flash photography much easier.

2.14.7 Phase-Detection Focusing

The phase detection AF technique is commonly used in DSLRs. Figure 2.117 illustrates
the principle. The top part of the figure shows how some light passes through a partially-
silvered area at the center of the main reflex mirror, to be reflected down by a secondary
mirror into the AF module. In the next part of the figure we assume that the lens is
too close to the sensor and the image is focused in front of the sensor. Two bundles
of rays, red and green, are shown. They originate from a point on the subject directly
in front of the camera and they are bent by the lens and sent by the secondary mirror
to an autofocus point (AF point) in the AF module. Each AF point is a pair that
consists of two microlenses and two small CCD sensors. These sensors are e↵ectively
one-dimensional. Each consists of a row of photosites. In practice, each sensor may
be a few pixels high and a few dozen pixels wide. High-end cameras may have small
two-dimensional sensors in each of the AF points in its AF module (Figure 2.116).

Figure 2.116: Twenty AF Points in Canon EOS Cameras.

Each AF point “looks” in a di↵erent direction in the camera’s field of view. The
AF point shown in the figure looks directly in front of the camera. A high-end DSLR
may have dozens of AF points in its AF module. When the user selects the AF mode
and presses the shutter release halfway, each AF point is displayed as a small square on
the LCD screen at the back of the camera.

The red bundle of light rays passes through the right side of microlens 1 and is
focused by it to end up on the right side of sensor 1. In contrast, the green bundle
ends up on the left side of sensor 2. A small inset has a plot with the contents of
the two sensors. Assuming that the scene directly in front of the camera is a single
bright dot and that each sensor is a one-dimensional vector of pixel values (numbers),
then sensor 1 contains something like 0 0 0 · · · 0 0 1 15 2 0 0 0 and sensor 2 contains the
same sequence shifted to the left 0 0 0 1 15 2 0 0 · · · 0 0 0 . Sensor 1 sees a small part of
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Figure 2.117: Autofocus Phase Detection Mechanism.
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the scene located in front of the camera, but it sees this part as viewed from the top part
of the lens. Sensor 2 similarly sees the same part of the scene, but as viewed from the
bottom edge of the lens. The two edges of the lens are separated by a few millimeters,
so the sensors show di↵erent readings.

If the scene directly in front of the camera is more than just a bright dot, sensor 1
would have ended up with a more complex pattern and sensor 2 would have (approxi-
mately) the same pattern, but shifted to the left

In the next part of Figure 2.117 we assume that the camera is focused on that part
of the scene located directly in front of it (the weak red and green rays intersect at the
sensor). In this case, the pixel patterns in the two small sensors of our AF point become
identical (or almost so). Notice that other parts of the scene may not be in focus, so the
sensor pairs of other AF points may still contain shifted patterns.

The bottom part of Figure 2.117 shows what happens when the lens is moved further
away from the image sensor. The weak red and green bundles now converge behind the
image sensor, the red bundle has shifted to the left of sensor 1 and the green bundle has
moved to the right of sensor 2. The two sensors still have the same patterns and those
are again shifted but in opposite directions.

It is now clear how a phase-detection AF module works. In a DSLR, the user
selects which regions of the scene should participate in the focusing, and the module
activates the AF points that correspond to those regions. In each active AF point, the
pixel values are digitized and the two patterns analyzed, typically by means of cross-
correlation [correlation 13] to estimate by how much and in what direction they are
shifted with respect to each other. If the estimates of the various active AF points
agree within a certain tolerance, then the AF module sends a signal to the lens to move
it in the right direction. Otherwise, it indicates to the user that it cannot focus the
camera with this set of regions. If a compact camera uses phase-detection for focusing,
it automatically selects certain regions of the scene. If the user is not satisfied with this
selection, he can press the shutter release again halfway, to obtain a di↵erent selection
of regions.

One advantage of phase detection is its ability to predict the direction in which the
lens should be moved for focusing. This leads to fast focusing which is always important.
On the other hand, phase detection requires that the main reflex mirror be down. Thus,
in cameras with live preview, phase detection can be used only if the mirror is brought
down for a short period before a shot is taken. Otherwise, a live preview camera must
use the contrast detection approach or make do with manual focusing.

One last thing I want to mention is the use of autofocus in live view. This is a feature
that I would not recommend for anyone to use as their regular method of focusing (not
with the current DSLRs on the market at least). It is still an imperfect technology,
and the use of it should be limited to what it is currently good at. Live View autofocus
is great for times when your subject is stationary and you have all the time in the
world to compose your shot.

—From technobuffalo.com

The rest of the focusing process can be accomplished in one of two ways. The simpler
approach (the open-loop model) is to send a signal to the lens motor and assume that
the signal was accurate and the lens would do its job. A more complex approach (the
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closed-loop model) is to wait for the lens to move a bit, repeat the phase-detection
process, measure again the shift between patterns in the active AF points, send another
signal to the lens, and repeat this process until the patterns in the two sensors of each
AF point agree to within the tolerance.

Before we look at the details of these processes, we illustrate the meanings of open-
and closed-loop models. When we fire a gun, we aim as best we can and then pull the
trigger. This ends our control of the bullet. If its trajectory is wrong, we can only try
another bullet. This behavior corresponds to what control engineers call an open-loop
model. In contrast, a guided missile corresponds to a closed-loop model. Its trajectory
can be checked and corrected while it is flying. The principle of an open-loop model
is single-measurement, single-action, no second look. Feedback about the action is not
used to check the action and perhaps correct or refine it. In contrast, a closed-loop model
is based on the “continuous measurement, continuous action, final look” principle.

Back to phase-detection. In many cameras by major manufacturers, phase-detection
autofocus operates in a special way where it disables the shutter while it focuses the
camera. Cannon calls this mode One-Shot, while Nikon, Pentax, and Sony refer to it
as AF-S. However, these manufacturers do not disclose the exact way the computer in
the camera handles AF. Two models, open-loop and closed-loop, are proposed in the
following paragraphs. The open-loop model for this type of AF can be summarized as
follows:

The AF module activates several AF points.

It estimates how much and in what direction the lens has to be moved for focusing.

It sends a signal to the lens motor to move.

The lens sends a feedback signal that it has completed the movement.

The AF module confirms focusing by enabling the shutter, beeping, and displaying
a green light in the viewfinder. However, it does not analyze the light bundles again.

This model is open loop because the AF module relies on the feedback signal of the
lens and does not check focusing again.

In contrast, the same camera makers have implemented a closed-loop model that
Canon calls AI Servo and its competitors term AF-C. The steps leading to automatic
focusing are as follows:

The AF module activates several AF points.

It estimates how much and in what direction the lens has to be moved for focusing.
If no movement is needed, focusing is confirmed. End of process.

The AF module sends a signal to the lens to move and immediately goes back to
the previous step.

The AF module is optical and electronic, so it is fast, while the lens movement is
mechanical and is much slower. This is why the module does not wait for the lens to
move to its final position, but sends its motor quick signals directing it to move toward
that position.

How can we tell whether a particular camera employs open loop or closed loop in
its AF module? I suggest the following board test. Choose a distant scene, place a large
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board with some markings (the markings may help the camera to focus) close to the
camera, so it obscures the scene, press the shutter release halfway to focus the camera
at the board, have someone remove the board, and finally press the shutter button all
the way.

If the camera employs open-loop phase detection focusing, it would focus on the
board and would not refocus when the board is removed. The final picture would show
the distant scene out of focus. If the camera has closed-loop focusing, it would check
and update the focusing continuously and would refocus itself on the distant scene after
the board has been removed, with the result that the final image would show the distant
scene correctly focused.

Reference [open loop 13] has much more on the topic of open- and close-loops and
how to test for each.

2.14.8 Dual-Pixel Autofocus

In August 2013 Canon released the EOS 70D, a 20.2 Mpixel DSLR featuring dual-pixel
autofocus (also referred to as DPAF), a fast focusing method based on the concept of
phase-di↵erence detection. In contrast with older phase-di↵erence detection methods,
every pixel in the sensor of this camera is used by the new dual-pixel technique to help
in focusing.

A pixel in the sensor consists of two individual photodiodes (the pixel areas that
collect and save the photons), which can be read separately. During exposure, the two
photodiodes act as a single pixel and contribute to the entire image as in other sensors
and cameras. During focusing, each photodiode is read separately and makes its own
contribution. The key to the dual-pixel technique is a microlens positioned over each
pixel.

Figure 2.118a shows how the light from such a microlens is spread over the two
halves (two photodiodes) of the pixel. It is clear that the left photodiode gets more light
from the left part of the microlens, and the reverse for the right photodiode.

Part (b) of the Figure is a view from above and it shows light rays from the main
camera lens arrive at the sensor in di↵erent positions depending on how unfocused the
lens is. Rays from the left part of the main lens may arrive either to the left or to the
right of rays from the right part of the lens. Thus, the left part of a microlens may
receive more light from the left part of the main lens, while the right part of the same
microlens may receive more light from the right part of the main lens. In such a case, the
lens should be shifted in a certain direction in order to achieve focusing. If the situation
is the reverse (the left part of a microlens receives more light from the right part of the
main lens, while the right part of the same microlens receives more light from the left
part of the main lens), the lens should be shifted in the opposite direction.

Thus, the direction of the di↵erence of the lights received by the two parts of the
microlens tells in what direction to shift the lens, while the magnitude of that di↵erence
indicates by how much the lens should be shifted. Figure 2.119 illustrates how shifting
the lens in the right direction gradually sharpens the stereo images seen by the two sides
of the microlenses while also shifting those images closer until they fully overlap and
become one. The final, focused image at the bottom of the figure also has two white
lines which indicate that only about 80% of the pixels (those in the center of the sensor)
actually participate in the focusing.
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Figure 2.118: The Principle of Dual-Pixel Autofocus.

The result is that the left photodiode of every pixel in the sensor will see a view
of the scene as if it were located on the left (or right) of the main lens, while the right
photodiode of the every pixel will similarly see the scene as if it were located on the
right (or left) of the lens. The photodiodes of the center 80% of the pixels will see both
views. This produces stereo vision, which makes it possible for the autofocus hardware
to figure out by how much and in what direction to shift the lens in order to focus on
the scene.

The following quote is from the Canon literature of the EOS 70D: There are 40.3
million photodiodes on the sensor, and when they’re all working together, it’s like 20
million people tracking the focus with both eyes.”

The advantages of DPAF are short focusing times, exceptional tracking perfor-
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Figure 2.119: Dual-Pixel Focusing of a Stereo Pair of Images
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mance, and smoother autofocusing during video shooting.

2.14.9 Contrast Focusing

The contrast method for autofocusing is used in many compact and mirrorless cameras
and in those cell phone cameras that have movable lenses. Some DSLR cameras with
live preview may also use this mode (recall that in live preview the reflex mirror is in
its up position, so no light can reach the AF module).

Light from the scene passes through the lens and reaches the image sensor. Notice
that the complex components of a phase-detection AF system are missing. There are no
secondary mirror, microlenses, and small one-dimensional sensors. Instead, the image
formed on the image sensor is analyzed for contrast. The assumption is that a focused
image has maximum contrast, while blurry images look flat and feature low or zero
contrast between neighboring pixels.

Thus, the contrast AF method relies on software to determine the presence and
amount of contrast in the image located on the image sensor. The precise algorithms
implemented in any given camera are proprietary and are kept secret by the makers, but
it is not di�cult to guess how contrast can be detected and measured. In a DSLR, the
user chooses which parts of the scene to use for autofocusing. In a compact, the camera’s
computer decides this. The contrast AF software concentrates on the AF points, each
a small square or rectangular region that is selected, either automatically or by the
user, to focus the camera. The software measures contrast in each region, combines the
measurements, and uses the result to decide whether the lens should be moved.

To measure contrast within a small region of an image, the software can compare
the intensities of adjacent pixels and compute an intensity gradient based on the (ab-
solute values of) di↵erences between the adjacent pixels (see red boxes in Figures 2.120
and 2.121). If most gradients (or their average) exceed a certain built-in max-threshold,
the image can be considered focused. Otherwise, the software sends a signal to move
the lens a small step in a certain direction. If this increases the gradients, then the
lens is moved more and more in this direction, to hunt for the position with maximum
gradients. If the initial move decreases the gradients, the lens is moved in the opposite
direction.

In order to speed up the algorithm, there may be a min-threshold such that if the
absolute di↵erence between adjacent pixels is less than this threshold, the algorithm
ignores those pixels.

An alternative method is to compute the histogram of each AF point and measure
its width. (A histogram, Section 2.17, is a graph that displays the number of pixels of
each grayscale or color graphically.) If the image is well focused, we normally expect
fewer shades between the brightest and darkest pixels and the histogram tends to be
narrow. In contrast, the histogram of a blurry image region tends to have more shades
of gray and be wide (see also Figure 2.48).

The main advantage of contrast AF is the lack of complex hardware and the fact
that it requires only local operations; each gradient is computed based on a small number
of adjacent pixels in a selected image region. On the downside we have: (1) Contrast
measurements cannot tell the software by how much and in what direction to move the
lens toward focusing. (2) A uniform scene such as sky (Figure 2.122), large patches of
uniform skin, or a large cloud, may confuse the contrast AF software. (3) A scene with
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Figure 2.120: E↵ects of Low Contrast on Gradient of Pixel Values.

Figure 2.121: Contrast in Focused and Blurred Images.

slowly-varying colors or intensities may also result in poor and slow focusing, especially
when the light is dim, because all the gradients will be small no matter how the lens is
moved.

Figure 2.122: A No-Contrast Situation.

2.14.10 Summary of Focusing Modes

In addition to the focusing modes and techniques discussed in this section, current cam-
eras o↵er more focusing options, and it is safe to assume that engineers will continue to
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work on new, sophisticated, and ingenious methods for manual and automatic focusing.
The summaries listed here are current as of 2018, but may become outdated in just a
few years.

Focusing options for DSLRs

1 Manual focus (MF)

1.1 Through the view finder. This is simple and fast, but the image is small.
1.2 Through the LCD screen. This is accurate but slow.

2 Automatic focus (AF)

2.1 Single AF. This has the three easy options (see also Figure 2.123):
2.1.1 Single point. This is fast and accurate.
2.1.2 Group points. This is fast and versatile.
2.1.3 All points. Fast, but not always the best choice.

2.2 Continuous AF. This mode supports same options of single AF.
2.2.1 Single point. This may not work well for moving objects.
2.2.2 Group points. This is the best option for action photography (moving subjects).
2.2.3 All points. Can also be used for action photographs, but is not the best choice.

2.3 Live View. This also can be used in three ways as follows.
2.3.1 Single. A slow mode, but provides best focusing.
2.3.2 Continuous. Focusing is slow.
2.3.3 Face recognition. This option recognizes faces quickly (Section 7.15), but is

slow to actually focus the lens on a face.

Single point Group points All points

Figure 2.123: DSLRs Focusing Options.

Focusing options for mirrorless cameras, Figure 2.124.

1 Single automatic focus

1.1 Single point. This is simple and fast. Can be used in a variety of situations.
1.2 Group points. This is fast and versatile.
1.3 All points. Fast and easy.
1.4 Face detection. This option recognizes faces quickly (Section 7.15), but is slow

to actually focus the lens on a face.

2 Continuous automatic focus
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1.1 Single point. This is a bad choice for action photography because it concen-
trates on one point which may be moving fast.

1.2 Group points. The best choice for action photography.
1.3 All points. A good choice for moving objects.
1.4 Face detection. It recognizes faces quickly, but is not recommended because it

is slow to focus.

Single point Group points

All points Face detection

Figure 2.124: Mirrorless Cameras Focusing Options.

2.14.11 Diagnosing Bad Focus

This important section on focusing starts by saying “Focusing is crucial. After several
decades of developing powerful image processing software, it is possible to correct many
cases of wrong exposure in software, but there is still no way to correct wrong focus. An
image taken with a bad focus is blurry and can either be deleted or kept for a future
date when focus-correcting software may exist.”

We therefore conclude this section with a short discussion of focusing problems and
how to diagnose them. Experience teaches us that out of the many reasons for unfocused
images, the following are the chief ones:

Incorrect focus. This category includes (1) focusing on the wrong spot or on the
wrong distance (a photographer’s mistake), or (2) a wrong combination of exposure
settings that led to a too-shallow DOF, or (3) lack of lens sharpness. An image su↵ering
from incorrect focus is easy to diagnose because it will have a region or regions that are
in sharp focus; only parts of it will be defocused.
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Bad DOF. The DOF is either too shallow or is in the wrong place in the image (too
far or too close). If this is the only focusing problem, we say that the image has bad
DOF. If there are other focusing problems, we may classify the image as incorrect focus.

Subject movement. If a moving subject is blurry, but everything else in the image
is in focus, then the focusing problem is subject movement. If a blurry subject is only
one of several focusing problems, we classify the image as incorrect focus.

Camera movement. If the entire image is defocused (and by the same amount) we
call it camera movement.

2.14.12 Microfocusing and LensAlign

Current digital cameras are complex, high-precision instruments, containing optical,
mechanical, and electronic components. This said, we have to realize that they are
made by machines, in large quantities, and on assembly lines. As a result, there may
be slight variations, due to manufacturing tolerances, between cameras made together
on the same day and on the same assembly line. The same is true for lenses. These
variations may show up in aperture, shutter speed, ISO values, and most importantly,
in focusing. Normally, the automatic focusing of current cameras works well. Any
slight inaccuracies in focusing are more than compensated for by a wide DOF and are
unnoticeable. However, for fast lenses and in some photographic situations where the
DOF is very shallow (such as in macro photography), accurate focusing is crucial.

This is why certain top-of-the-line (mostly DSLR) cameras from the major makers
may feature a special, little-known microfocusing control for calibrating the automatic
focusing of any given lens. This is one of the many controls hidden inside the menu of
the camera. It is not a dial or a pushbutton. By adjusting this control, the user tells the
camera how to compensate for any inaccuracies in its automatic focusing mechanism.
Notice that the compensation depends on the particular lens used, not just on the
camera.

In order to adjust the microfocusing control correctly for a given lens, the user
must know in what direction and by how much to compensate, and clever inventors and
engineers have developed several calibration devices and instruments for this purpose.
This short discussion describes one such device, the LensAlign, designed by Michael
Tapes (Figure 2.125). This device is currently in its second version (MkII), and it is
available from many photography sources, both brick-and-mortar and online. The main
reference for this device is [lensalign 20].

LensAlign is made of laminated cardboard, to be assembled by the user (no tools
needed) and disassembled after use. Figure 2.125 shows its main parts. On the left is
the alignment part (sighting port) which helps align the camera so that it looks straight
ahead at the focus target of LensAlign. The numbers 1 and 2 indicate the front and back
faces, respectively, of this part. Number 3 is the Focus Display ruler, where the test
images show the direction and amount of the errors in lens focusing. Two 2-sided rulers
of di↵erent lengths come with the device. Number 4 is a tripod mount for LensAlign.

The following is a short list of several camera models that have a microfocusing
control. Canon 6D, 7D, 50D, and 70D, but not 60D. Nikon D800E, D800, D810, D750,
D7100, D7200. In Nikon cameras you find the AF Fine Tune item in the Setup menu
(the wrench icon).
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Figure 2.125: LensAlign by Michael Tapes.

Website [lensalign 20] also has a distance tool that specifies the ideal distance be-
tween the camera and the LensAlign tool, depending on the camera type, lens focal
length, and lens aperture. Notice that a zoom lens has many focal lengths, so a microfo-
cus calibration of such a lens is a long, tedious process. It should be performed at least
three times, with the lens set to its smallest, middle, and largest focal lengths, and an
average of the corrections should be used. Notice that the distance between the camera
and LensAlign depends on the focal length and so would have to be set separately for
each zoom value.

At the time of writing (mid 2020), the following camera types are listed by the
LensAlign tool as candidates for microfocusing: Full frame (Canon/Nikon/Sony), 1.3
Crop (Canon 1D series), 1.5 Crop (Nikon/Pentax), 1.6 Crop (Canon), and 4/3 (Olym-
pus/Panasonic).

Using the LensAlign tool to microfocus a camera/lens combination involves the
following steps:

1. Set the camera. Mount the camera on a tripod and tether it to your computer.
Either place LensAlign on a nearby table or mount it on another tripod. Set the camera
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to its aperture priority mode, set the aperture to f/8, and set the timer to a short delay,
to avoid any e↵ects of vibrations.

2.1. Now comes the di�cult part. You need to move and reorient the camera such
that it would look straight ahead at the focus target of LensAlign. To do this, look
through the viewfinder and move and rotate the camera until the center “sighting port”
of LensAlign is aligned with the center autofocus point of the camera. Make sure the
distance between the camera and LensAlign is correct as specified by the distance tool
located at [lensalign 20].

2.2. Sight the camera to LensAlign. Adjust the camera’s position until the hole
in the Rear Sighting Plate “Bullseye” is centered in the center sighting port, and both
are centered in the frame. Once this is achieved, the camera’s imaging plane would be
perfectly parallel with the focus target of LensAlign. (Only the center Sighting Dot will
appear centered when final alignment is achieved.)

3. Capture test images. Now open the aperture to its maximum (lowest f stop)
and turn the focusing ring at random, to make sure the camera is unfocused. This
would give the automatic focusing mechanism a chance to do its job. Focus the camera
using center-point autofocus. Take the first test image by triggering the camera from
the computer or with a shutter release cable. The test image should immediately appear
on the large screen of your computer.

4.1. Evaluate the test image. The image of the Focus Display Ruler should be
sharp at its center (labeled 0). Moving away from the center, toward 2 and 4, in either
direction, the pattern will appear fuzzy, but should be fuzzy by the same amount. (At
the short distances used in this test, the DOF region is symmetric about the point of
focus, but in general it is not. Equation (2.6) shows that one-third of the sharp DOF
region is in front of the point of focus and two-thirds are behind this point.)

4.2. If it is di�cult to judge the fuzzy parts of the test image, it may help to
sharpen it in editing software, which would exaggerate any fuzzy edges. Sections 1.22
and 7.7 discuss sharpening. If the fuzzy parts of the pattern are asymmetric, the cam-
era/lens pair should be calibrated. Check the user’s manual to find the location of the
microfocusing control and adjust this control a few units in the correct direction. It is
recommended to adjust each lens used on the camera separately.

Steps 3 and 4 should be repeated, if needed, several times, until the test pattern is
sharp at its middle and features the same amounts of fuzziness in both directions away
from the midpoint. For zoom lenses, test patterns should be taken and checked for at
least three zoom values as discussed earlier.

2.15 Light Metering

Correct exposure is the key to a great picture, and accurate light metering is the first
step in determining exposure. We first have to understand how light can be measured
and how a light meter works.

A light meter is an instrument used to measure the intensity of light incident on
it. Light meters are used in cameras to determine the proper exposure. Initially, light
meters were external, but later they became built-in and had simple analog computers
that indicated over- or underexposure with a needle. The user had to adjust both the
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aperture and shutter speed until the needle was centered. Modern digital cameras are
based on a computer that, among other functions, controls the light meter and displays
over- and underexposure accurately, often to within a third of a stop.

In the old days, most cameras did not have a built-in light meter. A professional
photographer had to have a separate meter and use it whenever possible. If the subject
was within reach, the photographer would bring the meter to the subject, measure the
light that hit the subject, and adjust the exposure accordingly. If the subject was too
distant or was dangerous, the photographer had to use his experience in selecting the
correct exposure. Current cameras have light meters built-in, but it is important to
understand that these meters measure the light that is reflected from the subject and
strikes the lens, not the light that strikes the subject.

One of the earliest types of light meters was the extinction meter, a simple device
based on the principle of the modern ND-filter. A small plate has several holes, each
covered with a plastic or celluloid window. The windows have varying opacities and
behind each window is a number. The user positions the meter in front of the subject
so the light goes through the windows. The darkest window that allows light through
is then located (i.e., the largest number that can still be seen through a window). That
number serves as an index to a chart with aperture and shutter speed values. The
accuracy of this device depends on the light sensitivity of the eye, which varies widely
from person to person.

Modern light meters are based on the electro-optical properties of certain chem-
icals, chiefly selenium, silicon, and cadmium-sulfide (CdS). The former two types are
photovoltaic; they generate a voltage that is proportional to the light intensity, espe-
cially selenium, which generates enough power to operate a meter without an amplifier.
Thus, a selenium-based light meter does not require a battery and is ideal for use in
a mechanical camera. Silicon meters generate low voltage that requires amplification,
but the sensor itself is accurate in low light situations. CdS-based light meters work by
varying their electrical resistance according to the light, so they need a power source.

So much for how a light meter works. What a photographer really needs to know
about light metering is what the light meter assumes about the light it is measuring and
how the meter uses this assumption. This important subject has to do with the concept
of 18% neutral gray (Section 2.12). The light meter in the camera does not “see” the
scene the way we see it. All it sees is light coming from various regions in the scene
(Figure 2.126) and the best assumption it can make is that this is a typical scene, one
that reflects 18% of the light that strikes it. If the scene is dark, it reflects little light
into the camera. The meter always assumes that the scene is 18% gray, so it concludes
that this little light would result in a too-dark image. It therefore adjusts the exposure
to let in more light. The result is an overexposed image. If the scene is very bright, the
meter may adjust the exposure to let in too-little light, resulting in an underexposure;
a too-dark image.

Thus, even though there is a light meter inside the camera, the user still needs to use
his experience to decide whether to rely on the meter or adjust the exposure. Adjusting
the exposure is referred to as exposure compensation and is the topic of Section 2.16.

Current light meters can measure light in various ways, the most-common of which
are center-circle, spot, center-weighted, and evaluative (or matrix) metering.

In center-circle metering (Figure 2.127), the light meter pays much attention to the
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Figure 2.126: What the Exposure Meter Sees and What We See.

light coming from a large circle in the middle of the scene and less attention to the rest
of the light. Technically, we say that it assigns a heavy weight to the former and less
weight to the latter. This method works well in most common lighting situations.

Center-weighted metering

Spot meteringCenter-circle metering

Evaluative metering

Figure 2.127: Typical Metering Modes.

Spot metering (Figure 2.127) concentrates on the light coming from a small region
at the center of the scene. This way of metering is appropriate when the user wants to
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stress a small object at the center of the scene, while neglecting everything else around
it. Spot metering can be useful when the subject is backlit (other options for a backlit
subject are to overexpose or to use a fill flash).

In center-weighted metering (Figure 2.127), the scene is partitioned into several
rectangles and more weight is assigned to the rectangles that are closer to the center.

Evaluative metering starts by superimposing a grid on the scene (Figure 2.127,
where the grid consists of about 1,000 large pixels), measuring the light intensity in
several grid regions, and then combining them. Camera makers normally keep the details
of this type of metering proprietary, but the following information has been released by
Nikon.

Nikon engineers have collected tens of thousands of images of many di↵erent types,
and experimentally determined the best exposure settings for each. Each image was
then partitioned into 1,005 large pixels and the light intensity and color of each was
measured and recorded. The result was a large data base where, for each image, the
exposure information was followed by the 1,005 intensity values. This data base is built
into many Nikon cameras. When the camera looks at a scene, the light meter first
partitions it into 1,005 large pixels. It then searches the data base and selects the record
that best resembles what the lens is seeing. The optimal exposure for that record is
then found in the database and is used to set the exposure for the current shot. This
method may be referred to as Nikon metering.

Figure 2.128 shows typical icons used by Canon, Nikon, Sony, and others for various
metering modes. The partial mode shown in the figure is similar to the spot mode but
with a bigger center spot.

Evaluative
Matrix

Spot

Canon Nikon/Sony

Center weighted

Partial

Figure 2.128: Typical Icons for Metering Modes.

Spot and partial metering permit much more control over the exposure than the
other metering modes, but they are also more di�cult to use, which is why they are
especially useful to the experienced photographer. These modes are used in situations
where a small object at the center of the scene is dominant and should be perfectly
exposed. Such an object can be someone’s eye, a small bird, or the opening of a cave.

⇧ Exercise 2.45: Download the user’s manuals of several cameras from various makers
and find the icons used by them for the metering modes. Summarize your results in a
diagram similar to Figure 2.128.
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2.16 Exposure Compensation

We start the important topic of exposure compensation with a short discussion of the
little-understood concept of 18% neutral gray (this is also found in the Introduction as
well as in other places in the book, check the index). This term is commonly found in
the photographic literature, but it seems to have originated in the printing industry. It
is claimed that, on printed paper, the midpoint between the darkest and brightest parts
of the paper reflects 18% of the light. White paper, even very glossy paper, does not
reflect 100% of the light that strikes it, nor does black ink absorb 100% of the light. So
a neutral gray (not whitish or blackish) is not necessarily 50% gray and it is commonly
assumed that it is 18% gray.

Our cameras have built-in light meters (Section 2.15) that normally do an excellent
job of determining the right exposure. In order to handle the cases where the light meter
is wrong, it is important to understand what this simple device does and especially what
it cannot do.

The light meter in the camera does not “see” the scene the way we see it. All it
sees is light coming from various regions in the scene, and the best assumption it can
make is that this is a typical scene, one that reflects 18% of the light that strikes it. If
the scene is dark, it sends little light into the camera. The light meter always assumes
that the scene is 18% gray, so it concludes that this little light would result in a too-dark
image. It therefore adjusts the exposure to let in more light. If the scene is very bright,
the meter may adjust the exposure to let in less light. In either case. the final image is
very often properly exposed.

There are, however, cases where the user needs to use his experience to decide
whether to rely on the light meter or to manually adjust the exposure, a process that is
referred to as exposure compensation. Figure 2.129 shows a typical button used to adjust
exposure compensation in many cameras. Here are two typical examples of photographic
situations that benefit from exposure compensation.

Figure 2.129: Typical Exposure Compensation Control.

In the first example you are trying to shoot a portrait in a dark room, so you place
the subject in front of a bright window. The light meter sees much light coming from the
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window, so it selects an exposure that allows little light into the camera, appropriate for
bright objects. You take the shot and notice that the window and the objects outside it
look fine, but your subject, which is lighted mostly from the back, is completely black
and has become a silhouette. To you, this subject is the important part of the picture,
whereas the window and the outside scene are irrelevant. You therefore need to manually
increase the exposure by setting a positive exposure compensation of one or more stops.
Now the window is too bright (overexposed), but your subject is properly exposed.

The next example is a white bird standing in a meadow with some dark trees
in the background. You are interested in the bird, but the light meter sees mostly the
reflections from the dark meadow and trees, and so selects an exposure that allows much
light, appropriate for dark objects. The meadow and trees are exposed correctly, but
the bird comes out completely white and featureless. Negative exposure compensation
should be used in this case to reduce the exposure by a certain amount. When this is
done, the dark, irrelevant areas are underexposed and have lost some of their details,
while the white bird is now properly exposed.

If a high-end camera is set to the A or Av (aperture priority) mode, then the
exposure compensation mechanism varies the shutter speed. If the camera is set to the
S or Tv (shutter priority) mode, then exposure compensation is done by varying the
aperture. If the camera is set to the M (manual) mode, then the user sets the exposure
manually to the correct value, making sure that the main subject is properly exposed,
and there is no need for exposure compensation. (Remember that when you switch to
manual mode, the exposure is set to what it was the last time you used the manual
mode. The camera does nothing automatically in this mode.)

An interesting feature termed program shift is available in the P (program) mode
of many cameras. This feature, described in Subsection 2.3.3, can be combined with
exposure compensation to provide quick and easy control over exposure in the P mode.
In many situations, the P mode combined with these two features can replace the M
mode and may even be easier and quicker to use. Once a camera owner discovers this
powerful combination of program shift and exposure compensation, they may leave their
camera in the P mode and use it in this way most of the time. See also Exercise 2.14.

Compact cameras handle exposure compensation di↵erently. Such a camera is used
mostly in its automatic mode, where exposure compensation is disabled. To use exposure
compensation, the camera has to be set to its manual mode, where some features can
be controlled. Current compact cameras o↵er exposure compensation in their manual
mode and Figure 2.130 is a typical example. It shows the exposure level indicator of a
small Canon compact camera (see also Figures 4.1 and 5.3). Note the arrows indicating
that the camera is in its manual mode and the exposure compensation is �1.33.

Subsection 2.17 discusses histograms and their interpretation. Figure 2.131 shows
five histograms of a simple image, shot with five levels of exposure compensation. The
image consists of two large white and gray areas and a small black area. The middle
histogram corresponds to EV0 (no exposure compensation). We see three spikes, cor-
responding to the three parts of the image (the leftmost spike, representing the black
area, is small). In the top two histograms, these spikes are shifted to the left, indicating
negative exposure compensations of two stops and one stop. The bottom two histograms
correspond to positive exposure compensations of EV+1 and EV+2, and it is obvious
that there are many overexposed pixels. Figure 2.134 shows similar shifted histograms.
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Figure 2.130: Exposure Compensation in a Compact Camera.

What if the scene you are trying to shoot has very dark and very bright subjects
that are all very important. This is the case of high dynamic range (HDR), the topic of
Section 4.6 and Chapter 5. Beautiful, fully-detailed images can be produced by shooting
several images with various exposures (a bracketed sequence of images) and combining
them by special software on a computer.

2.17 The Histogram

We are used to tones in sound and music (where a tone is a pitch plus its duration),
but images also have tones. The colors or shades of gray of an image are referred to as
its tones. A histogram is a graph of the tonal distribution of an image. Figure 2.132
illustrates the principle. The left part of the figure shows a small 5⇥10 grayscale image.
In the right part of the figure, pixels with the same grayscale have been collected and
placed vertically in a column. There are eight columns of various heights, arranged from
the darkest shade (on the left) to the brightest shade (on the right). They constitute
the histogram of the original image.

Figure 2.132: A Simple Distribution of Grayscales.
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Figure 2.131: Simple Histograms of Exposure Compensation.
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A more accurate histogram should consider all possible grayscales and leave empty
columns for shades that happen to be missing in the image. It is also possible to con-
struct color histograms. By convention, dark tones are placed on the left of a histogram,
so a complete color histogram consists, from left to right, of dark tones, shadows, mid-
tones, and highlights. The leftmost column displays the amount of black pixels and the
rightmost column does the same for white pixels.

⇧ Exercise 2.46: What are the histograms of the images of Figure 2.133?

Figure 2.133: Images For Exercise 2.46.

Generally, there are no good or bad histograms, but those who do image processing
know that histograms without pure black and without pure white are useful, because
image processing software can take a very dark colored pixel and make it brighter or
pick a very bright colored pixel and make it darker, but there is no way to change the
color of a black pixel. The software cannot guess what color to paint it.

Current cameras, even cheap compacts, display the histogram of an image as soon
as it has been processed. This feature is mysterious to many beginners and is ignored by
them, but it is potentially very useful as illustrated by Figure 2.134. The figure shows
the same mountain scene, from left to right, overexposed (too bright), correctly exposed,
and underexposed (too dark). The three histograms are also shown and it is not hard
to see that they are (approximately) shifted versions of each other. Thus, if a picture is
taken under rough conditions, where the photographer cannot clearly see the resulting
image on the screen because of strong glare, constant vibrations, or rough movements,
a quick look at the histogram may be helpful. If the original scene is bright but the
histogram is concentrated on the left, the picture may be underexposed. Similarly, if
the scene is mostly dark but the histogram is concentrated on the right, the picture may
be overexposed. Figure 2.131 shows similar shifted histograms as a result of exposure
compensation.

It is important to compare the histogram to the real scene. A histogram with most
of the pixels on the right does not always indicate wrong exposure. It is possible that
the scene was mostly bright, with only a few dark regions, which resulted in an unusual
histogram. However, experience shows that a histogram with many pure white or many
pure black pixels often indicates wrong exposure. It is best to retake the picture, if at
all possible, but with a di↵erent exposure or under di↵erent lighting conditions, because
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Original DarkBright

Figure 2.134: Shifting a Histogram.

image processing software would be unable to correct these pure colors as mentioned
earlier. In some sense, the histograms in our cameras have replaced the old, hand-held
light meters of the past because a histogram provides much information that the light
meter tries to summarize in a single number.

⇧ Exercise 2.47: What could be another “application” of histograms?

⇧ Exercise 2.48: What can you say about the image whose histogram is shown in Fig-
ure 2.135.

Figure 2.135: An Unusual Histogram.

Image editing software can easily vary the exposure as well as the brightness of an
image, and Figure 2.136 illustrates the di↵erence between those by showing how these
two image manipulations a↵ect the histogram of the image. The top of the figure shows
the original image and its histogram. The left column shows how increasing the exposure
results in clipping the highlights of the image (the right part of the histogram is cut o↵),
while increasing the brightness moves the entire histogram to the right without clipping
any brightness levels.

2.17.1 The Histograms of Various Image Types

A digital image is a rectangular array of dots called pixels, but there are several types
of digital images, and any image processing method may be e↵ective on certain types
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Figure 2.136: E↵ects of Varying Exposure (Left) and Brightness (Right) on the Histogram.
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only. The two main types of digital images are continuous-tone and discrete-tone. They
are also discussed in Section E.2.

A continuous-tone image is an image of a natural scene (as opposed to an image
of artificial objects). This type of image can have many similar colors (or grayscales).
When adjacent pixels di↵er by just one unit, it is hard or even impossible for the eye to
distinguish their colors. As a result, such an image may contain areas with colors that
seem to vary continuously as the eye moves across the area. The intensity value distri-
bution of a continuous-tone image is generally smooth, resulting in a smooth histogram.
There are no gaps and spikes may be rare.

Figure 2.137 shows the histogram of a typical grayscale continuous-tone image. On
the left, the image had 256 shades of gray and the histogram is continuous. Reducing
the dynamic range of the image (the number of gray levels) first to 64 and then to 16,
results in fractured histograms that consist mostly of gaps.

Figure 2.137: E↵ects of Number of Shades of Gray on Histograms.

In contrast, a discrete-tone image image (sometimes referred to as a graphical image
or a synthetic image) is an image of an artificial object such as a building, a machine, a
page of text, a chart, a cartoon, or the contents of a computer screen. A discrete-tone
image may contain few colors or many colors, but it does not have the noise and blurring
of a natural image.

Figure 2.138 illustrates how varying the contrast of an image a↵ects its histogram.
Part (a) of the figure shows the histogram of an image which consists mostly of midtones.
Increasing the contrast in part (b) of the figure spreads the histogram, a process that
introduces gaps in it. Reducing the contrast in part (c) squeezes the histogram, which
introduces spikes.

2.17.2 Logarithmic Histograms

Most histograms are linear. If an image consists of 256 shades of gray, then its histogram
consists of 256 columns or bins, each for a shade of gray. Also, the height of each
histogram column is linear. A column for 2,000 pixels of gray level a is twice as long as
a column for 1,000 pixels of gray shade b. Sometimes, it is preferable to have logarithmic
histograms and they can be horizontal or vertical. Figure 2.139 shows the principle of
a horizontal logarithmic histogram. The top part of the figure shows how the 65,536
gray shades of an image are distributed linearly over the histogram’s columns, while the
bottom part shows how these columns are shifted to the right in order to correspond to
f-stop values. The right half of the original histogram now occupies the column labeled
0EV (the highest f-stop). The next 1/4 of the original histogram now occupies the next
column, �1EV (the next f-stop), and so on.
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(a) (b) (c)

Figure 2.138: E↵ects of High and Low Contrasts on Histograms.

0EV−1EV−2EV−3EV−4EV−5EV−6EV−7EV

0 65,535

Figure 2.139: A Horizontal Logarithmic Histogram.
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The result is a histogram with a logarithmic luminosity scale, which makes sense if
we assume that the eye behaves as a logarithmic light sensor.

High-end cameras can save their images in JPEG, in raw, or in both formats (Fig-
ure 2.88). Regardless of how the images are saved, the histograms displayed on the LCD
screen are always those of the JPEG image. This is because a JPEG histogram uses
equal numbers of levels for each stop, while a raw histogram is based on a doubling (i.e.,
on a stop) scale. Recall that the term stop means to double or to halve. Now imagine
a raw file where each color has 1,024 tone levels. Half the levels (512) are used by the
brightest stop, one-quarter (256) are used by the next brightest stop, and so on until
only two tone levels remain for the 10th, darkest stop, which is 1024 times darker than
the brightest stop. However, in an “average” image only a small fraction of the pixels
are normally the brightest. Thus, a raw histogram would devote its right-hand half to
the (small) brightest part of the image, and most of the pixels would be represented in
the leftmost part of the histogram, which would then be very unrepresentative of the
image as a whole.

A histogram can also be vertically logarithmic. Imagine a picture taken in a dark
night, with dark objects and a small bright moon. The histogram of this image would
have very tall columns in its left (dark) side and very short columns in its right (bright)
side. If the image consists of 16 Mpixels and 256 gray levels, then a column on the
left may correspond to several million pixels, while a column on the right side may
correspond to only a few hundred pixels and may be too short to see.

Given such a histogram, we may want to transform the heights of its columns such
that short columns would get much bigger, long columns would grow only a little, and
the tallest column would stay the same. A logarithm may be a good basis for such a
transform. Given two histogram columns, one with 107 = 10 million pixels and the other
with only 102 = 100 pixels, the ratio of their lengths is 105 = 100,000, but the ratio of
their logarithms is only 7/2 = 3.5, much more reasonable. Here are the simple steps of
such a transform.

Compute new heights for all the columns. If a column is empty, its height should
be zero. Otherwise, its new height h becomes its base-10 logarithm.

Scale all the column heights such that the histogram will have the desired height.
If the tallest column is a units high and the histogram should be b units high, then
multiply the height h of each column by b/a.

Figure 2.140 illustrates such a transform and shows both the linear and vertically-
logarithmic shapes of a histogram.

2.17.3 Computing a Histogram

How is a histogram computed? Most photographers don’t worry about the details and
simply use image processing software to compute and display the histogram of an image,
but this section explains how this is done.

We start with a grayscale image. If each image pixel occupies one byte, then pixel
values are 8-bit integers and range from 0 to 255. To compute the histogram of such
an image, the software has to construct an array with 256 locations and scan the image
pixels. If the value of a pixel is p, then array location p is incremented by 1. (We
assume that the array is indexed from 0 to 255. If array indexing starts at 1, then array
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Linear histogram

Logarithmic histogram

Figure 2.140: A Vertical Logarithmic Histogram.

location p + 1 should be incremented by 1.) Each array location must be big enough to
accommodate very large counts, since current images can have more than 20 Mpixels.
Normally, three bytes (24 bits) are enough to serve as an array location, because counts
up to 224 ⇡ 16.7 million may be stored in a 3-byte variable.

What if each image pixel occupies 14 bits? The number of gray levels in such a case
is 214 = 16, 384. It is possible to construct an array of 16,384 three-byte locations, but
it is pointless to display a histogram with more than 256 intensities. Thus, the natural
solution is to partition the interval [0, 16,383] into 256 equal-size intervals (or bins) of
length 214/28 = 26 = 64 gray levels each, count the number of pixels in each, and
use them to display the 256 histogram bins. This approach is often termed “binning,”
because the histogram’s counters can be viewed as bins.

In general, given b-bit pixels, the number of gray levels is 2b, which is partitioned
into 256 equal-size intervals of length 2b/256 = 2b�8 each. Given an image pixel with
gray level K, its index j is first computed by

j =
�

K

2b�8

⌫
=

�
256K

2b

⌫
,

and bin j of the histogram is incremented by 1.
Currently, grayscale images are the minority and the vast majority of digital images

are in color. The first step in computing the histogram of a color image is to separate
the three color components and compute the histogram of each as if it were a grayscale
image. The RGB histogram of the entire color image is then computed as the average
of the three. The luminance histogram hLUM (sometimes also referred to as luminosity
histogram) of the image is also useful and is computed as a weighted average of the three
component histograms with certain weights assigned to the histograms of the red, green,
and blue color components. Two methods used to determined the weights are mentioned
here. (1) Color encoding in analog television, in both the North American NTSC and
the European PAL systems, is based on the YUV color space and it computes the Y
(luminance) component as the weighted sum

Y = 0.299R + 0.587G + 0.114B.

(2) ITU, the International Telecommunications Union (see reference [ITU709 98]) rec-
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ommends the weights 0.2125, 0.7154, and 0.072, respectively.
High-end image processing software often computes and displays at least five di↵er-

ent histograms of a color image, the RGB, luminance, and the histograms of the three
color components of the image. Figure 2.141 shows an example. The image (the Grand
Palace, Bangkok) has an unusual color scheme (lots of red, yellow, and black) and its
luminance histogram is shown at the top-right of the figure. The three color components
are shown below with their histograms hR, hG, and hB, and it is obvious that there isn’t
much blue in the image.

h
LUM

h
R

h
G

h
B

Red Green Blue

Figure 2.141: Histograms of an RGB Color Image.

The three histograms make it clear that the green component is simply part of
the yellow pixels (the other part is red), the blue component consists mostly of dark
shades, while the red component is mostly bright. The luminance histogram, on the
other hand, is di↵erent. It features three spikes, two at its extreme ends (corresponding
to very bright and very dark luminances) and one at the 80% point. Experienced users
can learn much from the four histograms, and have long noticed that the luminance
histogram of an image tends to be di↵erent from the three component histograms. The
histograms provide information on the lighting, contrast, dynamic range, and saturation
of the image, but they do not tell the user anything about the distribution of the actual
colors in the image. Consider, for example, a case where hR(100) = 123. This item
of information tells us only that there are 123 pixels whose red component equals 100.
Nothing is known about the green and blue components of those pixels, and the other
histograms cannot give us this information because the locations of the 123 pixels are
unknown.

Even if we know that hG(100) = 123 and hB(100) = 123, we still don’t know
anything about those 123 pixels, and in fact, the three component histograms may refer
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to di↵erent groups of 123 pixels. All that we can say for sure is that there are at most
123 pixels whose color is (100, 100, 100), but there may be fewer and there may also be
none. This is another example of the non-invertability of histograms. A histogram may
be bigger than the original image, but it cannot serve to restore the image. Also, it is
not rare to find two completely di↵erent images whose histograms are very similar.

An important measure, derived from the basic histogram, is the cumulative his-
togram. This quantity is used in several common image processing operations, most
notably histogram equalization (Page 853). Given an image with M columns and N
rows, and a histogram with bins h(j), where 0  j  K � 1, its cumulative histogram
H(i) is defined as the sum

H(i) =
iX

j=0

h(j).

As index i varies from 0 to K � 1, H(i) gets bigger (it is a monotonically increasing
function of i) and its maximum value is

H(K � 1) =
K�1X
j=0

h(j) = M · N, (2.12)

that is, the total number of pixels in the image.
Figures 2.143 through 2.147 show many sample histograms, the first five of which are

simple. The comments point out the dominant and unusual features of these histograms.
An important feature that occurs several times in the histograms is high green and red
peaks. The combination of these two colors creates the yellow and golden hues found in
the corresponding images. Notice that even though it is impossible to guess an image
from its histogram, it is possible to guess the rough shape of a histogram by looking at
an image.

⇧ Exercise 2.49: What are the histograms of (1) an image consisting of black-and-white
random pixels and (2) a square that varies continuously from black on the left to white
on the right.

A photograph is usually looked at—seldom looked into.
—Ansel Adams
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Red and Green

The two colors red and green play an important role in our culture. They have
many opposing meanings and have been wired so deeply into our subconsciousness that
we are often more aware of their meanings than of their hues. Perhaps the most common
example of their use are the “go” and “stop” tra�c lights, but Table 2.142 lists a few
more examples illustrating how common these hues are.

Green Red
Accept Reject
Agree Disagree

Complete Incomplete
Yes No
On O↵
Up Down

Add Remove
Good Bad
High Low

Succeed Fail
Opened Closed
Online O✏ine

Save Cancel
Available Unavailable

Credit Debt
Positive Negative

Like Dislike

Table 2.142: Red and Green.

Nice sari, but nothing special. She aways wears Banarsi silk. Red tonight. Last year
it was green. Stop and go.

—Vikram Seth, A Suitable Boy, 1993.

2.18 Lenses

Section 1.12 discusses lenses and their optical properties. In this section, we talk about
a few basic features of lenses that every photographer ought to know. To an optician or
a scientist, the focal length of a lens is the distance between the center of the lens and
its focus point, the point to which the lens sends the rays of light that arrive parallel to
its axis. However, to a photographer, the focal length is better defined as the distance
between the lens’s optical center and the image sensor, when the lens focused at infinity.

Figure 2.148 illustrates the di↵erence between the focusing plane (f in the figure)
and the focus point F. In part (a) of the figure the object is close to the lens, which
is why its focusing plane f is far behind the focus plane F. In part (b), the object has
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25 colors

White to black gradient

Four shades of gray

A single grayscale

Several color gradients

Figure 2.143: Typical Histograms.
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Lots of bright red

Fairly flat, but slightly more bright tones

Midtones dominate

Mostly dark

Dark and midtones, no pure white

Figure 2.144: Typical Histograms.
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Histogram peaks correspond to sky,
mountains, and green hills.

Bright green peak and very bright red
peak create the dark golden background.

A mixture of all colors. Notice the white
and black histogram peaks.

Mostly dark colors and a single narrow
peak at 40% gray. No pure black.

Mediums, highlights, but no white.

Figure 2.145: Sample Histograms.



2 Digital Cameras 421

Very bright red and dark blue tones with
a blue spike at 70% gray.

The bright blue peak is the sky and
water. The green and red are the golden
tones on the left.

Again, green and red result in yellow.

Bright blue and medium red tones.

Unusual narrow histogram. Neither bright
nor dark tones.

Figure 2.146: Sample Histograms.
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Only very bright and very dark tones.
Unusual!

Few midtones.

Bright green and red make gold-yellow
tones.

Green and red dominate.

Mostly highlights, but no pure white.

Figure 2.147: Sample Histograms.
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been moved away, and it is obvious that the focusing plane has moved close to the focus
plane. When the object is at infinity, the focusing plane f passes through the focus point
F.

(a)

F

f

(b)

x

F

f

Figure 2.148: Focal Point F and Focusing Plane f.

The first important fact about lenses is the relation between the lens focal length
and its angle of view (sometimes referred to as field of view, FOV). Even beginners know
that a short-focal-length lens corresponds to a wide angle of view, while a lens with a
large focal length is telephoto; it sees a small region of the scene and it brings this region
closer, like a telescope. Figure 2.149 shows why this is true. Part (a) of the figure shows
a lens with a short focal length and two objects, a large red arrow and a small blue
arrow on the left side of the lens. Both objects are projected upside-down on the right
side of the lens, and it is obvious that there is a big di↵erence between the projections.
The blue arrow is much smaller than the red arrow.

(a) (b)

Figure 2.149: Focal Length and Angle of View.
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In part (b) of the figure we see the same arrows, separated by the same distance,
and located on the left of a long focal-length lens. This time, the di↵erence between
their (upside-down) projections is much smaller. It is as if the red arrow (the original,
not the projection) has been moved slightly toward the lens, but the blue arrow has
been moved much more, so its projection is bigger, creating a telescopic e↵ect.

To telescope: To force together, one into another. To shorten or condense. To com-
press.

Thus, the field of view (FOV) of a lens, which is measured as an angle of view,
depends on the lens focal length, but it also depends on the sensor size. Figure 2.150
illustrates this dependence. On the left we see an image projected on a large sensor by
a certain lens. The image fills up the entire sensor. On the right, the same lens projects
the same image on a smaller sensor. The entire sensor area is filled with an image, but
this image is a cropped version of the original. By replacing the sensor we have reduced
the angle of view, even though the same lens is used in both cases.

Same lens

Large sensor Small sensor

Figure 2.150: Sensor Size and Angle of View.

Figure 2.151 illustrates the relation between the focal length F of a lens and its
angle of view ↵, given a sensor of size d. We start with a scene that precisely fills up
the sensor. Elementary trigonometry provides the relation

d/2
f

= tan(↵/2), or ↵ = 2arctan (d/2f), (2.13)

where f is the distance between the lens and the focus plane. (Recall that the focus
plane is normally located behind the focal plane. It is identical to the focal plane only
when the object is at infinity.) If we denote the magnification factor of the lens by M ,
then f = F (1 + M).

Example. The width, height, and diagonal of a 35 mm film or a full-frame sensor
are 36, 24, and 43.3 mm, respectively. Given these dimensions, Equation (2.13) yields
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F

d

f

α
Scene

Figure 2.151: Focal Length and Angle of View.

the horizontal, vertical, and diagonal angles of view as follows:

↵h = 2arctan
h

2f
= 2arctan

36
2 · 50

⇡ 39.6�,

↵v = 2arctan
h

2f
= 2arctan

24
2 · 50

⇡ 27�,

↵d = 2arctan
h

2f
= 2arctan

43.3
2 · 50

⇡ 46.8�.

Notice that Equation (2.13) is nonlinear in f , which is why varying f in equal steps
does not vary ↵ in equal steps. The Mathematica code

d=36.;
Table[{f,2ArcTan[d/(2f)]/Degree },{f,20,200,10}]

produces the nonlinear sequence

{20,83.97},{30,61.93},{40,48.46},{50,39.60},{60,33.40},{70,28.84},{80,25.36},

{90,22.62},{100,20.41},{110,18.59},{120,17.06},{130,15.77},{140,14.65},

{150,13.69},{160,12.84},{170,12.09},{180,11.4212},{190,10.82},{200,10.29}

⇧ Exercise 2.50: In his 2009 book Dear John, Nicholas Sparks wrote “No matter where
it is in the sky. . .No matter where you are in the world. . . the moon is never bigger than
your thumb.” Use Equation (2.13) to prove him right!

The 35 mm equivalent focal length of a lens is another important photographic
term. In 35 mm photography (i.e., a digital camera with a full-frame sensor), a 50 mm
lens is considered normal. Its angle of view is about 40�, similar to what we see with the
naked eye (Section 1.3.3). Shorter focal lengths are considered wide-angle, while longer
focal lengths are telephoto. With smaller sensors, however, the field of view is di↵erent
and depends on the crop factor of the sensor. Thus, the same 50 mm lens on a camera
with a crop-factor-1.6-sensor would feature an angle of view of 40/1.6 = 25�. To obtain
an angle of view of 40� with a crop factor 1.6 sensor, the lens focal length should be
50/1.6 ⇡ 31 mm. We say that the 35 mm equivalent of this lens (when used with this
sensor) is 50 mm.
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⇧ Exercise 2.51: Why is 35 mm photography used as a standard. Is there anything
inherently important about it?

⇧ Exercise 2.52: The field of view (FOV) of a lens, which is measured as an angle of view
(AoV), depends on the lens focal length f and on the sensor size d. (The sensot’s crop
factor may be used instead of d.) With this in mind, why not use the single quantity
↵ (angle of view) instead of the focal length f and the sensor size d. A photographer
would then say “this beautiful lake view was taken with a 47� AoV,” instead of specifying
a focal length of 50 mm and sensor diagonal of 43.3 mm. After all, it is the AoV or,
alternatively, the field of view (FOV), that is important to the viewer, not the individual
values of f and d. Ask your photographers friends and colleagues to comment on this
claim.

A wide-angle lens is appropriate for wide images that should include as much of the
scene as possible. A telephoto lens is used to capture details of distant objects such as a
belfry or a free wild animal. However, telephoto lenses have another useful application,
namely fast-action sports. Imagine a sprint competition, where the participants run at
maximum speed. Clearly, an ideal lens for such a situation is one that would enable
the photographer to take many shots of a runner, in the hope that at least one would
capture the right combination of speed, background, and the runner’s facial features.

A reminder: The following rule for great photographs, also mentioned in the Intro-
duction, is one that photographers learn from experience: “Do not expect to nail it the
first time.” Our cameras can take bursts of shots and this feature is especially handy
when the subject is moving fast.

So what lens gives the photographer time to take a long burst of shots? A telephoto
lens, as illustrated in Figure 2.152. We (somewhat arbitrarily) assume that an ideal burst
can be taken from the moment the subject occupies half the viewfinder (because earlier
he is too small) until he fills up the entire viewfinder. In a wide-angle lens, this interval
is short, which is why sport photographers tend to employ large telephoto lenses in sport
events that involve fast movements.

Figure 2.152: The Use of a Telephoto Lens in Sport.
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The Famous f/0.7 Zeiss Lens

The Carl Zeiss Planar 50mm f/0.7 lens is one of the fastest lenses in the
history of photography. The lens was designed and made specifically for the
NASA Apollo lunar program to capture the dark side of the Moon in 1966.
Only 10 such lenses were made. One was kept by Carl Zeiss, six were sold to
NASA, and three were grabbed by Stanley Kubrick.

Kubrick used these lenses to shoot the, by now classic, candlelight scenes in
his film Barry Lyndon, which allowed him to shoot scenes lit only by candlelight.

2.19 Macro Photography

Section 1.15 explains that macro photography is the practice of shooting life-size images.
The dictionary defines the term “macro” as (1) excessively developed, large, thick, (2)
of or involving large quantities, and (3) gross. It is unclear how the term macro photog-
raphy came to be used, because this area of photography is not excessively developed,
it does not involve large quantities, and neither is it gross. The idea is to use a special
lens and to get so close to the subject that the image on the sensor has the size of the
subject. The image sensor of a camera, even a large full-frame sensor, is small, which is
why macro photography makes sense for small subjects, such as insects (it now occurs
to me that some people may consider insects gross). These days, the term macro pho-
tography covers any situation where the camera is held very close to the subject or to a
small part of it.

The notation “image:subject” is used to indicate the size relationship between the
subject and its image on the sensor. Thus, 1:8 means the subject is eight times the size
of the image on the sensor, while 1:1 implies subject and image of the same size (often
considered true macro), and 2:1 means the image size on the sensor is twice the actual
size of the subject (i.e., magnification).

Camera and lens makers make special macro lenses, most of which are prime (i.e.,
not zoom) and can also be used for routine photographic work. Specialized macro lenses
may have magnifications that vary from 1:1 to 5:1, but such a lens cannot normally
reach below 1:1 and is useful only for macro photography. Macro lenses also tend to be
sharp and have less field curvature, but they are generally expensive.

The following subjects are natural candidates for macro photography:

Stationary water droplets. These objects are small and shiny. They reflect, absorb,
and refract light, which makes them ideal candidates for beautiful lighting e↵ects. A
misting spray can easily produce many water droplets lying on a grass leaf or hanging
under a small twig.

Insects. These small creatures feature complex structures that respond di↵erently
to light. The various parts of ants, grasshoppers, bees, and other insects absorb light of
di↵erent wavelengths. Thus, background light penetrates the various body parts of an
insect di↵erently, resulting in di↵erent colors.

Flowers. Flowers are ideal subjects for macro photography because they are delicate
and colorful.
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Splashing water or milk. Small droplets of these liquids can produce spectacular
images when they are caught streaming up, falling down, colliding with each other or
with other objects.

Fruit parts. Many fruits have textures and colors (both inside and outside) that
may result in delicate patterns when shot close up.

Drops of food coloring suspended in oil. See reference [macro youtube 18].
Experienced macro photographers are happy to o↵er the following bits of advice to

anyone interested:
As the lens gets closer to the subject, the DOF becomes shallower. In macro pho-

tography, it is common to have DOF ranges of just a few millimeters. The photographer
naturally tries to increase this DOF by selecting small apertures, which often requires
a flash. A di↵user, even a simple one such as a white sheet of paper, can significantly
improve the lighting from the flash. Beginners should start with a fairly fast shutter
speed, such as 250, and gradually try lower speeds, where the fast movements of insect
wings and the slow trembling of plants in the wind, become visible.

Focusing is a problem because of the short distances and the extremely narrow
DOF. (The latter is explained by Equations (2.4) and (2.5) and Figure 2.50.) The
photographer learns quickly that the best way to focus on a small object located very
close to the lens is to keep the focusing ring static, and move the camera back and forth,
looking at the object, until sharp focusing is achieved. Avoid automatic focusing and
leave your tripod at home. The smallest vibration of the subject, sometimes due to the
photographer’s breathing, may result in a blurry image.

A slightly expensive, but much more accurate way to precisely focus and frame
small objects that are very close to the camera is the macro rail (Figure 2.153). Once a
camera is placed on this small device, it can be moved back and forth very accurately
simply by turning a knob.

As is normal in photography, most of the resulting images are later discarded, but
the few remaining ones may be judged good, very good, or even excellent by both
the photographer and his peers. An advice sometimes given by experienced macro
photographers is to start by shooting at low magnifications and then to get closer to the
subject for larger magnifications. The reason is that at a lower magnification, more of
the objects surrounding the main subject are visible and they may add to the impact of
the image.

Many macro photographs of flowers look especially attractive because of the many
small beads of water on the petals. This e↵ect can be achieved by going out in the early
morning and finding the right flowers with the right drops of dew on them. However, an
easier, albeit artificial, way of getting beads of water on petals is to use glycerin. Place
a mixture of three parts of water and one part glycerin in a spray bottle, and spray
the petals lightly. A little experimentation would show you the right amount of spray
needed to achieve the e↵ect of water beads on leaves. As an added bonus, you will find
that these artificial beads last longer than the natural ones, which gives you the extra
time you need to try several macro shots with various exposures. Just make sure you
don’t get the glycerin/water mixture in your eyes.

The first 10 images of Figure 2.154 are good examples of macro photography.
Close-up photography is a close relative of macro photography. A close-up image is
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Figure 2.153: Macro Rails.

one taken with the subject close to the camera. It creates the feeling that the subject is
framed by the image rather than by the background. The aims of a close-up are detail
and a feeling of closeness. These are normally achieved by getting very close the subject,
typically less than meter away. However, close-ups can also be obtained with a telephoto
lens, as long as the subject fills up the frame and the background is minimal. In contrast
with close-up, which aims at closeness and detail, macro photography aims to show the
subject at life size or bigger. The last two images of Figure 2.154 are close-ups.

2.19.1 Lens Reversal

Macro photography is popular, but macro lenses are expensive. This section shows how
a simple “trick of the trade” can save most of this expense. The idea is to obtain a
macro lens by simply mounting an existing lens on the camera in reverse. In principle,
all you need to do is take the lens o↵ your camera, turn it around, and hold it in front
of the camera. It now acts as a macro lens and produces true macro magnification.
Wide-angle lenses produce greater macro magnification.

Naturally, it is impractical to hold the camera with one hand and the lens with
the other hand and hope to have full control of the equipment. Also, if the lens is not
mounted properly on the camera, light may leak between them and ruin the photo. This
is why the lens reversal method discussed here works best with an adapter that makes
it quick and easy to amount the lens in reverse. A typical lens has a lens mount in the
back and a thread for filters in the front. A lens reversal adapter is a thin plastic ring
that has a thread on one side (for the lens) and the right type of lens mount on the
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Courtesy of aaron burden
unsplash.com

Courtesy of boris smokrovic
unsplash.com

Courtesy of dilyara garifullina
unsplash.com

Courtesy of jono hislop
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Courtesy of gil
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Figure 2.154: Macro Photography Examples 1 of 2.
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Figure 2.154: Macro and Close-Up Photography Examples 2 of 2.
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other side (for the camera). There are no electric contacts.
A lens mount is an interface to securely attach a lens to a camera body. The mount

also provides contacts for electronic communication between the lens and camera (the
green arrow in Figure 2.155). This is how the camera can focus an interchangeable
lens and set the aperture. Unfortunately, camera makers use di↵erent standards and
techniques for their lens mounts, resulting in incompatibility between lenses and cameras
from di↵erent manufacturers. Here are a few words about lens mounts.

Courtesy of sharegrid
unsplash.com

Courtesy of danny feng
unsplash.com

Figure 2.155: Lens Mounts.

Old lenses generally used either thread or breech-lock mounts. The former is sturdy
but takes several seconds to mount or remove the lens. The latter is similar to a bayonet
mount, but also includes a ring on the lens to tighten the lens onto the camera body
with friction. Modern lens mounts are variations of the concept of bayonet. The lens is
placed on the camera opening in a proper orientation (indicated on the lens and on the
body with dots; see the red arrow in Figure 2.155) and is then secured by rotating or
twisting it until it feels locked in place. To unmount a lens, the user pushes a button on
the camera and simultaneously twists the lens in the reverse direction.

An important side e↵ect of a lens reversal adapter is the loss of aperture and focus
control, because the electrical contacts that transmit these controls are now at the front
of the lens. To achieve focus, the user has to move the camera closer to the scene and
back again until the most important subjects in the scene are in focus. Exposure must
be manual and is indicated by the light meter.

Auto mode, program mode, and aperture priority modes do not work with lens
reversal. Shutter priority mode may work, but the best choice for a reversed lens is
manual mode. Because the short distance between lens and subject, there is often very
little light. Also, a reversed lens transmits less light in the reverse direction, which also
translates to less light.

Normally, with the lens in its normal orientation, the aperture is wide open while
focusing, and it momentarily closes down when the shutter release is pressed. With a
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reversed lens, the aperture is stuck open, resulting in a shallow DOF. In macro photog-
raphy, the DOF is shallow to begin with, which is why it is important for the user to
know the precise DOF and to be able to control it. Many cameras have a DOF preview
button that will close down the aperture to its required size and will show the user the
actual DOF. In the case of lens reversal, the aperture can still be set manually, and
clever pros have developed the following two methods.

Method 1, for cameras with a DOF preview button. Old lenses often have an
aperture ring on the lens, and in such a case, the user can adjust the aperture manually,
to achieve a larger DOF. With newer lenses, the aperture can be adjusted only by
the camera, through the electrical contacts, which is why the aperture is stuck fully
open when the lens is reversed. However, there is a workaround for this case. Set the
camera to aperture priority mode and dial the aperture that you want. Let’s denote
this aperture value by A. Notice that the iris (diaphragm) itself stays open. Now press
the DOF preview button to actually bring the iris down to A, hold the button pressed,
and take the lens o↵ the camera while this button is still pressed. The lens stays at
aperture A and can now be mounted in reverse. To take the picture, switch to manual
mode, set the aperture to A (this is just for the light meter), and use the light meter
to set the shutter speed and ISO to the correct values. This trick of the trade can get
the user into a problem if A is a very small aperture, allowing only a little light into the
camera. There may not be enough light to focus. Also, the correct shutter speed in this
case may be slow, requiring a tripod. A common solution is to bring in more light, if at
all possible, from windows or lamps.

Method 2, for cameras without a DOF preview button. Set the shutter speed to B
(bulb). In some cameras, this can be done with the mode control. In others, the camera
should be set to the shutter priority mode, where the list of shutter speeds should have
a B setting. When set to the bulb mode, the shutter stays opens as long as the shutter
release is pressed. Now set the aperture to the value you want and press the shutter
release. The camera closes the iris to this value and starts an exposure (an exposure
that is a side e↵ect and will be deleted). While still pressing the shutter release, the
user has to quickly remove the lens. This is tricky and requires agility and practice. The
separated lens keeps the correct aperture, and it can now be attached to the camera
in reverse. When done with the macro shots, the lens should be removed, rotated, and
attached normally, which would then fully open the iris.

Section 1.15 explains how the minimum focusing distance of a macro lens can be
further shrunk by using an extension tube. This useful accessory is a short tube that
has lens mounts on both ends and can be attached to the camera as if it were a lens.
There are no electrical contacts and no lenses in the tube. Such tubes can also be used
with a reversed lens. The lens is detached from the camera, the tube is attached instead
of the lens, and the lens is reversed and is attached to the tube as if the tube was the
camera. A downside of extension tubes is that they present the incoming light with a
long path and therefore result in less light reaching the sensor.

The technique of lens reversal can be extended to combining two lenses. Recall that
a telephoto lens brings the scene closer. We can therefore combine such a lens with a
normal lens to end up with a very short focusing distance. We take a telephoto lens and
attach it to the camera normally. Now we need to attach a normal lens (focal length
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about 50 mm) in reverse to the telephoto lens. For this, we need another adapter, a
coupler ring, that has threads on both sides. They should fit the threads on the two
lenses both in size and gender. Thus, for example, a coupler ring may have a 77 mm
male thread to attach it to the telephoto lens and a 72 mm male thread on the other
end, to attach it to the normal lens. If the precise coupler ring is not available or is not
made, a combination of a coupler ring and a step-up or step-down ring may do the job.

With two lenses there is also the question of setting the correct exposure. The first
step is to set the aperture of the normal lens to a value A as described earlier and remove
this lens from the camera. The two lenses are then mounted together and it is easy to
see that the camera can control only the telephoto lens. The camera should be set to the
aperture priority mode, the aperture of the telephoto lens should be set to fully open,
and the shutter speed and ISO should be set as indicated by the light meter.

A disclaimer. The rings discussed here are normally thin and may easily break
under rough treatment. It is also very easy to break the thread if a lens is inserted
crooked into the ring. Treat your equipment carefully!

2.20 Accessories

Once you own a camera and a lens and start using them, you may get tired of them
quickly or you may decide that you like photography and you continue to take pictures.
In the latter case, you will find that you need accessories to help you in your hobby, and
your collection of photographic accessories will start growing. This section covers the
most important accessories namely, lens hoods, camera grips, LCD viewfinders, tripods,
and monopods, but there are many more useful accessories and some may be included
in future editions of this book.

2.20.1 Hoods

A hood is a lens accessory used to block light coming from flare zones from entering the
lens and causing lens flares. Figure 2.156 shows (1) a lens with a hood, (2) an e↵ect of
lens flares, (3) how flares, which often have the shape of the aperture, can be caused by
spurious rays of light that are reflected and refracted between lens elements and end up
hitting the sensor, and (4) the flare zones of a lens.

The figure shows that areas behind the camera do not send any light into the lens
and so do not cause lens flares. Light that reaches the lens from the cone of view may
cause lens flares that cannot be avoided because this light is needed. It is the light from
the two flare zones between the back and the cone that is blocked by the lens hood.

Part (4) of Figure 2.156 explains why lens hoods for telephoto lenses are so long.
Because of the narrow cone-of-view of such a lens, its flare zones are very wide and
require a long hood to block them.

Sometimes, a hood may block the light from the camera flash (especially a built-in
flash), and so has to be removed or retracted when a flash is needed.

⇧ Exercise 2.53: Why are many lens hoods shaped like a flower or like petals?

⇧ Exercise 2.54: What could be another “use” for a lens hood?
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Figure 2.156: Lens Hood and Flare Zones.

2.20.2 Vertical grips

A camera vertical grip, also known as a bracket or a battery grip (Figure 2.157) is a pho-
tographic accessory that adds a vertical grip with an extra shutter release to the camera
and can also hold multiple batteries. The grip is perhaps the least understood and most
neglected camera accessory. That said, it has a number of important advantages and
should be considered by any serious photographer.

Here is a list of the chief advantages provided by a grip.

It improves camera ergonomics. Most large cameras have a built-in grip on the
right side. It helps the user grip the camera and also serves as storage for the batteries.
Attaching a vertical grip adds similar advantages. It helps the user to grip the cam-
era vertically (common in sports photography), it provides easy access to buttons and
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Figure 2.157: External Vertical Grips.

controls when the camera is vertical, and it also serves as storage for extra batteries.
In addition, those with large hands often have trouble holding a small camera and may
benefit from an external grip.

A grip is also useful when long or heavy lenses are used. A light camera with a
weighty lens creates a balancing problem, especially in long shooting sessions, and the
extra weight of a battery grip can act as a counterbalance, which some photographers
claim can make it easier to maintain a steady shot.

It extends battery life. Most vertical grips can hold two batteries and can at least
double the battery life. This is especially handy when shooting continuously for several
hours, as is common in sports and wedding photography.

It keeps you steadier in the field. The better you grip your camera, the steadier
your shots become. This may prove crucial in field photography, where the photographer
must stay safely in a moving vehicle, away from dangerous animals.

A grip makes it easy to swap batteries. This advantage becomes obvious when the
camera is on a tripod. With a vertical grip, it is easy to swap batteries without having
to take the camera o↵ the tripod.

It makes you look like a professional. A battery grip adds to the size and bulk of a
camera, and it is well known (and not a joke) that customers often judge a photographer
by the size and quantity of his equipment.

2.20.3 The LCD viewfinder

Every photographer, even a beginner, knows that size and weight of photographic equip-
ment are important factors. The weight of cameras and accessories has been mentioned
many times in this book, see item “heavy photographic gear” in the index. Today (2019)
there are quite a few small, lightweight cameras that feature large sensors, interchange-
able lenses, and high quality all round, but some are missing an important feature, a
viewfinder. The Panasonic Lumix DMC-GM1, Figure 3.18, is a good example. Natu-
rally, the LCD screen of such a camera can act as a viewfinder, except under conditions
of bright sunlight, where the user discovers that the LCD screen is simply not bright
enough.
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Fortunately, several clever makers of photographic equipment have come up with
a simple, inexpensive solution, the LCD viewfinder. This device consists of a square
tube whose large end attaches to the screen and its small end has a lens acting as an
eyepiece, to magnify the image on the screen. There is often an adjustable diopter to
fit the LCD viewfinder to the individual eyesight of the user. Suddenly, the camera
screen has become a large, bright viewfinder. These useful devices (Figure 2.158) come
in several sizes to fit various screens, but the user may quickly discover that one LCD
viewfinder fits several screen sizes simply by handholding the device behind the screen.
If the camera is small and light, one hand may su�ce to hold both the camera and the
LCD viewfinder. A tight fit isn’t crucial, and it is easy to see details on the eyepiece of
an LCD viewfinder even if some light leaks between it and the screen. Thus, this simple,
inexpensive device can turn your small, lightweight camera into a professional tool.

Figure 2.158: LCD viewfinders.

Some LCD viewfinders attach to the screen with a sticky tape or an elastic band,
while others connect magnetically. More expensive models feature a plate on the bottom
that can screw into the camera’s tripod mount.

A word of caution. An LCD viewfinder that attaches magnetically may confuse
certain cameras with articulating screens into thinking that the screen has been rotated.
In such a case, the camera flips the image on the screen, thereby confusing the viewer.

A short, clear reference for LCD viewfinders is the video [MarkusPix1 19] by Markus
Rothkranz.

2.20.4 Remote shutter release

This popular accessory, also referred to as a cable release (Figure 2.159) is a simple
solution in many situations where vibrations are common. In its simplest form, this
device is a pushbutton connected to a cable that plugs into the camera. It may also
have a switch for long exposures. A more sophisticated remote shutter release may have a
timer, an intervalometer, and a delay timer, to provide the user with more photographic
opportunities. A wireless remote solves the problem of dangling cables.

A basic wireless remote fires a camera with a beam of infrared light. It can work
only with certain cameras and its range is typically 16’ (4.8m). Such a remote may
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Figure 2.159: Remote Shutter Releases.

either fire instantly, or the user may choose one of several delays. A radio remote has a
range of hundreds of feet and can also fire a remote flash in addition to triggering the
camera. Such a device may also o↵er several channels (frequencies) to eliminate false
triggering when several identical radio remotes happen to be around.

⇧ Exercise 2.55: Describe a situation where the photographer wants one radio remote
to trigger several cameras simultaneously.

As with everything else in our world of electronics and computers, things progress
very rapidly and new ideas, devices, and software appear all the time. The Pluto Trigger
described here is an example of what is available now (in late 2018) and what we can
expect in the near future in the way of remote shutter triggers.

Pluto Trigger, available from plutotrigger.com, is a high-speed smart camera
trigger that is controlled by a free iPhone/Android app over Bluetooth LE (Low Energy).
This trigger can be used for remote shooting, time lapse, high dynamic range (HDR)
photography, video recording, and lightning photography. A camera can do high-speed
photography when triggered by Pluto in response to sound, light, or something breaking
a laser beam aimed at the Pluto Trigger (the laser is included). With the built-in PIR
(passive infrared) sensor, Pluto Trigger can detect animals’ body heat and take photos.
It can also wait for a person to smile and then shoot a photo, or take pictures triggered
by motion or vibration. We have all seen those fancy photos of water droplets colliding
in mid-air. There’s a mode for that too (Droplet Valve required)—24 modes in all.

Pluto Trigger has infrared (IR) remote control capability, which enables it to support
a wide variety of cameras (not just DSLRs). It can also work as a selfie remote for your
iPhone (Pluto Camera required). The app can even calculate depth of field, shutter
speed when using an ND filter, 500 Rule (Page 235) and Sunrise/Sunset Time!

The death of the remote shutter release? The WiFi protocol is now supported by
more and more cameras. The main use of this protocol is to transfer images between
the camera and a computer or a smartphone, but many current cameras have an app
that runs on a smartphone and makes it easy to control certain aspects of the camera
from the phone. Most importantly, the shutter can be triggered from the smartphone,
which eliminates the need for a remote shutter release. Figure 2.160 illustrates one way
to implement such remote control. The top part of the figure shows how the camera asks
the user to switch his smartphone from its current WiFi network to a private, temporary
network named G7-6AB8BE that is created by the camera. Once this is done, the special
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app for the camera is launched on the phone as illustrated by the bottom part of the
figure. This app makes it easy to operate the camera remotely, to shoot still images and
video, to use the GPS of the smartphone in order to geotag images, and also to transfer
images.

Shooting tethered

Shooting tethered is the next step in controlling a camera remotely. The idea is to
connect a camera to your computer with a USB cable and run software that allows you
to control the camera, fully or partially, from the computer. A typical example is the
Canon EOS utility, freely available from Canon for its line of EOS (electronic optical
system) cameras. This software lets the user control every aspect of the EOS camera.
It even displays the view from the viewfinder on the computer’s screen and downloads
an image to the computer as soon as it is shot. The well-known Adobe Lightroom
software has a Tethered Capture item in its File menu that allows the user to specify
a file name and other options for all the images that will be shot in an entire tethered
session. There is no live view of the scene on the computer’s monitor, but any image
is automatically downloaded into the computer after it has been shot, ready for editing
and post-processing.

Tethering is ideal for studio and other indoor shooting sessions, but may be too
cumbersome for outdoor picture taking. The chief advantage of tethering is the large,
live preview on the computer screen. The photographer can look at the screen and
simultaneously at the scene. Any clients, assistants, stylists, and models that may be
present can also see the preview and make comments, suggestions, and decisions. Any
problems and imperfections with focusing, lighting, posing, or composition are immedi-
ately obvious on the large screen and can be corrected before shooting. Much time is
saved on editing and on interacting and collaborating with clients. Other advantages are
(1) the ability to tag, rate, compare, and share images while you shoot and (2) having
an instant backup of any image as soon as it is shot.

2.20.5 Tripods and Monopods

Tripods are a must for the serious photographer. Beginners learn very quickly that
there are many situations where it is impossible to get good pictures without a tripod.
A tripod holds the camera still and therefore provides the following advantages:

It prevents blur from camera vibrations, allowing for slow shutter speeds. Thus, a
tripod combined with a slow shutter speed makes it possible, even easy, to end up with
blurry moving subjects and sharp stationary subjects in the same photo. Similarly, a
tripod and low shutter speed may be an ideal combination for low light situations.

It makes it possible to obtain large DOFs by reducing the aperture and slowing the
shutter speed.

It allows the photographer to shoot from high points (such as the top of a ladder)
and low points (close to the ground), because a good tripod can extend to more than a
person’s height and collapse to just a few centimeters.

It gives the photographer time to think and concentrate on picture composition.
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Figure 2.160: Remote Camera Control with WiFi.
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Figure 2.161: Several Tripods and a Tabletop Monopod.

Many tripods have a center column extension, a simple device that allows the user
to raise the camera a few feet above the top of the tripod. Professional photographers
generally avoid such a tripod, because the higher the camera is raised on it, the less stable
it becomes. I sometimes hear the phrase “if you need the center column extension, you
have bought a short, cheap tripod; get a longer one.” An exception is made for the case
where a flash unit and a light-di↵using umbrella are attached to the tripod, because
stability is not crucial in such a case.

Today there are small tripods, only a few centimeters high, and gorilla-type tripods,
whose legs are flexible and can be wrapped around any objects, to hold the camera stable
in weird places (Figure 2.161). The bottom part of this figure shows two views of the
Manfrotto modopocket tripod. This nifty device is designed especially for small cameras.
It is lightweight, it folds up for low profile when left on the camera, and it is adjustable.
Many users simply keep it permanently hooked to their camera.

High-end tripods often feature interchangeable feet. Rubber feet (for delicate
floors), steel spiked feet (for wet, slippery surfaces such as rock), and all weather (or
all-terrain) feet are available to prevent the tripod from slipping and sliding in rough
terrain and weather situations. It is also possible to place each tripod leg in the hole of
a used CD or DVD. This helps to keep the tripod in place, especially if it has to remain
stable in shallow water.

⇧ Exercise 2.56: What other type of tripod feet may be useful in common situations?

Some critics claim that a tripod should not have a center column because this makes
it impossible to drop the tripod down, very close to the ground. However, in many new
tripods, the center column can be inverted. Simply pull it out all the way and insert
it, upside down, from the bottom. The tripod itself is not low, but the camera hangs
(perhaps upside down) very low, close to the ground (Figure 2.162 left). Also, in some
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tripods, the center column can be pulled out, its housing can then be tilted from its
vertical position, and the column inserted back. The column can now be tilted/rotated
in any direction and can even be horizontal (Figure 2.162 right).

Figure 2.162: Modern Tripods.

For many years, tripod makers strove toward lightweight and stable tripods. Around
2019, however, the popularity of smartphone cameras started changing this trend. Many
new tripods are made specifically for smartphones. Such tripods are made of plastic and
are cheap and lightweight, but not very stable. To compensate for the lack of stability,
such a tripod often comes with a small remote control that serves as a remote shutter
release. The user places the phone on the tripod, composes the picture, and then triggers
the camera by pressing the button on the remote control, without touching the phone
or the tripod.

The Ultra-Shot from glidecam.com is a versatile tool for photographers and videog-
raphers alike. This all-in-one camera accessory has four di↵erent modes to help and
accommodate for any shooting situation.

In the Hi-Hat mode, the Ultra-Shot converts into a small tripod, which allows the
photographer to shoot at ground level, and to position the device at any angle with its
tilting back-and-forth head. The tilting head connects to the Ultra-Shot via a 3/8”-16
screw and has two 1/4”-20 screws, therefore making it compatible with all industry-
standard camcorders and DSLRs.

The shoulder-mount mode allows the user to hold onto the two motocross grips
with the one leg with the EVA foam pad resting on his shoulder.

Quick mode transitions allow the Ultra-Shot to work well in fast-paced environments
such as television, news, documentary work, and many run-and-gun situations.
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When fully extended in its Monopod mode, the Ultra-Shot will stand at 63.6” to
allow working from a higher vantage point. Swinging the grips towards the user and
collapsing the Monopod a bit shorter, it shifts to its stabilizer mode, where the large
rubber hexagonal foot rests against the user’s leg or belt to create a steadier shot.

The only downside of tripods is their weight and bulk, but modern, high-end tripods
are made of lightweight metals and modern carbon compounds. Some professional pho-
tographers claim that a tripod restricts their freedom of composition, because once the
camera is set on the tripod, natural laziness or passiveness prevents the user from mov-
ing it higher or lower, rotating it, or orienting it di↵erently. Working without a tripod
helps loosen the photographer and provides him with more freedom to compose.

Expert advice. (1) The legs of a typical tripod consist of three sections each. When
setting such a tripod on the ground, extend the lowest section first, because dirt and
sand on the ground may otherwise get in the other sections’ locks. (2) When using a
tripod, don’t forget to disable any image stabilization features of your camera (and don’t
forget to turn them back on when finished with the tripod). (3) When using a tripod in
cold weather, the photographer may unthinkingly jump, jerk, and jolt while shooting,
to warm himself. This may result in tripod vibrations and blurry pictures.

⇧ Exercise 2.57: Search the Internet and professional books for tips on how to handle a
tripod.

⇧ Exercise 2.58: Search similarly for tips on cold weather photography.

In contrast to tripods, a monopod (the one-legged cousin of the tripod) serves to
take the weight o↵ the photographer’s hands. Imagine a large crowd with standing-room
only, such as at a popular horse racing event. There is no room for a tripod, but there
is enough space for a monopod. The photographer can stand a long time, holding the
monopod (with a heavy camera on top) with one hand, waiting for the right moment to
shoot. Another use for a monopod is self photographing (selfie). The camera is attached
to the end of a monopod and the photographer can then hold the camera a few feet from
his face. Yet another use is to hold a camera high above the heads of a crowd, to shoot
a bird’s-eye view of the scene in front of the crowd. The top-center part of Figure 2.161
shows a special small, adjustable monopod designed to hold a lightweight camera over
a table (a job that often can be done by a tripod). High-end monopods may have a set
of three small legs, like claws, on the bottom, adding more stability.

Those with deeper pockets might consider a bipod (also called duopod) instead of
a monopod.

⇧ Exercise 2.59: What are other advantages of monopods?

⇧ Exercise 2.60: Is it useful to have a tripod, a gorilla tripod, or a monopod when
shooting gorillas?

Tripods, bipods, and monopods constitute a sequence of pods with fewer and fewer
legs. Today, because of the popularity of compact cameras and smartphones, there are
also xpods that continue this sequence for x = 0. Those 0pods are simple devices that
can hold a camera stable in awkward places. Here are two examples.

The BallPod is such a 0pod. It is a small ball with a diameter of 3.14” (8 cm), made
of nonslip silicon. It can be screwed into the tripod socket of a small camera, weighing
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up to 10.5 oz (300 grams) and it is surprisingly handy at keeping the camera stable on
any challenging ground, rocky, wet, soft, or inclined surfaces.

The tiltpod, from gomite.com, is another 0pod. It has a grippy magnetic base that
pivots 360� and can hold a small camera stable on rough surfaces as well as on metal
parts such as the hood of a car or a refrigerator door.

Stick-on pivot
Screw-on pivot

Figure 2.163: The Tiltpod in Action.

The tiltpod comes with two pivots, a screw-on pivot and a stick-on pivot. The
former screws into the tripod socket of the camera if that socket is at the center of the
camera base. The latter can be stuck to the camera base (or even to its side) if the
tripod socket is o↵ center. Once installed, the camera with the pivot is placed on the
tiltpod base and is held there magnetically. The camera can now be pivoted and rotated
on the base as needed to precisely position it within a wide range of motion. Warning!
Because of the magnetic base, the tiltpod should be kept away from credit cards.

2.20.6 Loupedeck, a Mouse Alternative

The computer mouse is a familiar piece of hardware. It has been with us since its
first historic demonstration by Douglas Engelbart at Xerox Parc on December 9, 1968.
Formally, the mouse is a pointing device, but this title cannot start to describe the
usefulness and flexibility of this simple, familiar object. However, regular use of a mouse
demands stationary positions and small, repetitive movements of the same hand muscles
over and over again. Over long periods of time, these factors can lead to discomfort
and repetitive stress injury characterized by muscle pain, tendon pain, or both. The
venerable keyboard, another input device commonly used with computers, can create
similar problems.

An innovative solution to the health problems caused by the mouse and keyboard
is the loupedeck, Figure 2.164, made by loupedeck.com. This is a console populated
by many pushbuttons, switches, lights, dials, and a large control wheel. The loupedeck
is compatible with several important image editing and processing software programs
such as Adobe Lightroom, Adobe Premiere Pro CC, Adobe Photoshop and Final Cut
Pro X. The idea behind this device is to use its many controls instead of the traditional
(and potentially injurious) mouse and keyboard. The makers claim that their controls
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are organized on the loupedeck by category and are all in one place, making it natural
to learn to use the device instead of jumping on the screen between menus, submenus,
and panels. In addition, several of the dials can be customized and assigned the most
common functions for each user.

Figure 2.164: The Loupedeck+.

2.20.7 Interchangeable Smartphone Lenses

Figure 2.165 shows a typical kit (by VKAKA) of interchangeable lenses for smartphones.
The kit consists of a clip that goes over the smartphone and 9 lenses that can be screwed
to the clip and placed right over the camera’s lens. This particular kit contains (1) a
2x zoom telephoto lens, (2) 198� fisheye lens, (3) 15X macro lens, (4) 20X macro lens,
(5) 0.63X wide-angle lens, (6) 0.36X super-wide lens, (7) circular polarized lens, (8)
starburst lens, and (9) kaleidoscope lens. The wide-angle and macro lenses are normally
screwed together and are used together as a single wide-angle lens. To use a macro lens,
the two should be unscrewed and only the macro lens used. Similar kits are made by
several manufacturers and usually fit many smartphones.

A common problem, mentioned by many users of such kits, is that the phone must
be taken out of its case in order for the clip to mount correctly. This is a minor irritation,
but I discovered that many smartphone owners replace their beloved phones every so
often and may at any time own two such phones. In such a case, the older device may
be taken permanently out of its case and used with the kit.

Another approach to interchangeable smartphone lenses is the Lens Band, made by
Easy-Macro. This is a wide rubber band with a macro lens embedded. Simply stretch
the rubber band over the phone such that its lens will cover the camera’s lens. You can
now shoot high-quality macro images. The maker claims that this accessory also fits
over certain tablets.
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Figure 2.165: Phone Camera Lens Kit.

2.21 ND Filters and Long Exposures

The golden trio of exposure—aperture, shutter speed, and ISO—is mentioned in many
places in this book. Many photographers, even experienced ones, may be surprised to
learn that there is another component to exposure, and that this trio (or triangle) is in
fact a square. The fourth component that a↵ects exposure is the sun (in general, the
lighting of the scene). In conditions of strong sun, we have to close the diaphragm, reduce
the ISO, and set a fast shutter speed, but what if all this isn’t enough? What if we need
to restrict the amount of light entering the camera even further? This is where neutral-
density (ND) filters enter the pantheon of photography. These simple devices not only
allow us to control the sun, they also open up the field of long-exposure photography, a
field with many opportunities and possibilities for the daring, adventurous photographer.

An ND filter reduces the amount of light at all wavelengths equally. Thus, it absorbs
part of the light entering it, without a↵ecting its hues. The filter itself may look black,
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gray, or clear (Figure 2.166), it either screws to the front of the lens, attaches to it
magnetically, or slides into a holder. In either case, the attachment must be light-
tight, because any leak of light into the camera from around the filter may ruin a long
exposure. Handholding such a filter in front of the lens is not recommended because
this may scratch the filter. The main applications of such a filter are to blur motion (by
allowing long exposures), achieve a shallow DOF (by opening the diaphragm even under
strong light), and avoid di↵raction e↵ects that can be caused by a very small aperture.

Figure 2.166: Various ND Filters.

⇧ Exercise 2.61: What is the di↵erence between an ND filter and sunglasses?

In the simplest case, an ND filter is selected in the following steps:

The photographer uses his experience to decide which shutter speed is needed to
blur the scene in the amount he wants. This time can range from one second to many
minutes. As an example, blurring fast moving water may require a two-second exposure.

Setting this shutter speed normally causes the light meter to complain of overex-
posure. The photographer should close down the aperture (and possibly also increase
the ISO) until the light meter is satisfied or until the aperture is at its smallest and the
ISO is at its maximum value. In the latter case, the meter may still indicate c stops of
overexposure. As an example, with aperture f/1.4 and ISO 3200, the meter still indicates
a 2-stop overexposure. Thus c = 2.

The photographer now opens the aperture to the value he wants. Lets say that this
requires a stops. He may also decrease the ISO b stops to bring it to an acceptable level.
There are now a + b + c = d stops of overexposure. In our example, the photographer
may want f/8 and ISO 200, which results in a = 5 (f/1.4, f/2, f/2.8, f/4, f/5.6, f/8) and
b = 4 (ISO 200, 400, 800, 1600, and 3200). Thus, d = 5 + 4 + 2 = 11.
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The original exposure is: ISO 3200, f/1.4, 2”; overexposed.
The exposure with an 11-stop ND filter: ISO 200, f/8, 2”. A tripod is needed but

the exposure will be perfect.

The camera focus is checked and rechecked. An ND filter of d stops is now attached
to the front of the lens, making it hard or even impossible to see anything. The shot is
taken and examined. If it is not perfect, examining the steps above may provide hints
as to how to improve it.

With the use of ND filters we are able to capture slow movement, the kind of
movement that is frozen in photographs taken with common (i.e., fast) shutter speeds.
Here is a list of the most common photographic situations that may require (or at least
benefit from) an ND filter. See also Figures 2.167, 2.16, 2.18, and Ans.17.

Blurring the motion of water until it achieves a smooth satiny look. A waterfall
becomes a smooth, stationary layer of velvety material that folds over the edge but
doesn’t seem to drop down.

Similarly with clouds and smoke. Imagine a partially-clouded sky, with slow-moving
clouds. The use of an ND filter allows for a long exposure during which the clouds move.
If done properly, the resulting image may feature a smooth, soft cloud cover over most
of the sky.

When a shallow DOF is required, but the lighting is very intense.

When the light meter requires a small aperture that may introduce di↵raction pat-
terns. Using an ND filter makes it possible to open up the aperture.

When slow-moving objects block the view of the main scene. A typical case is
people moving between an important tourist attraction and the camera. Choosing a
long exposure with the help of an ND filter may partially or fully remove those people.

The scene consists of slowly-moving objects and the photographer wants to show
this movement in the image. A long exposure is an ideal solution, but an ND filter may
be needed, to avoid overexposure.

Section 1.9 discusses catadioptric (reflex) lenses. Such a lens contains a mirror,
similar to a reflecting telescope. This type of lens tends to be short because the total
light path is folded twice inside the lens. On the downside, the mirror obstructs part of
the light path, and a traditional iris diaphragm may add to this obstruction. Thus, a
reflex lens must always work at its full aperture, which is why lens designers build reflex
lenses with an ND filter—usually the variable ND (VND) type, discussed below—instead
of an iris diaphragm.

Lasers are important tools in many applications and instruments. Often, the power
of a laser has to be controlled (attenuated) during operation, but this may change other
attributes of the laser light, such as beam collimation. Also, most lasers have a minimal
power setting, below which the laser shuts itself o↵. Thus, ND filters placed in the path
of the beam are ideal for varying the power output of a laser.

When faint objects require long exposures. A good example is astrophotography
(astronomical photography) which started in 1883 with the pioneering work of Andrew



2 Digital Cameras 449

Ainslie Common. He employed the recently-invented dry plate process to record images
of a nebula. A special 36-inch reflecting telescope was made and was used with long
exposures (up to 60 min) for this ground-breaking work. For the first time, photographic
images showed stars too faint to be seen with the naked eye. Very quickly, astronomers
learned how to attach cameras to their telescopes’ eyepieces and started shooting (long
exposure) photographs instead of relying on their eyes. This was a revolution in astron-
omy.

Astronomy presents another problem. When watched with a big telescope, the
moon and planets may be too bright. The photographic image of a bright object may
su↵er from low contrast, which is why an ND filter is sometimes used. Such a filter
requires a longer exposure, but improves the contrast of the final image.

Solar photography and solar eclipse. Photographers recommend filters with a den-
sity of 16-stops or greater for solar and solar eclipse photography. WARNING: DO NOT
use an optical viewfinder. Special solar imaging filters absorb not only visible light, but
harmful UV and IR radiation. ND filters do NOT provide this essential protection. Use
ND filters for solar photography only with electronic viewfinders and/or live view mode.

Small, inexpensive compact cameras sometimes lack an aperture and its surrounding
mechanism. Instead, there is an ND filter that covers the sensor when the light is strong.
This reduces the price of the camera.

⇧ Exercise 2.62: A 24-stop ND filter is extreme, yet such filters are made and used.
What could be an application for such an extreme ND filter?

Shooting long exposures may create an unexpected problem. Objects that are
stationary and should appear sharp may move slightly during the exposure and become
blurred in the final image. A clever solution is to combine short and long exposures in
a way that eliminates movement. Start by taking a short exposure of the scene (no ND
filter), where everything would look sharp. Without moving the camera or changing
anything, put on the ND filter and shoot the long exposure. Back home, check the long
exposure. Image editing software can then be used to precisely align the short- and
long-exposure images and replace any blurry parts with their sharp counterparts from
the short exposure.

Another reason to combine short and long exposures is to first shoot a short exposure
with a lone person in the scene and then remove the person and shoot a long exposure
to blur and smooth the scene. When the two images are later aligned and blended, the
result may be striking.

Better quality ND filters are made of optical glass, while cheaper ones are of in-
expensive resin. Considering that a good-quality lens costs hundreds or thousands, it
is obvious that any filter, not just ND, placed in front of such a lens should be of the
highest quality.

An ideal ND filter reduces the amount of light at all wavelengths equally. In practice,
however, ND filters are imperfect. They reduce the intensity of many (but not all)
wavelengths, and they don’t do it equally. In many cases, the specifications of an ND
filter are correct only in the range of visible light; in the ultraviolet or infrared ranges,
the same filter may block di↵erent amounts of radiation. When shooting scenes that
radiate in many wavelengths—such as the sun, hot metals, and glass—the filter may
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Figure 2.167: Long Exposures with ND Filters.
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transmit too much radiation and may cause eye damage to the photographer looking
at the scene through the viewfinder. Thus, special care (and high quality ND filters)
should be used in such situations.

It is easy to make an ND filter simply by depositing smoke on a sheet of glass or
by using a welder’s glass. However, the rating (in stops) of such a homemade filter
would have to be determined experimentally, by taking pictures under known lighting
conditions.

Multiple ND filters can be stacked to increase the amount of blocked light. Recall
that the term stop refers to halving or doubling the amount of light. Thus, a 3-stop
ND filter halves the amount of light passing through it three times, i.e., by a factor of
23 = 8, while a 4-stop filter halves the light four times, reducing it by a factor of 24.
Stacking these two filters halves the light first three times and then four times, or a total
of seven halvings, equivalent to a 7-stop ND filter. As a result, there is no need to carry
many ND filters. With a set of 1, 2, 4, and 8-stop ND filters, it is possible to obtain all
stop values from 1 to 15. However, stacking filters causes slight refractions when light
passes in and out of layers. This reduces the quality of the final image, which is why
filter makers produce extreme ND filters, such as 10-stop and 15-stop.

Because of the many uses and applications of ND filters, several types have been
developed and are used for special applications. The following are the main types of
these filters:

Variable Neutral Density Filter (VND). A VND filter consists of two rings that
can be rotated about their common center, thereby varying the amount of light that
passes through. The advantage is obvious, one small device replaces an entire set of
filters. The downside is that at the maximum setting, such a device is inaccurate and
can also cause a cross pattern across the image. A typical VND can vary from two to
eight stops. A VND can work in one of two ways. In the simpler type of VND, each of
the two disks has a progressively denser coating around it. When the disks are rotated,
the total coating varies from none to very dark. The polarizing type of VND consists of
two polarizing plastic disks. When rotated relative to each other, the total polarization
varies uniformly from zero to completely dark. The rear polarizing disk absorbs all the
light arriving in a certain plane. As the front disk is rotated, more and more of the
remaining light is absorbed as the front disk gets closer to being perpendicular to the
rear disk.

Center Neutral Density Filter (CND). This type of ND filter is rarely used. It has
a dark center that varies gradually to light periphery. The CND is sometimes used to
balance exposure across the image when the photographer decides to mount an extreme
wide angle lens on the camera.

Polarizing Filter. This is simply a sheet of polarizing material. Most polarizing
filters produce the equivalent of a two-stop ND filter. The advantage of this type is
cutting down glare, darkening the blue skies, and seeing deeper into water.

A graduated ND Filter (GND). In this type, the density varies from transparent
to dark across the surface of the filter. Figures 2.166, 2.168, and 2.169 show examples
where the transition area can be hard (a sharp transition), soft, or attenuated. The
latter features a gradual transition over most of the filter length. A GND filter is useful
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for scenes with two areas, one bright and the other dark, such as a bright sky over a dark
ground (Figure 5.4). Looking through the viewfinder or at the scene, the photographer
inserts the GND, with its dark part up, until this part covers the bright sky and the
transition coincides with the horizon. Sometimes, the horizon line is not horizontal, as
illustrated by the left part of Figure 2.169, which is why GND filters are rectangular
and there are special holders/sliders with grooves for the filter to slide in (Figure 2.169
right). Such a slider is attached in front of the lens and it can be rotated to align the
transition in the filter with the horizon.

Courtesy of joseph barrientos
unsplash.com

Original With GND Filter

Figure 2.168: The E↵ect of a GND Filter.

A hard-edge GND is used when the separation between the bright and dark areas
of the scene is sharply defined, such as the horizon between sky and sea. A soft-edge
GND is appropriate for cases where the boundary between the bright and dark areas of
the scene is indistinct, such as in Figure 7.74.

There is also a reverse GND filter. This is a hard-edge GND where the dark area
fades away as we move from the transition area to the upper border of the filter (i.e.,
it is darker in the middle than on the edge). This type of GND is employed to better
manage sunrises and sunsets, where the light is more intense on the horizon line (the
middle of the scene). See Figure 2.169 bottom.

⇧ Exercise 2.63: Many images, especially those with lots of sky, have a dark bottom half
and a bright top half. A reverse GND filter may also be useful for the opposite case,
images that are dark at the top and bright on the bottom. List several examples of such
images.

If you love seascapes like me, this filter [reverse GND] will be one of your best friends
forever!

—Francesco Gola.

Readers familiar with the concept of dynamic range will realize that a GND is a
simple device designed to deal with the limited dynamic range of our cameras. When
we look at a beautiful sunset we can see all the details in both the sky and the ground.
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Figure 2.169: Left: Slanted Horizon. Right: GND Holder. Bottom: Reverse GND

When we try to capture the same scene with our cameras, it comes out with either
overexposed sky or underexposed foreground. The dynamic range of our cameras is
much lower than that of our eyes.

Once the proper GND is inserted and covers the bright sky, the dynamic range
of the entire scene has been reduced. There is no longer a big di↵erence between the
brightness of the sky and that of the foreground. Thus, a GND equalizes the dynamic
range of the scene.

Beginners are always mystified by GNDs. The main question is how to determine
the number of stops for the dark part of the GND. It somehow depends both on how
bright the sky is and how dark the ground is. Some experts propose the following
technique. Take the camera o↵ the tripod, set its mode to aperture priority, and the
light metering to center-weighted. Now point the camera down at the foreground and
measure the light. Note the recommended shutter speed. Then point the camera to the
sky and note the new shutter speed. The di↵erence D (in stops) between those speeds
is the number of stops needed. Select a D-stop graduated ND filter. For example, if the
foreground requires a 1/8 sec speed and the sky needs a 1/60 speed, then D is about
three stops, because doubling 1/8 three times yields 1/64.
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Some photographers are purists and never use image editing (or processing) soft-
ware. The rest of us are not so pure and are willing to take advantage of any tools
available in our area. Employing such software, it is possible to obtain special e↵ects
and end up with unusual, striking images in many photographic situations. Here is an
idea for those who practice long-exposure photography and especially GNDs. Imagine
a cloudy sky over rippling water. A GND filter can be used to smooth the water and
also slow down the clouds, but what if you want to end up with an ideal smooth, glassy
water surface (requiring a long exposure), but very little cloud movement (requiring a
short exposure)? A clever idea is to take two shots, combining short and long exposures.
Both shots may use the same GND filter. The first shot is fairly short, resulting in little
cloud movement. This is followed by a second, long shot which blurs the water surface.
The two images are later combined (or blended) by software to achieve the desired e↵ect.

The following is a list of the steps needed for a long-exposure shot with an ND filter:
1. Mount the camera on a tripod.
2. Compose the picture.
3. Switch to manual mode and set the aperture and shutter speed.
Note. If you are inexperienced and have no idea what settings to use, switch first

to the program (P) mode, read the settings chosen by the camera, and then switch back
to manual mode and dial those settings.

4. Set the camera to manual focus and carefully focus the lens. Also, disable any
image stabilization.

5. Now is the time to attach the filter. Remember that there will be little or nothing
to see through the viewfinder from now on.

6. Increase the shutter speed by a factor of 10s where s is the number of stops of
your filter. Recall that the term shutter speed refers to the shutter time, not speed. If
the camera cannot handle the long time, set the shutter speed to B (bulb) and use either
a shutter-release cable or a Wi-Fi connection to your smartphone (Figure 2.160).

7. If you use the shutter release button, set the camera to a short time delay, to
avoid the shake caused by pressing the button.

8. Cover the viewfinder. This is important in long exposures because any light
leaking into your DSLR camera from the viewfinder can ruin such an exposure (Fig-
ure 2.170). This does not apply to mirrorless cameras.

9. Finally, take the shot.

⇧ Exercise 2.64: You take several long exposures and all come up with strong vignetting.
What could be the reason?

ND filters are either round or rectangular. The former type often screws to the
front of the lens, and so has to be removed each time the camera has to be refocused on
a new scene. A magnetic ND filter is quick and easy to place and remove, but there is a
slight risk of light leaking into the camera around the filter. Rectangular filters require
a special holder and are also easy to slide in and out.

The most important attribute of an ND filter is its density, the number of stops
of light it absorbs, but the makers of these filters use an annoying system to mark the
density on the filter. They use numbers such as 0.3, 0.6, 0.9, and 1.2 to denote filters
of 1, 2, 3, and 4 stops, respectively. Thus, when confronted with such a number, simply
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Figure 2.170: A Ruined Long Exposure, Samuel Zeller, unsplash.com.

divide it by 3 to figure out the number of stops. (More accurately, multiply by 10 and
then divide by 3.)

Thread sizes of circular ND filters range from 25 to 138 mm, but most are in the
range of 49 to 77 mm. These numbers refer to the diameter of the thread. A serious
photographer may have several lenses with various focal lengths and diameters, which is
why having a set of ND filters for each lens size may become expensive. This is why lens
and camera accessories manufacturers make special rings that make it possible to use
the same ND filter with di↵erent size lenses. A 72-to-77 mm step-up ring, for example,
is a thin metal ring with two threads, one on each side. It allows the photographer to
use a 72 mm filter on a large lens that requires a 77 mm filter. There are also step-down
rings. The main advantage of step rings is having fewer accessories in the camera bag,
but those rings may also be responsible for several problems as follows:

When using a wide-angle lens, a step-up ring may be visible in the corners of the
frame and cause some vignetting. In a zoom lens, a little zooming-in solves this problem.
A step-down ring is even worse in this respect. When stepping down from 77 mm to
58 mm, vignetting e↵ects will rear their head, although this head may not be ugly.

A common problem is a stuck ring. This may happen with anything screwed to the
top of a lens. Make sure you don’t tighten filters and rings very hard, just screw them
in and finish with a light pressure.

Sometimes, a step ring makes it impossible to attach a lens hood on top of it.

⇧ Exercise 2.65: Is it possible to practice long exposure photography without filters?

Many photographers specialize, and some specialize in long-exposure photography.
This field opens up new possibilities, extends the horizons of the photographer, and
makes it possible to produce artistic images that are not possible in any other way. We
very quickly discuss typical long-exposure applications for three ND filter sizes, 3-, 6-,
and 10-stops.

A typical application for a 3-stop ND filter is to shoot a waterfall from a low point
of view (low perspective). Such a filter will not completely blur and smooth the falling
waters, but it can mix them to create interesting, beautiful, and unusual textures. The
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low perspective will result in more water surface and less foreground, fewer mountains
in the background, and very little sky. Generally, a 3-stop filter increases exposure time
to about a second, not very long.

Lengthening the exposure time by six stops means increasing it by a factor of
26 = 64. A shot that would have taken, say, 1/60 or 1/30 sec may now last several
seconds. Shooting ripples on water with such a filter results in a soft surface (although
not the silky, ghostly look that some consider ideal) together with a soft feel for the
entire scene. Slowly moving objects, such as people walking or cars crawling, would
feature only slight blurring.

A 10-stop ND filter is the choice of many who specialize in long-exposure photogra-
phy and try to achieve the ultimate creamy, silky, and velvety look. If the photographer
has managed to nail the exposure time (1,024 times the shutter speed without the fil-
ter), the final image right away looks special, di↵erent, original, and unconventional.
It attracts the viewer’s attention and grabs it immediately. Such an image has visual
impact and is the reason why long-exposure photographers strive for the ultimate glassy
look. A favorite scene for a 10-stop filter is clouds moving over rippling water. Other
choices are smoke curling from a chimney, steam coming out of a cooling tower, and
mountains reflected in a lake. Once shot with a 10- or even a 15-stop filter, such scenes
become unfamiliar, unusual, and unconventional. They create in the mind of the viewer
the impression of calm and serenity.

⇧ Exercise 2.66: We have mentioned water, clouds, and smoke as appropriate subjects
for long-exposure photography. What are other scenes that lend themselves to long-
exposure photography?

It is also possible to shoot long exposure images with a smartphone. There are ND
filters that can be attached over the lens of the phone. There are also apps that can
compute the shutter speed and then act as a timer, telling the user when to stop the
exposure.

Long exposure photography without ND filters. ND filters allow for un-
conventional long-exposure images, many of which are surprising, dramatic, beautiful,
and original. This said, ND filters have their downside. They are not expensive, but
they are not free either. They are lightweight, but they add to the total weight of your
camera bag. They have to be treated carefully because even a small scratch on a filter
a↵ects the amount of light entering the lens and can ruin all future images made with
that filter. The camera has to be focused before the filter is placed on the lens, and
the simple operation of screwing in the filter can put the lens out of focus. In addition,
long-exposure photography takes time. The seconds and minutes of long exposures may
add up to half days spent mounting and removing filters, doing calculations, and waiting
for long exposures to finish.

It would be nice to be able to blur water and clouds without having to buy filters,
carry them, mount them, and wait. Readers who will read Chapter 7 of this book will
discover that many sophisticated, magical results of modern computational photography
are achieved by taking a burst of images and then processing them in various ways. It
turns out that many blurring e↵ects can be achieved in this way too. The idea is to take
a burst of image frames and then use image editing software to align and combine the
frames into a single image. In short, we let the software do the blurring by computing
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the average of the pixels at location (x, y) in each of the individual image frames, placing
this average at location (x, y) in the final image, and repeating for all pixel locations.
I heard about this approach to long-exposure photography from Tony Northrup, see
reference [Northrup 15].

The main advantages of this approach are as follows:

Reduced image noise. This approach to long-exposure photography has the same
e↵ect as using a very low ISO.

Clearer images. The ND filters themselves introduce some noise and distortions,
especially if several are stacked in front of the lens.

Fewer vibrations. Wind and waves may cause minor vibrations in the tripod dur-
ing a long exposure. In our approach, the burst is quick, eliminating this source of
misalignment and image noise. If several frames in the burst are blurry, they can be
deleted.

Because of the above advantages, it may even be possible to obtain a perfectly
blurred, smooth image even when a tripod is unavailable and the camera must be hand-
held.

After any bad frames have been deleted, launch the image editing software. Photo-
shop or GIMP are ideal. Open the remaining frames as layers in photoshop and compute
the e↵ective shutter speed. As an example, a burst of 20 image frames shot at 1/6 sec
yields an e↵ective speed of 20 · (1/6) ⇡ 3.3 seconds. This means that our burst would
yield a 3.3 sec-long exposure. The same burst shot at the faster speed of 1/60 would
yield an e↵ective speed of only 0.33 sec, much shorter. Next, compute the e↵ective ISO
by dividing the ISO used in the burst by the burst size. Thus, 100/20 = 5, a very low
value. To start the process of aligning and averaging, select all the layers, and then
select “edit/auto align layers.” Once aligned, select “layer/smart objects/convert to
smart object.” Finally select “layer/smart objects/stack mode/mean.” This will com-
pute the average image of all the layers. Averaging tends not to work well on pixels at
the extremes of an image, so you might want to slightly crop the final image.

Admittedly, this method is practical only for short bursts of at most a few tens of
frames. If hundreds or more frames are needed, use the old, trusted ND filters.

Finally, here is a little professional “secret” that will help you in determining the
correct long exposure times in many situations without any computations, without tak-
ing the ND filter o↵ and back on the camera, and without the use of an app on a
smartphone. If a long exposure requires only a few seconds, it is practical to simply
try di↵erent exposure times until the result is acceptable. This becomes impractical
for long exposure times of minutes, so the method proposed here shrinks minutes to
seconds by temporarily increasing the ISO by a factor of 60. After all, a 4-minute ex-
posure at ISO 100 becomes a 2-minute exposure at ISO 200, so all we need is to realize
that 100⇥ 60 = 6,000 and that the ISO value nearest 6,000 is 6,400. Thus, a 4-minute
exposure at ISO 100 becomes (very approximately) a 4-second exposure at ISO 6,400.
Naturally, we don’t want to always shoot at ISO 6,400 because of the excessive image
noise, so we do the following. We temporarily set the ISO to 6,400. We shoot our
long-exposure composition several times at 1, 2, 4, and 6 seconds, and even longer, until
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the result is perfect. If at a seconds the result is perfect, we reset the ISO to 100 and
finally take an a-minute-long shot.

I hate cameras. They are so much
more sure than I am about everything.

—John Steinbeck



3
Camera Types

The main types of cameras have existed even in the days of film cameras, but the advent
of the digital camera has caused a profusion of camera types. Thus, this chapter describes
the main types of both general-purpose cameras and specialty cameras. Section 2.2
lists the major camera types classified according to how their viewfinders operate. This
chapter describes these classes in more detail and also includes other, less common types
such as infrared, specialty, 3D, and panoramic cameras.

Before we start, here is a note about the shelf-life of cameras. Cameras are meant
to be used, not stored. But if you have inherited an old camera that you like but rarely
use, you may decide to store it for long periods between uses. Cameras, both film-based
and digital, tend to have many mechanical and electronic parts and are complex devices.
Yet when stored in a cool, dry place, a camera may last many years in working condition.
When placing a camera in storage, remember to take out the battery, which may corrode
inside the camera.

3.1 Pinhole Cameras

The literal meaning of the Latin term camera obscura is “darkened room.” Such devices
have been made since antiquity. A camera obscura with a hole instead of a lens is also
termed a pinhole camera.

The principle of the camera obscura is easily illustrated with geometrical optics.
Figure 3.1a shows a box with a small pinhole through which only a very narrow ray of
light can penetrate from any point on the subject. Thus, of all the light rays emanating
from point x, only one ray passes through the hole and ends up at point y on the back
of the box. The resulting image on the back is therefore sharp, but it is also dark. If
we try to brighten the image by enlarging the hole, several light rays from point x can
pass through the hole and form a circle of confusion on the back wall (Figure 3.1b). The
image is brighter but is also blurry.
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One way to sharpen the image is to make the pinhole smaller, but as the diameter
of the hole gets closer to the wavelength of the light, di↵raction e↵ects come into play
because of the wave nature of light, and they result in a fuzzy image. A better image is
obtained when the pinhole is replaced by a lens.

Another limitation of the basic pinhole camera is illustrated in Figure 3.1c, where
the diameter of the hole equals the thickness of the camera’s wall. A thick beam of
light enters at an angle and part of it is lost due to the thickness of the wall. Thus, the
sharper the angle of the light beam, the more light is lost, resulting in vignetting e↵ects.

(a) (b) (c)

x

y

Figure 3.1: The Principle of a Pinhole Camera.

The image created on the back wall of a pinhole camera is upside down, but Fig-
ure 6.2b shows how it can be projected right-side-up on the top of the box by means of
a 45� mirror. This innovation, introduced in the 18th century, is perhaps the first use
of mirrors in a camera.

The depth of field of a pinhole camera is theoretically infinite, but other factors—
such as the distance from the pinhole to the image plane, the aperture size, and the
wavelength(s) of the light source—may cause the image to be less than sharp.

Figure 3.2 shows the geometry of the pinhole camera. Light enters the small hole in
front of the box and the image is generated on the back wall, which serves as the image
plane. We choose the center of the hole as the origin of the scene’s coordinate system
and the center of the image plane as the origin of the image coordinate system. Thus,
a point in the scene has three coordinates that we denote by (X,Y,Z), while a point
on the (flat) image has two coordinates (x, y). Notice that the image is flipped in both
the horizontal and vertical directions, i.e., it is rotated by 180�. We denote the depth
of the box (the “focal length” of the pinhole camera) by f and employ similar triangles
to show that the coordinates (x, y) of an image point on the image plane are given by
x = �f X

Z and y = �f Y
Z . Thus, the height y of an image point depends on the height Y

of the corresponding point in the scene, the depth f of the camera box, and the distance
Z of the scene from the hole (and similarly for x).

It is appropriate to consider f the camera’s “focal length” because small values
of f result in small values of x and y and therefore in more of the scene displayed on
the image plane. This corresponds to a short-focal-length, i.e., a wide-angle, lens in
an optical camera. Large values of f produce results similar to those obtained with a
telephoto lens.

There is more information on Page 505.
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Figure 3.2: Geometry of the Pinhole Camera.

A digression.
Art lovers and art historians have long ago noticed that

paintings by old masters, both Renaissance and Dutch, tend to
feature small details and are often as detailed and accurate as
photographs. This has been especially true since the develop-
ment of perspective around 1420. It would seem that painters
got better and better until the invention of photography, in 1839,
prompted the rise of the French impressionists and the modern
painters. These artists, perhaps no less talented than their older
colleagues, have developed many di↵erent painting styles that
eschew detail and instead stress other features of the scene such
as depth and movement of objects.

The well-known artist David Hockney, in his 2001 BBC documentary Secret Knowl-
edge, claims that two technical developments, the camera obscura and photography, have
changed the course of western art. Many old masters used a camera obscura to project
a scene on canvas and trace it before the actual painting. This guaranteed accurate
placement of the various objects in the scene and also accurate perspective. The old-
est camera obscuras were peephole cameras and were in use around the Renaissance.
Then came concave mirrors to project a scene on canvas or wood. It was only in the
late 1600’s, when high-quality lenses became available, that lens-based camera obscuras
were made and used by many artists (Jan Vermeer is perhaps the best known example).

The little-known painting the licentious kitchen maid (c. 1665) by Pieter van Roes-
traten is used by Hockney as a proof of the use of camera obscuras. (Look for a bigger
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version on the Internet.) The second important development, the invention of photog-
raphy in 1839, had discouraged many painters from painting detailed, accurate pictures
and encouraged them to look for other ways of artistic expression. See also Figures 6.58
and 1.34a.

⇧ Exercise 3.1: What is the chance that three people and a monkey who just happen to
be in the same location would all be left handed?

(End of digression.)

3.2 Single Lens Reflex

The SLR camera was invented in 1861 by Thomas Sutton, very likely influenced by the
popularity of the camera obscura at that time. Compared with the large, heavy cameras
available at that time, the SLR was small and lightweight. The basic idea is elegant
and easy to grasp, but its practical implementation proved to be beyond the state of
technology in late 19th and early 20th centuries. It was only in the late 1950s that it
became possible to manufacture the many optical and mechanical parts needed in such
a camera, and the first commercial SLRs were produced by Nikon and Pentax. Current
DSLRs are complex instruments, an important fact that is aptly illustrated in reference
[Canon 10D assembly 08]. This video is a detailed animation illustrating the assembly
of the Canon 10D DSLR. Section 6.6 has some information on the early SLRs developed
by several Japanese makers since the late 1950’s.

Almost immediately, photographers realized the advantages of this design and it
has remained popular since. Reference [slr.history 13] has more about the history of
SLR cameras. Today (in 2014), DSLRs are very popular, but some photography experts
predict their eventual demise. It is possible that they would one day be replaced by the
smaller, lighter, and less expensive mirrorless (DSLM) cameras.

Figures 2.1b and 3.3 show the light path in a typical DSLR (single-lens-reflex)
camera. The light from the lens strikes a mirror that is placed at 45� to the camera’s
axis. The mirror reflects the light to a pentaprism located above it, from which the light
is sent to the viewfinder. The user is in e↵ect looking through the lens (TTL), seeing
exactly what would strike the sensor when the shot is taken. TTL viewing is perhaps
the greatest advantage of the SLR design. When the shutter button is fully pressed,
the mirror swings up, allowing the light to reach the shutter. Thus, during the interval
when the picture is taken, the viewfinder is dark. Most camera shots last only a fraction
of a second, but when a picture requires a very slow shutter speed, lasting perhaps a
few seconds, the dark viewfinder may become an annoyance.

It’s all done with mirrors.
—E. E. Cummings, HIM, 1928.

Before we show how the dark viewfinder problem is solved, we need to say a word
about light metering and automatic focusing in an SLR (see more details in Sections 2.14
and 2.15). Some of the light entering the camera from the lens must be fed to the
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Figure 3.3: DSLR Light Path.

automatic exposure (AE) and the automatic focusing (AF) modules, and this is shown
in Figure 3.4a. The reflex mirror contains a a small semi-transparent area. This area
allows about 30% of the light to pass through it to a smaller, secondary mirror, which
reflects the light down to the autofocus module. The remaining 70% is reflected up, to
the pentaprism. Most of it goes to the optical viewfinder, but the AE module also looks
at the prism and absorbs part of the light.

(a)

AE module

AF Rear curtain

(b)

Figure 3.4: SLR Light Paths (a) and Live Preview Mode (b).

Now back to the dark viewfinder problem. In order to overcome the inconvenience
of a dark viewfinder, many current DSLRs have, in addition to the traditional optical
viewfinder, an electronic viewfinder which is fed continuously from the image sensor.
Such a design is referred to as live preview (or live view, Figure 3.4b). The problem
is that in an SLR, light from the lens strikes the mirror and is reflected to the optical
viewfinder. Thus, in order to have both live preview and the electronic viewfinder,
the mirror has to be normally raised. A DSLR camera that o↵ers live preview should
therefore have a switch that selects either the live preview mode—where the mirror is up,
light reaches the sensor, and the image is displayed in the back screen—or the normal
mode where the mirror is down, the light is reflected into the optical viewfinder, and
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the LCD screen is dark.

Chimping is a colloquial term used in digital photography to describe the habit of
checking every photo on the camera display (LCD) immediately after capture.
Some experts recommend to shoot without chimping by covering the LCD screen with
tape for an entire day.

—From Wikipedia.

The LCD screen in back of an SLR is larger than the screen of an optical viewfinder,
but because it is digital (consists of pixels), its image resolution is lower than that of the
optical viewfinder and so is its dynamic range. On the other hand, the image seen on
the LCD screen (the electronic viewfinder) reflects the settings of the aperture, shutter
speed, and ISO. When any of those is varied, the image on the LCD screen gets brighter
or darker to reflect the change. In contrast, the image in the optical viewfinder, even
though bright, comes from light that entered the lens and this light cannot be controlled
by the internal computer. When the exposure (aperture, shutter speed, or ISO) is
adjusted by the user, this light is not a↵ected and the image in the optical viewfinder
does not change.

⇧ Exercise 3.2: When using a DSLR, many professionals prefer to compose through the
viewfinder, but there are reasons why composing with the large LCD screen is sometimes
better. Explain why.

Live preview has to solve another problem. When the mirror is up, the light from
the lens strikes the shutter on its way to the sensor. Thus, in the live preview mode, the
shutter has to be open all the time. Section 2.3 explains how such an electronic front
curtain shutter (EFCS) operates.

The last point to consider regarding live preview is how to send light to the AE and
AF modules. Figure 3.4a shows that as soon as the mirror flips up, both these modules
are (literally) in the dark. The standard solution is to bring the mirror down for a short
period just before a picture is taken. This activates the AE and AF modules but blocks
the live preview for about a second. Following that, the mirror goes up and the picture
is taken. The user’s manual for the Canon EOS 5D Mark III has this to say about
blocking the live preview “the live view image will be momentarily interrupted during
the AF operation.”

A more complex approach is taken by the Olympus E-330. Launched in early 2006,
this DSLR uses the Four-Thirds System lens mount standard. Its chief innovation,
however, is two live-preview modes, the mode described above (called macro live mode
or mode B) and a full-time live mode (mode A) where the mirror stays down and a
complex system of four mirrors reflects the light to the top of the camera, where a
beamsplitter sends 80% of it to the optical viewfinder and the remaining 20% to a
separate, small image sensor that in turn feeds the LCD screen in back of the camera.
This innovative camera also features an articulated LCD monitor that tilts up and down
for waist-level and over-the-head shooting.

For many years, the best cameras were film SLRs. When the first
DSLRs were designed, they were naturally based on old, film-based
SLR designs. Some engineers claimed that this approach was wrong
and that digital cameras should be designed from the ground up with
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image sensors, instead of film, in mind. This was why Olympus and Kodak got together
in 2003 and developed an open standard for DSLRs that became known as the four-
thirds standard (or 4/3 cameras, see figure on the right for the 4/3 logo). Perhaps the
most important feature of 4/3 cameras is the small sensor, with a crop factor of about
2. This allows for smaller lenses, especially in the telephoto range. Also, the smaller
sensor implies that a 4/3 camera, even though technically a DSLR, features cost and
performance that are intermediate between DSLRs and compacts.

The main advantage of SLRs is that composing, light metering, and focusing are all
done through the lens (TTL). Thus, there is no parallax error as there is with twin-lens-
reflex and rangefinder cameras, and the user can easily judge the depth-of-field before
shooting. Also, because of the popularity of this camera type, many lenses and filters are
available. On the other hand, SLRs are bigger and bulkier than rangefinder, mirrorless,
and compact cameras, the mirror creates vibrations, and slow lenses cause a dark image
in the viewfinder. As an example, the body of the Canon EOS 5D Mark III weighs
1.9 lbs. (862 grams), while a typical compact camera weighs about seven ounces (200
grams).

An important feature that sheds light on the performance of current DSLRs is their
burst mode. This type of camera can take a number of pictures in quick succession, and
the following example illustrates the di�culty of implementing this mode of shooting.

We use the Canon EOS-1D X, an 18 Mpixel DSLR released in 2011, as an example.
Even though it is now discontinued, this camera remains one of the most powerful
DSLRs. Among its many impressive features it boasts a standard burst rate of 12 fps
(where it refocuses between shots) and a high burst rate of 14 fps (where it does not
refocus between shots). In a single second of its high burst rate, this camera generates
the following amount of data

18 Mpixel⇥ 14 fps⇥ 16 bit pixels = 504 Mbytes.

Before this data is written, in Jpeg and/or raw format, on the SD card, it is first written
in a fast internal bu↵er, and it is the size of this bu↵er that limits the length of a
burst. The user’s manual for this camera indicates that the maximum (standard) burst
in JPEG is 140 shots (equivalent to 12 seconds) and in raw format is 59 images (only
five seconds).

In addition there is the lifetime of the shutter. The EOS-1D user’s manual does not
specify the life (estimated number of shutter release cycles) of the shutter, but experts
claim that the average life of the shutter in modern DSLRs is expected to be between
250,000 and 500,000 cycles. This is a large number that a casual photographer may not
reach in a lifetime, but which a sports or a wildlife photographer may reach in a year or
two. Taking 70 1-second bursts a day amounts to cycling the shutter 1000 times/day,
which is 365,000 operations a year; a large number.

⇧ Exercise 3.3: Why are DSLRs big and heavy?

3.2.1 The Mirror Mechanism

How does the mirror mechanism of a DSLR work? The mirror pivots every time a
picture is taken, so its mechanism must be robust and should last many thousands of
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activations. It also has to be fast, because the camera is blind when a shot is taken,
and simple, because an SLR already consists of many electrical, mechanical, and optical
parts. This section describes two ways to design such a mechanism.

Figure 3.5a,b shows a simple, innovative design described in United States patent
4,786,927 [Lawther 88]. The mirror (labeled 5 in the figure) is held by a simple frame
(23) that pivots about a shaft (27) by about 55�. When the shutter release is fully
pressed, latch (29) swings, releasing the frame, which is then pulled by spring (33) from
its initial 45� position until it ends up under the lens assembly (3) and is stopped by pin
(21). This downward pivoting along path (35) is the main point of this design. When
the mirror swings up, space must be left between the lens and the sensor, but this design
makes it possible to bring the lens closer to the sensor, thereby ending up with a thin
camera.

(a) (b) (c)

Figure 3.5: Two Mirror Mechanisms.

As with many good things, this design also has a downside. Ambient light from
the back of the camera may enter through the viewfinder and find its way through the
pentaprism, field lens (15), and the ground-glass screen (11) into the sensor or film (F).
The inventor suggests including a roller blind shutter or a capping plate that is inserted
under screen (11) to block any stray light, but it is obvious that this problem is a serious
design defect and it may be the reason why current DSLRs do not use this approach
and instead they swing the mirror up.

Once the mirror has swung down and the exposure taken, the mirror must be
brought up and spring (33) re-tensioned. This is not shown in the figure and the inventor
suggests to include a miniature electrical motor to take care of this and other, similar
tasks. This design was proposed in 1988, a few years before the start of the revolution of
digital photography. At that time, high-end film cameras already included one or more
motors that helped in operating the aperture, the zoom lens, the shutter, and most
important, transported the film to its next frame. Thus, it made sense to employ the
same motor to restore the mirror to its original position. In principle, one motor can
perform several tasks, by linking it to di↵erent components as needed.

The next mirror assembly design (Figure 3.5c) comes from United States patent
5,758,217 [Mielke 98]. This elegant design is based on few parts and is driven by an
electromechanical solenoid (4). When power to the solenoid is switched on, its inner
part (5) is pulled up, thereby pulling pin (11) up inside slot (10) and with the pin, the
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entire mirror assembly. When power is turned o↵, part (5) is pushed down by a spring
inside the solenoid, pulling the mirror with it. Bar (3) is fixed in the camera and it stops
the downward motion of the mirror when it gets to its normal 45� position.

The advantages of this design are its simplicity and speed. The solenoid swings
the mirror both up and down, so there is no need for a motor to later re-tighten the
mechanism. A solenoid is a simple, fast, and reliable device that occupies very little
space inside the camera. Power is sent to the solenoid through the pair of wires (13)
and it may come either directly from the shutter release button which acts as a switch
or from the internal camera computer. The former case is common in film cameras,
whereas the latter case is typical in a digital camera.

3.3 Single Lens Translucent

In 2006, Sony started making its product line of alpha cameras.
AF sensor

EVF

700

300

Most of these cameras are DSLRs and mirrorless, but some alphas
are based on a di↵erent principle and are referred to as SLT (single
lens translucent) or TMT (translucent mirror technology) cameras.
SLT cameras are di↵erent from DSLRs because they lack a pen-
taprism and employ an electronic viewfinder. Instead of a mirror,
an SLT has a beam splitter (a semi-transparent, not translucent,
mirror) that sends 70% of the light to the shutter and deflects the remaining 30% up to
the automatic-focusing (AF) sensor. As a result, there is not enough light for an optical
viewfinder, which is why SLT cameras use an electronic viewfinder (EVF) and therefore
need no pentaprism. Notice that the term SLT is a misnomer, because the beam splitter
(the technical term is a pellicle mirror) is not a translucent mirror. (A pellicle mirror is
an ultra-thin, ultra-lightweight semi-transparent mirror or beam-splitter.) An interest-
ing point is that although the mirror does not flip, it can still be pivoted by hand and
moved out of the way to permit the user to clean the sensor (an important operation).

According to Sony, SLT cameras employ a pellicle mirror, electronic viewfinder,
and phase-detection autofocus system. The main advantages of the SLT design are (1)
the beam splitter is stationary, thereby eliminating the vibrations caused by a flipping
mirror, (2) the shutter does not have to wait for the mirror to get out of the way, so this
type of camera can take continuous pictures in very quick succession, (3) the viewfinder
and AF circuit are continuously active, even when a picture is taken, (4) less dust reaches
the image sensor because the mirror is fixed, and (5) eliminating the pentaprism results
in a smaller and lighter camera. On the other hand, there is not enough light for an
optical viewfinder. SLT cameras use an electronic viewfinder (an LCD screen instead
of optical screen) and live preview. Section 2.3 explains how the shutter works in live
preview.

A Ming vase can be well-designed and well-made and is beautiful for that reason
alone. I don’t think this can be true for photography. Unless there is something
a little incomplete and a little strange, it will simply look like a copy of something
pretty. We won’t take an interest in it.

—John Loengard, Pictures Under Discussion, 1987.



468 3.4 Twin Lens Reflex

3.4 Twin Lens Reflex

Another camera class based on a (stationary) mirror is TLR (twin-

M
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or

Shutter

Sensor

lens-reflex). Such a camera has two lenses with identical focal
lengths. The top lens (the viewing lens) serves only to project
the image, through a 45� fixed mirror, onto the viewfinder, which
is watched by the user from above. The bottom lens (the taking
lens) is used to project the image on the sensor. The two lenses
are connected and they turn together so that both images, on the
film/sensor and on the viewfinder, are in focus. The main draw-
back of this type is that the two lenses do not see the exact same
image. The image seen through the viewfinder (Figure 3.6a) is
slightly di↵erent from the image that is seen by the taking lens and
is projected on the film/sensor (Figure 3.6b). This vertical shift in the apparent position
of the subject is referred to as a parallax error and it exists also on rangefinder cameras
(Section 3.5). Another drawback of this design is that the image in the viewfinder is
a mirror image of the scene, which makes it di�cult to shoot moving scenes (when an
object is seen moving to the left, it is actually moving to the right). Also, old TLRs
were large, because of the space required for the two lenses.

(a) (b)
Figure 3.6: Parallax Error in TLR.

This type of camera was invented by André Disdéri, who is better known as the
originator of the historically important carte-de-visite photography.

The best-known example of a TLR is the Rolleiflex camera (Figure 3.7), made in
Germany since 1929. However, TLRs lost their popularity in the late 1950s and early
1960s, with the appearance of modern SLRs. Because of this, virtually all TLR models
made today are film cameras.

Advantages of the TLR design

The TLR design is mechanically simpler than the SLR. Recall that an SLR must
block stray light coming from the viewfinder from reaching the sensor during focusing.
This is done either with a focal plane shutter or with the mirror itself, but both methods
increase the size and bulk of an SLR. In a TLR, this problem does not exist.

The simpler design of a TLR leads to lower cost and higher reliability of this camera
design.
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Figure 3.7: Two Rolleiflex Models.

A TLR is quiet. Most TLRs use a leaf shutter located inside the lens. In contrast,
SLRs employ noisy shutter mechanisms.

The viewfinder of an SLR is blind during the shot, a problem that does not exist
in the TLR design.

In an SLR, pivoting the mirror out of the way is a mechanical operation which takes
a relatively long time and causes a long shutter lag, another problem that does not exist
in TLR cameras.

Street photographers try to be inconspicuous, so they prefer the TLR design. An
SLR has to be held at eye level, but a TLR is held at waist level and tends to be invisible
to passers by. A TLR can also be hung on a neck strap and fired by a cable release.
Notice that the articulating flip-out LCD screens on many current cameras o↵er the
same advantage.

The focal plane shutter of an SLR often cannot synchronize the flash accurately
when the shutter speed is faster than 1/60th of a second. With a leaf shutter in the
lens, TLRs do not su↵er from this problem.

A dark filter (such as an 8x ND filter) a↵ects only the image seen by the taking
lens. The image through the viewing lens remains bright.

Disadvantages of this design

The vertical distance between the two lenses of a TLR is fixed, a fact that makes it
impractical to build a TLR with interchangeable lenses or zoom lenses. A telephoto lens
tends to be thick, and two such lenses simply do not fit in the fixed distance between the
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lens mounts of a TLR. The leaf shutter of a TLR is located in the lens, which increases
the price of interchangeable lenses in a TLR.

The leaf shutter also limits most TLRs to maximum shutter speeds of between
1/100th and 1/500th of a second.

The parallax error of a TLR is very noticeable when the subject is nearby.

The viewing lens of a TLR often has no diaphragm, making it impossible to preview
depth of field.

Holding the camera low is an advantage for street photographers, but sometimes
the camera must be held high, which makes it impossible for the photographer to see
the viewfinder. An example of such a situation is shooting pictures in a crowd, where
a person in front of the photographer obscures the view. In some TLRs, the waist-level
finder can be replaced by an eye-level finder, using a roof pentaprism or pentamirror,
but this increases the price of the camera.

A graduated neutral density filter cannot be mounted accurately on the taking lens
of a TLR because of the limited vertical space between the lenses.

3.5 Rangefinder

A rangefinder is a device that computes the distance to an object using the familiar
method of triangulation. In a rangefinder camera, the viewfinder “looks” through two
windows, not through the lens. Current digital rangefinders normally employ an elec-
tronic rangefinder, a device similar to a radar, while older rangefinder cameras used a
coincident rangefinder which is described here (Figure 3.8).
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Figure 3.8: Coincident Rangefinder.

In the figure, light enters the viewfinder from two windows—a large VF (viewfinder)
and a small RF (rangefinder)—set apart on the top-front of the camera. The light that
enters the VF window (the blue ray) goes straight through the green beamsplitter.
The light that enters through the smaller RF window (the green ray) passes through
the blue lens and into the pentaprism, where it is reflected by 90�. From there, the
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light passes straight through the brown beamsplitter and is reflected again by the green
beamsplitter to end up in the viewfinder. (Notice that in this viewfinder the green and
brown beamsplitters combine images, rather than splitting them.) Looking through the
viewfinder, we see two images (Figure 3.9), a large one from the VF window and a
small one from the RF window. These images are di↵erent because the two windows
are separated (typically by 4–5 cm or 1.6–2 in) and therefore look at the scene in front
of the camera from di↵erent locations.

Figure 3.9: Rangefinder Focusing.

Focusing is done by turning the focus ring on the lens, which in turn rotates the
blue lens. This shifts the image from the RF window (the dashed lines in Figure 3.10a)
sideways in the viewfinder. When the images from the two windows coincide, the subject
is in focus. An important point is that the user does not look through the lens. The lens
is linked mechanically to the blue lens in the rangefinder, and any rangefinder camera
must be calibrated such that when the two images in the viewfinder coincide, the lens
would always be focused. Over time, the mechanical linkage wears out and has to be
repaired, replaced, or at least recalibrated.

(a) (b)
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35

Figure 3.10: Coincident Rangefinder.

Now, to the central, frosted window. This window supplies light for the frameline
mask and is needed when the rangefinder camera has interchangeable lenses or a zoom
lens. The field of view seen by the lens depends on its focal length. A 28 mm lens
sees a wide field, wider than we see with our eyes. A 50 mm lens is considered normal.
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It encompasses a field of view about equal to what we normally see. A 200 mm lens
is considered telephoto. Its field of view is very narrow and it acts like a telescope.
However, the user does not look through the lens and does not know exactly what the
lens sees. (The user looks through the rangefinder, which does not zoom.) The frameline
mask is a piece of glass on which are etched several frames that correspond to the fields
of view of various lenses with di↵erent focal lengths. The light from the frosted window
passes through the frameline mask, it is combined by the brown and green beamsplitters,
and it appears on the viewfinder (Figure 3.10b) to help the user compose the image.

This is how a coincident rangefinder operates. An electronic rangefinder is di↵erent;
it operates on the principle of radar.

Rangefinder cameras su↵er (especially in close distances) from the parallax error
illustrated in Figure 3.6. Thus, macro photography with these cameras is impossible or
at best very awkward. Because of the indirect viewing (through the viewfinder instead
of through the lens), the user cannot see the precise depth of field. On the other hand,
rangefinder cameras are smaller and lighter than SLRs, they do not su↵er from the
vibrations caused by the flipping mirror, and their shutter lag is short. Figure 3.11
shows a Leica M3, a typical film rangefinder camera.

VF window

RF window
Frosted window

Viewfinder

Figure 3.11: Leica Camera with Three Rangefinder Windows.

Finally, rangefinder cameras su↵er from another, more subtle, problem. The image
seen in the viewfinder comes from the rangefinder windows, not from the lens. Thus,
it is possible to see, compose, focus, and press the shutter release while the lens cap
is on! Many a rangefinder camera owner had spent an entire day taking great shots
only to discover at the end of the day that the lens cap was on and nothing was actually
photographed. Just something to take into account when considering this type of camera.
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Be sure to take the lens cap o↵ before photographing.
—Elliott Erwitt

3.6 View Cameras

The view camera (Figure 3.12) brings to mind old times, and for a good reason. This
design was developed in the 1840s, during the baby years of photography. The view
cameras of today are much improved versions of the original but resemble it overall.
The main component is the flexible, light-tight bellows, located between the rear and
front standards. The rear standard has a large piece of ground glass that serves as the
viewfinder. Once the photographer has composed and focused the camera, a film (or
image sensor) holder is placed behind the rear standard and the photographer can press
the shutter release and take the picture. The front standard holds the lens, shutter
assembly, and aperture, and can slide back and forth to permit precise focusing.

Film holder

Lens plane

Base

Rear standard
Bellows

Sliding front standard

Figure 3.12: A View Camera.

An interesting feature of the view camera is that the front standard can be raised
and lowered, shifted left and right, and also tilted (Figure 3.13). Tilt-shift lenses are
discussed in detail in Section 1.19. Raising the front standard allows the lens to see
higher parts of the subject and is useful in architectural photography. Standing in front
of a tall building, a camera may not see the top of the building. Tilting the entire
camera causes a perspective e↵ect. The sides of the building, which are parallel, seem
to converge toward the top.

Shifting the front standard causes the lens to see more of
the left side or right side of the subject. This may be useful
in cases where the subject is shiny and it reflects the image of
the camera. By shifting the front standard, the reflection can
be moved outside the field of view. Tilting the front standard
varies the angle between the lens axis and the film. Normally,
the lens plane and film plane are parallel, so any plane parallel
to the lens will be in sharp focus. When the lens is tilted, the plane of sharp focus is also
tilted, and this e↵ect may be useful in landscape photography. Tilting is based on the
Scheimpflug principle which says: when the subject is not parallel to the image plane,
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Figure 3.13: View Camera Shifts and Tilts.
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only a small region of the subject is in focus. Notice that a tripod is a must when using
a big, heavy view camera, especially if it is to be raised, shifted, or tilted.

Operating a view camera is the opposite of point-and-shoot. It is slow and tedious
and consists of the following steps: (1) Open the shutter, (2) view the image in the
viewfinder (the ground glass plate on the rear standard), (3) compose the image, (4)
focus by sliding the front standard, (5) pull the viewfinder back and mount the film holder
in its place, (6) close the shutter and cock it, (7) set the shutter speed and aperture, (8)
remove the darkslide of the film holder, (9) release the shutter, (10) replace the darkslide
in the film holder, (11) remove the film holder, and finally (12) push the viewfinder back
to its original position. Steps 5 and 12 are needed because the viewfinder must be
located in the same plane that the film will later occupy. Between steps 4 and 5, the
photographer sometimes varies the aperture to select the best exposure. This sequence
of steps should be compared with the similar process listed in Page 698.

To a modern camera user, this sequence is long, slow, and tedious, but the main
surprise is that the image seen in the viewfinder in step 2 is upside-down and often very
dark, especially if there is bright light behind and around the camera. A dark, inverted
image makes it di�cult to compose and focus, which is why old photographs and movies
often show photographers with a dark cloth covering their heads as well as the rear of
the camera (Figure 6.18). The cloth creates a dark space between the photographer’s
eye and the viewfinder and makes the image in the viewfinder seem brighter. Also, a
film holder holds only one sheet of film. Every exposure requires a fresh film, so the
photographer must prepare several film holders in advance, and carry them with him to
the location of the shooting. All this is cumbersome, which is why view cameras are nor
very common.

See [Menarchy 13] for a really BIG view camera.
The following figures illustrate an application of the Scheimpflug principle—named

after Theodor Scheimpflug, an Austrian army captain interested in aerial photography.
Figure 3.14 shows a view camera with its lens facing forward. A certain aperture creates
a DOF that does not cover both nearby and distant subjects.

P
lane of focus Lens plane

Im
age plane

DOF (not wide enough)

Figure 3.14: Lens Pointing Forward.

In Figure 3.15 the lens has been tilted about its center (the blue line) through a
small angle. The plane of focus has also been tilted as a result, about a point at the
same height (the green line), but through a much larger angle, such that the lens plane
and the plane of focus now meet at the same (red) point, the Scheimpflug intersection,
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Figure 3.15: Tilted Lens for a Large DOF.

on the image plane. The two DOF limits (the dashed red lines) have also tilted, which
has e↵ectively widened the DOF region, including in it both nearby and distant objects.

3.7 Mirrorless (MILC)

The acronyms DSLM and MILC stand for “digital single lens mirrorless” and “mirrorless
interchangeable-lens camera,” respectively. Recall that DSLRs have a reflex mirror that
flips up and down and that SLTs have a stationary beamsplitter instead of a mirror.
The MILC camera class, as its acronyms imply, does not have a mirror but does have
interchangeable lenses. (Isn’t it strange to name a class of cameras for the one feature
they do not have, a mirror. Also, not every camera without a mirror is mirrorless. The
Leica has no mirror, but it is a rangefinder camera.) In some sense, this class is “be-
low” DSLRs and SLTs. Other names for this category of cameras are compact system
camera (CSC), mirrorless system camera (MSC), and electronic viewfinder with inter-
changeable lens (EVIL). The latter designation is especially popular, but is unfortunate
because MILCs often have an optical viewfinder (MILCs without a viewfinder are rare).
Figure 3.16 shows the main components of a typical mirrorless camera.

Before we look at the features of MILCs, it makes sense to mention the next “lower”
class of cameras, namely compacts. Compact cameras are “lower” than MILCs because
they generally have smaller sensors, they do not have a TTL viewfinder, and their lens
is fixed. To compensate for these features, compact cameras (Section 3.10) have zoom
lenses with wide zoom ranges.

The MILC class was conceived as a small, light-weight alternative to the large,
bulky DSLRs. Many a time did I hear sentences such as the following: “I previously
owned a great DSLR, but I lately realized that I wasn’t using it as much because of its
bulk and weight, and so decided to get the much smaller . . . .” A MILC achieves its
smaller size by getting rid of the mirror, pentaprism, and optical viewfinder. The light
from the lens enters the camera and strikes the sensor, which in turn feeds a continuous
image to the electronic viewfinder. The shutter is normally open and it operates as in
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Figure 3.16: Main DSLM Components.

a DSLR with live preview. In order to compete with DSLRs in image quality, high-end
MILCs have large (sometimes even full-frame) sensors.

O�cially, the first MILC camera was the 2004 Epson R-D1 (discontinued in 2007),
but this was a rangefinder camera, and rangefinder cameras, even though mirrorless,
deserve their own class. Thus, we consider 2008 as the start of the MILC family, because
this year saw the first of the Micro-Four-Thirds camera, whose first member was the
Panasonic Lumix DMC-G1.

The micro four thirds (MFT) standard was developed in 2008 by Olympus and
Panasonic. It specifies MILC cameras featuring 4/3” type sensor, bayonet-type lens
mount, and contrast-detection autofocus (CDAF).

Because the MILC class is situated between compact cameras and DSLRs, it is
natural to expect two main types of MILCs, compact and DSLR-like. Compact MILCs
look like (large) compact cameras and most can fit (sometimes uncomfortably) in a
pocket. They are aimed at users who want to step up from a compact camera, but do
not need the many features (and high price) of a DSLR. DSLR-style MILCs resemble
entry-level DSLRs in shape and in the features they o↵er, but they are significantly
smaller and lighter. Many professional photographers who already own a DSLR (for
serious work) and a compact camera (for carrying around all the time), may feel the
need for a third camera, with features intermediate between these two, especially with
a sensor larger than that of a compact. Such a person may look for a camera that
is relatively portable, can be carried occasionally while walking around, and used for
occasional shooting. A MILC is a natural choice for such a camera.

The chief advantages of MILCs are (1) the versatility o↵ered by interchangeable
lenses and (2) small size. The latter is a direct result of the absence of a mirror. Without
a mirror, lenses can be placed close to the sensor, and so can have short focal lengths.
This results in smaller, lighter, and less expensive lenses. A mirrorless camera also
generates less noise and vibrations.

The main drawback of MILCs is the absence of a through-the-lens optical viewfinder.
The rear LCD screen serves as an electronic viewfinder and also to view pictures stored
on the flash memory card before they are transferred to a computer. Some MILCs
also o↵er an optical viewfinder, but this is not through-the-lens, so it su↵ers from the
notorious parallax error, especially for nearby subjects. Another unattractive feature
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is the lens mount, which is incompatible with SLR lenses. Some high-end MILCs can
accommodate DSLR lenses through an adapter, a very attractive feature to those who
already own such lenses.

It is so liberating to be walking around with a much smaller and lighter unit. . . . I
took far more photographs, just walking around with that lightweight camera.

—John Greengo, January 2014

Di↵erences between DSLRs and Mirrorless Cameras

The following is a short list of the main di↵erences between these two important
types of cameras.

1. Size and weight. It has already been mentioned that the lack of a mirror makes it
possible to build a thin camera, as illustrated by Figure 3.17. The smaller body implies
less weight, a very important feature, especially for professional photographers who have
to carry their equipment for long periods. However, a mirrorless camera with a large,
heavy lens and perhaps also a lens adaptor, may weigh almost as much as an average
DSLR.

2. Image quality. Naturally, this is a crucial point which can make or break a
purchase decision. For professionals and serious amateur photographers, image quality
is the most important feature of a camera. Listening to comments made by many
photographers, mostly on YouTube, I came to the following conclusions: (1) The quality
of images made by mirrorless cameras is the same as those made by DSLRs, and (2)
Di↵erences in quality are mostly due to di↵erences between camera makers, not camera
types.

It is common to hear a photographer say in a video “I have always used full-frame
sensors. A friend once loaned me several cameras that included a micro 4/3. I tried
them all, except the small micro 4/3 which had a smaller sensor. It was only after my
friend urged me to try this small camera that I relented. The results were so surprising
that I now do practically all my professional work with micro 4/3 cameras.”

3. Autofocusing. The AF mechanism in a DSLR is phase-detect and is fed light
from a small mirror located on the back of the main mirror (Figure 3.4). Phase-detect
is fast because it knows in which direction to rotate the lens to achieve focus. However,
because the AF unit is separate from the sensor, it cannot see what it is focusing on, so
it cannot adapt to di↵erent scenes. Also, if the mirror is up, as in live view or in video
recording, the phase-detect does not work and the camera must switch to contrast-detect
focusing, which uses the light that falls on the sensor. This technique is slow because it
cannot tell in what direction to rotate the lens. It has to try moving back and forth until
focus is achieved. In principle, such focusing can be more accurate than phase-detect,
but it is slower. Around 2010, a hybrid auto focusing system appeared, where the main
task of focusing is done with contrast-detect, but phase-detect is used in order to decide
in which direction to rotate the lens for fast focusing.

4. Image stabilization. Currently (2019), in-body stabilization (either sensor shift
or 5-axis image stabilization) is the default for mirrorless cameras. In this approach
to stabilization, it is the sensor itself that shifts, rotates, and moves to compensate
for camera vibrations. Remember that movement is relative, which is why moving the
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sensor in a direction opposite to the camera movement will leave the sensor fixed in
space.

Lens-based stabilization, where the individual elements of the lens move and ro-
tate, has been around since 1994. Lens-based stabilization is expensive because all its
components must be included in each lens. In-body stabilization is expensive because it
requires more electric power and drains the battery quickly.

The original sensor-shift (or 2-axis) image stabilization system was developed by
Konica-Minolta. In this system, the sensor can be translated small distances vertically
and horizontally. This compensates for camera movements in a plane, but not for camera
rotations and change of orientation.

However, experienced photographers know that pressing the shutter release often
causes a slight rotation or tilting of the camera, which is why Pentax has extended
the original sensor-shift method to include rotation abut the camera’s axis (roll). This
approach to stabilization came to be known as shake-reduction, but can also be referred
to as 3-axis stabilization.

The next step in in-body image stabilization was taken by Olympus, when it intro-
duced 5-axis stabilization. This system incorporates vertical and horizontal translations
of the sensor as well as pitch (pointing the camera upwards or downwards), yaw (point-
ing the camera to the left or right), and roll (rotating the camera around the lens axis),
all illustrated in Figure 2.19. Accidentally rotating the camera in these directions dis-
places the image on the sensor, which causes motion blur. Also, pitch and yaw change
the plane of focus. The main component of this stabilization scheme over five axes is a
sensor that can perform complex movements which can compensate for most types and
directions of camera shakes and vibrations, and often achieves stable handheld video
even while the photographer is walking.

⇧ Exercise 3.4: It makes sense to compensate for camera rotations in three axes, but
why have just two translational axes, left-right and up-down? Why not have the sensor
translate also in the fore-aft direction (the camera’s own axis)?

The short video at [5-axis 19] illustrates the 5-axis IS system. An Internet search
for “handheld at 1.6 seconds shutter speed” results in an amazing testimony where a
photographer claims that the 5-axis system allows for very long, handheld shots of up
to 1.6 seconds!

5. Quick start. A DSLR starts very quickly. You flip the switch and the cam-
era is immediately on and ready; an important feature in many critical situations. In
comparison, a typical mirrorless camera may take 2–3 seconds to start up.

6. The battery life of a mirrorless is generally much shorter than that of a DSLR.
A serious photographer who plans to work an entire day without interruptions should
prepare two or three spare batteries.

7. Many lenses are available for mirrorless cameras. What’s more important, many
adaptors are available, that allow this type of camera to use lenses made for other types.
Automatic focusing does not work with such lenses, telescopic lenses may be bigger and
heavier than the camera body, sturdy tripods may be needed, but the availability of
many lenses is an important selling point for many serious photographers.

8. Mirrorless cameras are more suited to video than DSLRs. High-end mirrorless
cameras have better features for video, and this is another feature that attracts potential
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buyers to this type of camera.

3.8 Bridge Cameras

In much the same way that MILCs provide a camera class between DSLRs and compacts,
the bridge cameras (sometimes also referred to as prosumer cameras) are intended to
bridge the gap between DSLRs and compacts. Thus, MILCs and bridge cameras “live”
side by side. They occupy similar niches and complement rather than replace each
other. A typical bridge camera is slightly smaller and lighter than a typical DSLR and
o↵ers manual control of exposure, white balance, and light metering. It also has a non-
interchangeable lens (sometimes with a wide zoom range), often no optical viewfinder,
and (most important) a small image sensor.

The small sensors of bridge cameras have the obvious drawback of small (submi-
croscopic) photosites, but they also feature large crop factors (Section 2.11) of about
5. Experienced photographers know that large crop factors are an advantage when it
comes to zoom range. An extreme example of a zoom range in a bridge camera is the
Nikon Coolpix P510, whose zoom lens has a range of 4.3–180 mm. Because of the small
size of its sensor (1/2.3”), it features a large crop factor of 5.5. With this crop factor,
the 35 mm equivalent of this range is 24–1000 mm; extremely wide (42x). Several zoom
lenses are needed in order to achieve such a zoom range with a 35 mm DSLR. It is
generally agreed that di↵erent situations, conditions, and compositions call for di↵erent
focal lengths. Always shooting with the same focal length results in pictures that seem
to have the same character, even if they are very di↵erent. Therefore, the small sensor
size, combined with a very wide zoom range, give bridge cameras the kind of versatility
not found in DSLRs and MILCs.

The advantages of live preview and an electronic viewfinder (EVF) are obvious to
anyone who has used them. With a live preview, the LCD screen in back of the camera
reflects the camera’s settings. Any changes in exposure, white balance, and ISO a↵ect
the image on the screen and thus help in composing the image. Also, many screens
are movable and tiltable, thereby helping the user view the screen in di�cult lighting
situations.

On the other hand, an optical viewfinder (OVF) generates a bright view, especially
in low-light environments and in conditions of strong backlight, where an LCD screen
is di�cult to view. Also, an OVF is analog, so its resolution depends on the quality
of its lens and can be very high, while the resolution of an EVF is lower because it is
limited by the number of pixels in its small screen. Recall that an EVF is fed by the
LCD screen, which causes the EVF image to lag by a fraction of a second behind the
real scene in front of the camera. Another drawback of live preview and an EVF is
battery drain. The sensor requires more electrical power when it operates continuously,
which shortens the battery life. As every photographer has learned from experience,
cameras and other electronic devices are developed rapidly and every year witnesses
huge progress. Today’s batteries, on the other hand, are only marginally better than
their counterparts of a decade ago.
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For those interested in more information on bridge cameras, reference [bridge 20] dis-
cusses ten of the best bridge cameras of 2020. Those are the Sony Cyber-shot RX10 IV,
Panasonic Lumix FZ2000 / FZ2500, Panasonic Lumix FZ1000, Sony Cyber-shot RX10
III, Canon PowerShot SX70 HS, Panasonic Lumix FZ80 / FZ82, Nikon Coolpix P900,
Panasonic Lumix FZ70 / FZ72, Nikon Coolpix P1000, and Sony Cyber-shot HX400V.

I’m not a particularly verbose person. I think that’s why I like taking pictures. . . they
speak for themselves.

—Jeb Dickerson

3.9 Micro Four Thirds (MFT)

The Micro Four Thirds system (MFT or M4/3), with its special lens mount and inter-
changeable lenses, is a standard announced in August 2008 by Panasonic and Olympus.
The term micro was chosen because this class is mirrorless, resulting in cameras much
smaller than the original four-thirds. The 4/3 camera class had already existed as DSLR
cameras, so removing the mirror resulted in significant savings in weight and space (Fig-
ure 3.17). The sensors of M4/3 cameras are identical to those of the original Four Thirds
system and slightly larger than the sensors of most compacts and many bridge cameras.
They measure 18⇥13.5 mm (similar to the frame size of the old 110 film), with a 22.5 mm
diagonal, half the dimensions of a full-frame sensor (i.e., a crop factor of 2), and 1/4 the
area. The aspect ratio is 4/3. (As a reminder, DSLRs have a 3:2 aspect ratio because
of the traditional dimensions of 35 mm photography.) The MFT standard specifies a
bayonet-type lens mount with a flange focal distance of 19.25 mm (Figure 3.17). The
absence of a mirror is significant and results in a thin and lightweight camera body.
All MFT models have LCD screens with live view electronic displays. Some models
also boast a built-in electronic viewfinder (EVF), while the cheaper models may o↵er
detachable (hot shoe add-on) electronic viewfinders as options. Most MFT cameras use
contrast-detection autofocus (CDAF).

From Wikipedia. For an interchangeable lens camera, the flange focal distance
(FFD) (also known as the flange-to-film distance, flange focal depth) of a lens mount
system is the distance from the mounting flange (the metal ring on the camera and the
rear of the lens) to the sensor plane.

The 2.0 crop factor of the MFT sensor implies that the field of view of an MFT lens
is the same as that of a full-frame lens featuring twice the focal length. For example, a
30 mm lens on an MFT has the field of view of a 60 mm lens on a full-frame camera.
The shorter focal length is why MFT lenses can be so small and lightweight.

With the Lumix line of MFT cameras, Panasonic started with very small models, the
size of compacts (the DMC-GM1 is considered by some the smallest camera that features
interchangeable lenses), but later Lumix models became big in order to accommodate
features such as 4k video at 60 fps, HDMI and USB ports, headphone socket—large,
long-lasting batteries—fast motors for fast bursts, and complex shooting modes.

(DMC stands for “Digital Media Camera.” The term Lumix probably comes from
luminous.)
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Figure 3.17: Flange Focal Distances of 4/3 and MFT.

The Panasonic Lumix DMC-GM1, the so-called Panasonic’s “pocketable camera”
(Figure 3.18), was announced in October 2013. This camera was the first of the GM line
of micro 4/3 cameras. It was succeeded by the Lumix DMC-GM5 in September 2014. It
is believed by some to be the smallest camera with interchangeable lenses. Its dimensions
are 55x99x30 mm and its body (with a battery and SD card) weighs 204 g. The price
to pay for the small weight and size is lack of the following features: A viewfinder, in-
body image stabilization, a hot shoe, and NFC (near field communication). Reference
[GM1.review 14] is a detailed review of this unusual camera.

The Panasonic Lumix DMC-GM5 (announced September 15, 2014) is claimed by the
maker to be the smallest camera with interchangeable lenses and an EVF. Its dimensions
are 5.95x9.85x3.61 cm, the body weighs 180 g, and a lens, battery, and a memory card
increase this to 281 g. It features a flash hot shoe, an electronic viewfinder, and a rear
scroll-wheel for adjusting settings.

A bridge camera is so called because it bridges the gap between compacts (which
tend to be fully automatic) and DSLRs (which o↵er manual modes and many controls).
A bridge camera is a compromise between these two extremes. It is smaller and more
portable than a typical DSLR. It supports full control in some areas but is automatic in
others. It has a manual mode, but the lens is not interchangeable. To compensate for
this, bridge camera lenses are often super zoom, o↵ering a great deal of flexibility. Once
micro 4/3 class cameras became available, they became the de-facto bridge cameras,
overshadowing the class of traditional bridge cameras.

The main advantages of the MFT class are as follows:

Image quality and dynamic range are comparable to that of full-frame cameras

Weight. A typical MFT camera may weigh a few hundred grams (body, batteries,
and an SD card).
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Figure 3.18: The Panasonic Lumix DMC-GM1.
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Size. Several MFT models (especially older ones) may be considered pocketable.
Alternatively, a camera and three lenses may fit in a medium size camera bag, ideal for
traveling.

Lenses are small and lightweight (because the sensor is small) and are available from
both Panasonic and Olympus. What’s more, many adapters are available, making it
possible to use virtually any lens (except lenses made for cameras with sensors smaller
than micro 4/3). Those who already own full-frame or APS-C lenses would love this
feature of micro 4/3. Many old lenses can be used only with manual focus and manual
aperture control mode. The MFT standard specifies an 11-contact connector between
lens and camera (the Four Thirds system standard uses only nine contacts).

Price. The price of a micro 4/3 body is only slightly less than that of the large
mirrorless cameras, but the lenses are much more reasonable. This often means that a
complete micro 4/3 system of a body and several lenses may cost about half the price
of a similar system of large 4/3. In addition, prices of used micro 4/3 are often very
reasonable.

Two typical examples of high-quality, fast, and inexpensive micro 4/3 lenses are
(1) the Panasonic Lumix G H-H025K, 25 mm, f/1.7, aspherical prime lens, and (2) the
Lumix G Vario H-FS45150AK, 45–150 mm, f/4.0–5.6 aspherical zoom lens. at the time
of writing (mid 2019), these sell for about US $150.

IBIS (internal body image stabilization). Professional photographers who use micro
4/3 with IBIS claim that IBIS is the main advantage of this class of cameras. It works
well because the sensor is small and therefore easy to move quickly.

Video quality. Again, professionals swear that the video quality of many micro 4/3
cameras is better than that of much more expensive mirrorless.

The small sensor provides more DOF, which is ideal for certain types of photography.
At the time of writing (mid 2019), the micro 4/3 class of cameras seems to have a

bright future. Both Panasonic and Leica have announced new products (a new 10–24
f/1.8 lens) and market observers predict a GH6 and are full of hope for the immediate
future.

The main shortcoming heard from micro 4/3 users is the mediocre performance of
this class in low light situations. Other, less important negative aspects of MFT cameras
are the following:

In early MFT models, the contrast-detect autofocus systems tended to be slow.

MFT cameras cannot have a through-the-lens optical viewfinder because of the
lack of a mirror and prism. When intense glare makes it impossible to see much on the
LCD screen, such a camera can benefit from an attachable not-through-the-lens optical
viewfinder.

The mirror in a DSLR and four-third cameras provides some protection to the
sensor from dust. An MFT may su↵er from dust getting into the camera body during
lens interchange, which is why many MFT models feature special dust-removal systems.

Photographers with big hands may be uncomfortable with the small MFT bodies.
They may have di�culties in holding such a small camera and reaching its small controls.
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However, some critics may claim that this is the fault of the big photographers, not the
MFT class. Such users should simply own bigger cameras.

The extreme zoom lenses (such as 30x and 50x) found in some compact cameras do
not exist on MFT cameras.

We conclude this section with short descriptions of three MFT cameras. Three
cameras were selected because it was felt that the micro 4/3 class is important and is
getting more popular all the time. The three cameras below were selected because they
illustrate the depth and breadth of the micro 4/3 class. This class includes a wide variety
of cameras, from very simple, fixed-lens models to sophisticated designs that are almost
the equivalent of top-of-the-line DSLRs (except that they are lighter and smaller).

The popularity of micro 4/3 is obvious both from the many comments found on
the Internet and from the many videos that keep popping up in YouTube. A typical
comment is “I have decided to have a lightweight mirrorless camera that I can easily
carry anywhere. This has become my primary photographic tool, while my old, reliable,
but heavy DSLR will be used for serious commercial and artistic work.” A typical video
tells how its producer had su↵ered back aches for years because of his heavy, bulky
equipment, before realizing that a micro 4/3 is good enough for most of his needs.

The three models described here are: (1) The Panasonic Lumix ZS70, a small,
inexpensive, and yet an excellent performer micro 4/3 entry level. (2) The Panasonic
Lumix G7, a popular micro 4/3 model. (3) The Olympus OM-D E-M1 II Camera, a
top-of-the-line MFT.

The Panasonic Lumix ZS70
Outside the United States, this model is known as TZ90. This camera (Figure 3.19)

was designed for a wide range of users, from professionals who may use it as a second,
lightweight camera, to occasional users who may like its many unusual features and
powerful video capabilities.

The main positive features of the ZS70 are a super (30x) zoom range, selfie function-
ality that works very well—fast, e�cient image stabilization—and 4K video, not easy
to find at this price range. On the downside we observe the following: The viewfinder,
which I consider large, is very small for some users and reviewers, there is an occasional
delay upon start-up, shooting at wide angle often produces soft images, and the grip is
not the best. Ergonomics specialists claim that the best camera grip should follow the
natural curvature of the middle finger when the camera is held conventionally, but this
is not the case with the ZS70.

Here are the main specifications of this camera:
Imaging
E↵ective resolution: 20.3 Megapixel
Maximum sensor resolution 5184⇥ 3888 = 20,155,392 pixels
Aspect Ratios 1:1, 3:2, 4:3, 16:9
Sensor Type MOS
Sensor Size 1/2.3”
Image File Format JPEG, RAW
Image Stabilization Optical (5-Axis)
Lens
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Figure 3.19: The Lumix ZS-70 Camera.

Focal Length 4.3–129mm (35mm Equivalent 24–720 mm)
Optical Zoom 30x
Digital Zoom 4x Maximum (120x Combined Zoom)
Maximum Aperture f/3.3 to f/6.4 (slow)
Minimum Aperture f/8
Focus Range 1.64’ (50 cm) to Infinity (Wide), 6.56’ (2 m) to Infinity (Telephoto)
Macro 1.18” (3 cm) to Infinity (Wide)
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Exposure Control
ISO Sensitivity Auto, 80–3,200 (Extended: 80–6,400)
Shutter Speed (mechanical shutter) 1/2,000–4 Seconds
Electronic Shutter 1/16000–1 Second
Metering Method: Center-Weighted Average, Multi, Spot
Exposure Modes: Aperture Priority, Manual, Program, Shutter Priority
Exposure Compensation �5 to +5 EV (1/3 EV Steps)
White Balance: Auto, Cloudy, Color Temperature, Daylight, Flash, Incandescent, Shade,
White Set 1, White Set 2, White Set 3, White Set 4
Continuous Shooting: Up to 10 fps at 20.3 MP. Up to 30 fps at 8 MP
Self Timer 2/10-Second Delay
Video
Recording Modes AVCHD/MP4
UHD 4K (3840⇥ 2160) at 29.97p [100 Mb/s]
Full HD (1920⇥ 1080) at 29.97p/59.94p
Full HD (1920⇥ 1080) at 59.94i
HD (1280⇥ 720) at 29.97p/120p
SD (640⇥ 480) at 240p
Recording Limit: Up to 29 Minutes, 59 Seconds
Video Encoding: NTSC
Viewfinder and Monitor
Viewfinder Type: Electronic
Viewfinder Resolution 1,166,000 Dot
Viewfinder Coverage 100%
Diopter Adjustment: Yes
Monitor Size 3”
Monitor Resolution 1,040,000 Dot
Monitor Type: Tilting Touchscreen LCD
Flash
Built-in Flash: Yes
Flash Modes: Auto, Auto/Red-Eye Reduction, Forced On, Forced On/Red-Eye Reduc-
tion, O↵, Slow Sync, Slow Sync/Red-Eye Reduction
E↵ective Flash Range: ISO Auto 2.0–18.4’ / 0.6–5.6 m (Wide),

6.6–9.5’ / 2–2.9 m (Telephoto)
External Flash Connection: None
Interface
Memory Card Slot: One SD/SDHC/SDXC card
Connectivity: HDMI D (Micro), USB 2.0, USB 2.0 Micro-B
Wireless: Wi-Fi
GPS: None
Physical
Battery: One Rechargeable Lithium-Ion, 7.2 VDC, 1025 mAh (Approx. 250 Shots)
Dimensions (W⇥H⇥D) 4.4⇥ 2.6⇥ 1.6” / 112⇥ 67.3⇥ 41.2 mm
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Weight 11.36 oz / 322 g

The following notes describe some interesting and unusual features of the ZS70.
The camera is selfie friendly. It has a 4K selfie mode, a Background Control option

to blur the background or keep it sharp, an option to shoot in response to the subject
waving his hands, and a Buddy Shutter option that takes an image when two people
bring their faces close together.

There is a large, 0.2-inch EVF, with 1,166k dots and a magnification of 0.46x
(35 mm equivalent). The eye sensor next to the EVF (the red arrow in Figure 3.19)
is a particularly attractive feature. This sensor automatically switches the display to
viewfinder when your eye or an object moves close to the viewfinder. When the eye or
object moves away from the viewfinder, the camera returns to monitor display.

The ZS70 does not have GPS, but there is WiFi, although without NFC (near field
communication).

The camera can be charged via its USB port, a convenient feature when traveling.
A 128 GB class 10 U3 memory card is highly recommended, because those 4K videos

require a specially fast card.
The control ring that encircles the base of the lens is considered an ingenious feature

by many. However, it is narrow (it only protrudes from the front plate by about a
centimeter), which is why certain users (perhaps those with big fingers) consider it a
liability. Reviewers often notice that this narrow ring keeps the entire camera narrow,
and the ring’s ridged finish helps the user grab and rotate it. This ring is used to control
the aperture, zoom, and other settings in a natural way (but notice that the menu pad
dial on the back of the camera provides similar control over some of these functions).

Another ergonomic feature mentioned by users is the tilting touchscreen, specifically
the fact that it can be grabbed anywhere along its base. In many cameras, the screen
can be grabbed only at a small groove located at its bottom; a design flaw. Another,
minor point is that the LCD screen can be rotated all the way around to face the front
(ideal for selfies) and its display, which is now upside down, flips over automatically and
immediately.

The ZS70 has a post focus mode where it shoots a short, 1.5 sec video of 49 frames,
each focusing at one of the 49 focusing points of this camera. The user can then flip
through the images and select any that are best focused. It’s a poor man’s version of a
light field camera.

The Panasonic Lumix DMC-G7

The Panasonic Lumix DMC-G7 (Figure 3.20) was announced by Panasonic on
May 18, 2015. The camera, which resembles a DSLR, features a 16 MPixel Sensor
(4592⇥ 3448) and can shoot up to 8 fps, with AF and ISO 25,600. It also supports 4K
video recording at 30/24 fps, and has built-in Wi-Fi connectivity. Its dimensions are
125x86x77 mm (4.92x3.39x3.03 inches) and the body weighs 360 g (410 g with batter-
ies). It can produce pictures with the following aspect ratios 1:1, 4:3, 3:2, and 16:9. The
ISO can go up to 25,600, there is manual focus with 49 focus points, an EVF, shutter
speeds of 1/16,000 down to 60 sec. See Section A.2 for a list of the dials, buttons, and
other controls of this camera.

The many reviews available for this model stress the following points:
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The G7 looks more like a miniature DSLR and has many of the controls found on
a DSLR. These include two control dials and plenty of buttons and switches.

This camera is handy for beginners looking for a camera to grow in to. It is also
a good choice for DSLR owners looking for a smaller, lighter second camera that also
o↵ers 4k video.

This camera is not ideal for those looking for a simple camera with few controls.
Also, those who strive for the highest image quality should consider a more expensive
model.

In addition to the main advantages of micro 4/3 cameras—small size, light weight,
and a↵ordable lenses—the G7 has the following features:

A surprisingly low price/performance ratio. A typical online price in 2019 was US
$500.

A strong, comfortable grip; an important ergonomic advantage.

A fully articulating flip-out LCD touchscreen that opens fully and rotates. This
feature makes it easy to capture scenes that are high, low, or positioned awkwardly.
The fact that this is also a touchscreen is a great ergonomic advantage

The EVF is convenient, especially in high glare situations. You see what the sensor
sees, i.e., through the lens. There is also a large, comfortable eye cap. An unusual feature
is a sensor under the viewfinder that turns the viewfinder on and the LCD screen o↵
when the user (or any object) gets close to the viewfinder. This is handy, especially in
low light situations, because the glare from the screen may sometimes overwhelm the
weak image of the viewfinder.

The controls and menus are intuitive. There are front and rear dial wheels for
easy, quick control of the many camera features. By default, the front dial adjusts
the aperture and the rear dial adjusts the shutter speed, but these assignments can be
temporarily changed. The buttons at the centers of these dials also have assignments
(front = shutter release, rear = white balance and ISO) and those of the rear button
can be changed temporarily. A 10-position mode dial and a 6-position drive mode dial
(single shot, burst, 4k photo, exposure compensation, timer, and time lapse) are located
on top of the camera.

There are 11 function buttons (Figure 3.21 and see also Appendix A) that can be
assigned various functions by the user.

There is WiFi remote control. It is possible to remotely trigger the G7, monitor it,
set the exposure, and do a time-lapse (up to 10,000 images), all with an App from a cell
phone.

The G7 o↵ers a large choice of resolutions. Just the video part supports the follow-
ing: In AVCHD format (for playback on an HD TV) there is 1920⇥ 1080 at four di↵er-
ent frame rates and speeds. In MP4 (for playback on a computer) there are 640⇥ 480,
1280 ⇥ 720, 1920 ⇥ 1080 at two speeds, and 3840 ⇥ 2160 also at two speeds. The still
image part o↵ers the aspect ratios 1:1, 3:2, 4:3, and 16:9, each at three image sizes. The
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Figure 3.20: The Panasonic Lumix DMC-GM7.
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4k photo recording writes 38 Mbit images every second, which is why a fast, class 10 U3
SD card is highly recommended. Still frames can also be extracted from a video.

Exposure (shutter speed, aperture, and ISO) can be set while video recording. There
is a microphone input, so a video may be narrated while it is being shot. The camera
stays in focus as the lens is zoomed in and out.

There are 24 scene modes.

Figure 3.21: Function Buttons on the Lumix G7 Camera.

On the downside we have to mention the following:

There is a 30 min video recording limit

There is no real slow-motion, but the camera can record video at 60 fps and play it
at 24 fps, for a slow-down factor of 2.5.

The camera must be taken o↵ the tripod in order to take out the SD card, a minor
inconvenience.

There is no built-in ND filter, another minor point. Such a filter can be mounted
on the lens.

The HDMI port is dead when a 4k video is taken. This means that the video cannot
be output to an external display while it is being shot. Some reviewers believe that this
is a firmware bug which may be corrected in a future version of the camera’s firmware.

The body is mostly plastic (but it doesn’t feel cheap).

Even though the menus are intuitive, there are so many of them that it takes time
to find what you are looking for. The learning curve is long (hardly a complaint, but
we like to complain).
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With so many features, capabilities, lenses, menus, and controls, even a serious
amateur photographer/filmmaker may take time in order to employ this camera to its
full potential. It is no wonder that some G7 owners refer to their cameras as photographic
workhorses.

Here are the main specifications of the G7:
Sensor
Max resolution: 4592⇥ 3448
Other resolutions: 4592⇥ 3448, 3232⇥ 2424, 2272⇥ 1704, 1824⇥ 1368
Image ratio w:h 1:1, 4:3, 3:2, 16:9
E↵ective pixels: 16 megapixels
Sensor photo detectors: 17 megapixels
Sensor size Four Thirds: (17.3⇥ 13) mm
Sensor type: CMOS
Color space: sRGB, Adobe RGB
Color filter array: Primary color filter
Image
ISO: Auto, 160, 200, 400, 800, 1600, 3200, 6400, 12800, 25600
Boosted ISO (minimum): 100
White balance presets: 5
Custom white balance: Yes (2)
Image stabilization: No
Uncompressed format: RAW
File formats: RAW, JPEG, and MPO, each in fine and standard formats
Optics & Focus
Autofocus: Contrast Detect (sensor), Multi-area, Selective single-point, Tracking,

Single, Continuous, Touch, Face Detection, and Live View
Autofocus assist lamp: Yes
Digital zoom: No (2x, 4x)
Manual focus: Yes
Number of focus points: 49
Lens mount: Micro Four Thirds
Focal length multiplier: 2⇥
Screen / viewfinder
Articulated LCD: Fully articulated
Screen size: 3”
Screen dots: 1,040,000
Touch screen: Yes
Screen type: TFT Color LCD with wide-viewing angle
Live view: Yes
Viewfinder type: Electronic
Viewfinder coverage: 100%
Viewfinder magnification: 1.4⇥ (0.7⇥ 35 mm equiv.)
Viewfinder resolution: 2,360,000
Photography features
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Minimum and maximum shutter speeds: 60 sec and 1/4000 sec
Maximum shutter speed (electronic): 1/16000 sec
Exposure modes: PASM
Scene modes: Clear Portrait, Silky Skin, Backlit Softness, Clear in Backlight,

Relaxing Tone, Sweet Child’s Face, Distinct Scenery, Bright Blue Sky,
Romantic Sunset Glow, Vivid Sunset Glow, Glistening Water, Clear Nightscape,
Cool Night Sky, Warm Glowing Nightscape, Artistic Nightscape, Monochrome,
Glittering Illuminations, Clear Night Portrait, Soft Image of a Flower,
Appetizing Food, Cute Dessert, Freeze Animal Motion, Clear Sports Shot

Built-in flash: Yes (Pop-up)
Flash range: 9.30 m
External flash: Yes (Hot-shoe)
Flash modes: Auto, On, O↵, Red-Eye, Slow Sync
Flash X sync speed: 1/160 sec
Continuous drive: 7.0 fps
Self-timer: Yes. Two sec, 10 sec, and 10 sec three images
Metering modes: Multi, Center-weighted, Spot
Exposure compensation: ±5 (at 1/3 EV steps)
AE Bracketing: ±3 (3, 5, 7 frames at 1/3 EV, 2/3 EV, 1 EV steps)
WB Bracketing: Yes (3 frames in either blue/amber or magenta/green axis)
Videography features
Resolutions: 3840⇥ 2160 (30, 25, 24, 20fps), 1920⇥ 1080 (60, 50, 30, 25fps), and

1280⇥ 720 (60, 50, 30, 25fps), 640⇥ 480 (30, 25 fps)
Format: MPEG-4, AVCHD
Microphone: Stereo
Speaker: Mono
Storage
Storage types: SD/SDHC/SDXC
Connectivity
USB: USB 2.0 (480 Mbit/sec)
HDMI: Yes (microHDMI TypeD)
Microphone port: Yes
Wireless: Built-In
Physical
Environmentally sealed: No
Battery: Pack, Lithium-Ion rechargeable battery & charger
Battery Life (CIPA) 350
(CIPA rating is a measurement of the number of images a digital still camera can take
on a single battery charge.)
Weight (inc. batteries) 410 g (0.90 lb / 14.46 oz)
Dimensions 125⇥ 86⇥ 77 mm (4.92⇥ 3.39⇥ 3.03) inch
Other features
Orientation sensor: Yes
GPS: None
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I switched to m4/3 recently and love it. I actually shoot more now because it is less
weight to lug around.
Even if m4/3 died today, I still don’t see a reason not to buy them. They still work
well, and still take good photos.
Micro 4/3 is terrific for macro photography. Camera is light weight and easy to use
at a high magnification. IQ is as good as my D7200.

—Seen on the Internet.

The Olympus OM-D E-M1 Mark II

The Olympus MD series consists of micro 4/3 cameras that are relatively large and
resemble DSLRs (Figure 3.22). The chief specifications are as follows. The CMOS sensor
has 4608 ⇥ 3456 = 15,925,248 pixels. The ISO range is 100–25,600 in 1/3EV or 1EV
increments. There is a 5-axis image stabilization. Autofocus can be Contrast Detect
or Phase Detect, and there is manual focus with 81 focus points. The articulated LCD
touchscreen has 1,037,000 dots. There is a large, 2.36 Mega-dot high-res LCD EVF.
Shutter speeds range from 1/8000 to 60 sec. The continuous drive operates at 10.0 fps.
The video is only 1080p, no 4k.

We continue with a list of the most important features of the E-M1. First and
foremost is an in-camera, two-mode HDR. In mode 1 the camera takes three shots. In
mode 2 it takes four shots. It then aligns and combines the shots into a single, HDR
image. This feature is in addition to the traditional HDR bracketing options that allow
the user to take a bracketed series of images and combine it later, outside the camera,
with sophisticated software.

The next important feature is time-lapse. The camera includes an intervalometer
with intervals in the range of 1 sec to 24 hours. There is an option where the camera
can automatically create a time-lapse video.

Other significant features are multiple exposure and live bulb. The latter makes it
possible to check on the state of the exposure while the shutter is still open.

The E-M1 is not an entry-level camera. It is complex and is intended for profes-
sional, semi-professionals, and enthusiasts, which is why it was designed to have flexible
controls and be highly customizable. One example of this is the 2x2 control mode, se-
lected by the Fn switch in the back of the camera, marked by a red arrow in Figure 3.22.
This switch is a small lever which surrounds the AEL/AFL button. The level has two
positions labeled 1 and 2, and they a↵ect the way other camera controls work. For
example, if the camera is in its manual mode, switching this lever to position 1 makes
it easy to vary the aperture (by turning the front dial, the green arrow in Figure 3.22)
and vary the shutter speed (by turning the back dial). Switching the lever to position 2
allows the user to vary exposure compensation (with the front dial) and the ISO value
(with the back dial). When the camera is in other modes, the two positions of this lever
serve other functions.

⇧ Exercise 3.5: What are professional, semi-professional, and enthusiastic photogra-
phers?

⇧ Exercise 3.6: What is the smallest interchangeable-lens camera?
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Figure 3.22: The olympus OM-D E-M1 II Camera.
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I switched from SLR to m43, specifically to the Olympus OM-D, and my only regret
is that I didn’t do it earlier.

—Seen on the Internet.

3.10 Compact Cameras

Compact cameras, known also as point-and-shoot, are small (most fit comfortably in a
pocket), inexpensive, and mostly automatic. They are very popular (mostly with users
who are not experienced photographers, but like to take snapshots), due to their low
price, compactness, and ease of use. Appendix C is a detailed buyer’s guide for those
who are planning to purchase such a camera. Economists and others who watch trends
in the photography world claim that compact cameras are steadily losing their niche
of the market by the ever-more-sophisticated cameras found in mobile devices, such as
cell telephones. According to the NPD Group, 2010 was the best year of the compacts,
when they took 52% of all photos shot in that year. Since then, the share of compacts
has dwindled.

When a compact camera is turned on, its state is as shown in Figure 3.23d. The
leaf shutter (which is also the aperture) is open, light passes through to the sensor, and
the image is sent to the LCD screen to be viewed by the user. When the shutter release
is pressed, the camera goes through four states, as illustrated in parts (a) through (d)
of the figure.

The shutter closes momentarily to stop the light and discharge the image sensor.

The sensor charges itself, the shutter opens, and the light arrives at the sensor.

The shutter closes again, the camera’s computer performs the demosaicing algo-
rithm, digitizes the image, and stores it in the bu↵er.

The shutter opens again, so that the image can be sent from the sensor to the LCD
screen in the back of the camera. The computer copies the image from the bu↵er to the
memory card.

A typical compact camera (Figures 3.24 and 3.25) features a non-interchangeable
zoom lens with automatic focusing only, a built-in flash unit—a 2.5–3” LCD screen in
the back, also serving as an electronic viewfinder—and a few controls (a power switch,
shutter release/zoom, 2–3 pushbuttons/switches, and a wheel or a 4-way switch are
typical). There may also be an optical viewfinder (a very useful feature when shooting
in strong sunlight or backlight). An added advantage is video. Compact cameras can
take long videos in high-resolution and they have a microphone and a miniature speaker.
Perhaps the main drawback of compacts is a very limited manual mode and a very small
sensor size. The first part of Section C.2 discusses the sizes and limitations of sensors
found in compact cameras. Some compact cameras have a larger sensor (1.5” or 1.6”)
and are sometimes referred to as premium point-and-shoot.

Another shortcoming of compacts has to do with focusing. In order to achieve sharp
focusing, the user has to zoom to the widest angle, where only a part of the scene is
visible. In this mode it is possible to judge focusing, but then the user has to zoom back
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Figure 3.23: Exposure in a Compact Camera.

to the desired setting, which may take the camera o↵ focus. Often, the photographer
first takes the shot, and then previews it on the screen and zooms in to check the focus.

An optical viewfinder is very useful when shooting in strong sunlight or backlight,
but it “supports” only one eye. Viewing the scene on an LCD screen has the advantage
that the subjects being shot are seen with both eyes. This greatly helps the photographer
in deciding how to compose the picture and it is why many professional photographers
will not buy a camera lacking an optical viewfinder.

More and more compacts feature Wi-Fi and GPS capabilities. The former means
that pictures can be sent wirelessly from the camera to Internet sites and to mobile
devices. The latter feature uses the GPS network of satellites to pinpoint the geographic
coordinates of the location where a picture was taken, and then record the coordinates
as metadata.

A compact camera is meant to be used in its automatic mode, which justifies the
term point-and-shoot. However, these cameras also have a (limited) manual mode where
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Figure 3.24: The Canon SD800IS.

Figure 3.25: The Canon SD790IS (Vadim Sherbakov, unsplash).

the user can control certain features, most notably the image size and aspect ratio,
exposure compensation, ISO values, white balance, focusing mode, light metering mode,
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single shot or burst, smile shutter, face detection, and video quality. Following is a list
of features that can be selected and controlled by the user in the manual mode of the
Sony Cyber-shot DSC-WX50, a typical current (2012) compact camera (Figure 3.26).

Still image size (in pixels) and aspect ratios can be 16M 4:3, 10M 4:3, 5M 4:3, vga
4:3, 12M 16:9, and 2M 16:9.

Exposure compensation can be varied from �2 to +2 in steps of 1/3 stop.

ISO values range from 100 to 12,800, plus auto ISO.

White balance choices are auto, sunny outdoors, cloudy white fluorescent, daylight
fluorescent, tungsten (incandescent), flash, and shoot and capture an image to become
the new white balance basis.

Focusing modes can be selected from (1) Auto. The camera automatically selects
an object to focus on (each time the shutter release is pressed halfway, the choice of
object changes), (2) focus on the subject at the center, and (3) focus on whatever is at
the center point.

Metering modes are the usual evaluative, center region, and center point.

Burst modes. (1) A burst of up to 10 shots at maximum speed of up to 10 shots/sec
or (2) a burst of up to 10 shots at maximum speed of up to two shots/sec.

Smile shutter. This is either o↵ or auto (where the shutter opens when a smile is
detected in the scene).

Face detection. The camera can automatically focus itself on a face. Choices are
O↵, auto, focus with priority on children’s faces, and focus with priority on adults faces.

Video quality. The options are (1) 1920⇥ 1080 (50i/60i) 24 Mbps average bitrate,
(2) 1920⇥1080 (50i/60i) 17 Mbps average bitrate, and (3) 1440⇥1080 (50i/60i) 9 Mbps
average bitrate.

Thus, quite a few features can be selected and choices made, but the user cannot
explicitly control the shutter speed and aperture.

In addition to the manual mode, this camera has the following modes:

Intelligent automatic mode, where the user can control only the image size and
aspect ratio, exposure compensation, burst mode, smile shutter, face detection, and
video quality.

Superior automatic mode, where the user can control only the image size and aspect
ratio, exposure compensation, face detection, and video quality. This is a very useful,
sophisticated mode in which the camera recognizes the scene, shoots burst images based
on the recognized scene, and then creates a composite of the burst images. Scenes that
are automatically recognized by this camera are night scene, night portrait, backlight,
backlight portrait, landscape, macro, portrait, infant, spotlight, low light, tripod, and
moving subject.

3D mode, where each image is saved as a pair of JPEG and MPO (multi picture
object) files. (An mpo file consists of a pair of JPEG images.) The images can be
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Figure 3.26: The Sony DSC-WX50 Camera.
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watched on the camera’s screen or on a computer using special software. Reference
[cipa 13] has information on the MPO format.

Scene modes. Each of the following scene modes has built-in values that are optimal
for one shooting situation: soft skin, soft background, low light without flash, landscape,
backlight correction, low light with flash, low light with a tripod, low light without a
tripod, high-sensitivity ISO, food, pets, waterside scene with rich blue color, snow,
fireworks, underwater. (In the soft skin mode the camera reduces blemishes, wrinkles
and other skin imperfections without editing the background. Also in this mode, if
the subject blinks while a shot is taken, the camera automatically shoots two images
consecutively. The camera will then select the non-blink image.)

Picture e↵ects mode, where the camera automatically includes e↵ects that make the
photographs come out like pictures. The available e↵ects are HDR painting, black and
white, miniature, toy camera, rich colors, warm colors, watercolors, and emphasizing
contours.

Background defocus. A shallow DOF is artificially created by defocusing the back-
ground.

In addition, there is a sweep panorama mode, where the user sweeps the camera,
either horizontally or vertically by up to 220� to quickly and easily create a panorama.

Clearly, this camera, a typical 2012 compact, is powerful, but it lacks manual ex-
posure control. Currently, there are many compact cameras that o↵er manual exposure
control (either partial or complete), but they stand in a class of their own because of
their high prices. A typical example of a high-end compact is the Canon G12 camera,
introduced in early 2011. It has many modes and built-in settings for many scenes (see
list below), but its price is equivalent to that of many low-end DSLRs.

The G12 Modes are: Auto, Program, Shutter Priority, Aperture Priority, Manual,
Custom (2 modes), SCN, Low Light, Quick Shot, and Movie. Its Scene modes are:
Portrait, Landscape, Kids and Pets, Indoor, Foliage, Snow, Beach, Fireworks, Aquarium,
Underwater, Color Accent, Color Swap, Stitch Assist, Smart Shutter (Smile, Wink Self-
Timer, Face Self-Timer), Super Vivid, Poster E↵ect, High Dynamic Range, Fish-eye
E↵ect, Miniature E↵ect, and Nostalgic.

However, compact cameras are not completely powerless and featureless. It is pos-
sible to increase the user’s control over exposure in any compact camera, by applying
the ideas listed here.

For shallow DOF, select the Portrait mode. This would cause the camera to choose
a wider aperture.

For a large DOF, choose the Landscape mode, where the camera selects a small
aperture.

For a fast shutter speed, the sports mode is your best choice. The camera assumes
that you want to freeze fast moving subjects.

Slow shutter speeds are more di�cult to obtain, because none of the scene modes
chooses a slow shutter speed automatically. Perhaps the best choice is the night (or low
light) mode. Be aware that this mode would often fire o↵ the flash, so try to cover the
flash with a tape.
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The features and capabilities of Canon cameras can be extended in a number of
useful ways by adding computer codes and routines that go under the name CHDK.
This powerful addition is described in detail in Chapter 4.

⇧ Exercise 3.7: Most, if not all point-and-shoot (compact, or P&S) cameras are mirror-
less because they don’t have a mirror. With this in mind, what is the di↵erence between
P&S and mirrorless cameras?

3.11 Action Cameras

Active people, such as mountain climbers, divers, cave explorers, and skydivers like to
record their activities automatically in real time, and camera makers have responded to
this demand with a special type of camera, the action camera. The wikipedia definition
of this type is “an action camera or action-cam is a digital camera designed for recording
action while being immersed in it.” A little thinking suggests that such a camera should
be small, lightweight, rugged, and waterproof. It should also be able to record still
images, bursts, and time-lapses in addition to the video. Many current (2019) action
cameras can also record slow-motion video and 4K video.

An action camera is often worn on the body of its user, so it can record from the
point of view of the user. Typical places are a helmet, hat, hand, and chest. Some users
may attach such a camera to their bicycle, surfboard, drone, or car, to record a trip and
serve as a dashcam. Often, two or more cameras are used to record the same action from
di↵erent perspectives. In a typical case, one camera may be mounted on the helmet of
a rider, a second camera attached, perhaps with a suction cup, to the outside of his
vehicle, to record the road ahead, and a third camera may be hooked to the dashboard,
to record the user’s actions and responses.

Inside a vehicle, an action camera may receive power from the vehicle’s electrical
system, but in other applications, the only source of power is a small internal battery,
which limits the length of time the camera can operate.

Perhaps the most well-known action cameras are the members of the GoPro Hero
family of cameras, Figure 3.27. Those cameras have many accessories available, which is
why many other action cameras come with a GoPro mount adapter. Competing makers
try to include the latest camera features, such as an articulating screen and smartphone
apps to control an action camera remotely.

On October 2, 2019, a restored 1942 B-17 bomber has crashed while landing near
Hartford, Connecticut, USA. Several GoPro cameras were installed in that airplane
and they may help in the investigation of this unfortunate crash involving loss of life
and an irreplaceable airplane.

The camera described here, the Sony RX0 Mark II (Figure 3.28), is not a typical
action camera. In fact, it is hard to classify and I have heard one of its fans refer to it
as an ice-cube camera. It was launched by Sony in 2018 as a video professional camera
where up to 15 cameras can shoot simultaneously. The RX0 is a small lightweight cube
that is shock, crush, and water-proof. It features a 1-inch CMOS, 15.3 Mpixel sensor
(subsection 2.11.7) and a flip screen.
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Figure 3.27: The GoPro 5 Action Camera.

Figure 3.28: Sony RX0 Mark II.

With its 110 gram weight and miniature dimensions of 59 ⇥ 40.5 ⇥ 29.8 mm, the
RX0 can be classified as an ultra-compact camera, but its capabilities are way beyond
those of traditional compact cameras. In its still image mode, the RX0 features shutter
speeds of up to 1/32,000 sec and shoots bursts at up to 16 frames per second. In its
video mode it can shoot up to 1000 fps (but only for a few seconds).
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However, in spite of these impressive specifications, the RX0 has some downsides
which are revealed in both users’ comments and professional reviews. Its controls are not
intuitive, its electronic image stabilization isn’t the best, its batttery lasts only about
an hour, and it is overpriced. As a result, this camera is not an ideal action camera,
nor is it the perfect tool for vloggers and travelers, because of its price. We can perhaps
consider it an unsuccessful attempt on the part of Sony to build an all-round, ideal tool
that would satisfy the needs of most photographers,

⇧ Exercise 3.8: Come up with an original application that combines an action camera
and time-lapse.

3.12 Specialty Cameras

Professional photographers are interested in creating great pictures and in making a
living in photography. Most other camera owners simply take snapshots, either as a
hobby or to document their lives. However, there are those (especially artists) who like
to experiment with photography and produce artistic images. They are often interested
in specialty cameras such as the ones described in this section. Another group of special
users are children, who may be introduced to photography either through the Lego
camera or a similar inexpensive model. We start with a few special cameras and follow
with other types of cameras.

A good snapshot stops a moment from running away.
—Eudora Welty.

Lytro. Lytro is the first consumer plenoptic camera. A plenoptic camera produces
images that can be refocused after the fact (after being shot) either in the camera or
on a computer. As a joke we might say that it operates according to the old wild-west
principle of shoot first, ask questions later. The theory behind this seemingly magical
capability is called light field photography. The Lytro company was founded in 2006
and released its first product in 2011. Unfortunately, Lytro ceased operations in late
March 2018. Raytrix, a German company, makes plenoptics cameras for industrial and
scientific applications.

The principle of light field photography is to insert an array of subminiature mi-
crolenses in front of the sensor. The image is formed on the microlenses which transmit
it to the image sensor located just behind them (Figure 3.29a). The image formed on
the sensor is referred to as the light-field dataset. It consists of an array of small images,
each created by a single microlens and containing a small part of the complete image.
Software, located either in the camera or in a computer, can use the dataset to determine
the direction of each incoming light ray as well as the displacement of image parts that
are not in focus. The information obtained in this way is then used to extract depth in-
formation (the distance of each point in the scene from the camera). Once the distances
are known, it is possible to refocus the image at any point in the scene. Section 7.11 has
more about the principles of light field and about the Lytro cameras.

The chief features of a plenoptic camera are as follows:
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Refocusing. This is the main advantage of plenoptics.

Speed. A plenoptic camera does not have to be carefully focused before the shutter
release is pressed, leading to quick shots.

3D images. Because of its ability to refocus later, such a camera can create stereo
images from a single plenoptic image.

Low-light sensitivity. A plenoptics camera performs well in low-light situations
without a flash. This is because the ability to vary the focus later has the same e↵ect
as a large aperture.

Low-resolution. This is the main drawback of plenoptics. Once a Lytro image has
been refocused, it can be converted to a standard JPEG image, at the not-very-high
resolution of 1080⇥ 1080 ⇡ 1.2 Mpixels.

(a)

F

(b)

F

Microlenses Im
age sensor

Figure 3.29: (a) Plenoptics and (b) Pinhole Cameras.

Pinhole cameras. A pinhole camera (Section 3.1) is a light-tight box with a small
hole drilled in one wall and a film holder or image sensor placed on the opposite wall.
Figures 3.29b and 3.30b illustrate the principle of pinhole. Because the lens in the figure
is small, fewer light rays emitted from any point on the subject arrive at the lens and are
bent to converge at a point on the focusing plane. Several rays that would have arrived
at a larger lens are shown in dashed in the figure. Now imagine the lens shrinking to an
ideal, mathematical point. Only one ray of light can enter this lens from any point on
the subject, and this ray becomes a point on the focusing plane. There is no need for a
lens.

Naturally, the resulting image is very dim, which is why pinhole cameras require
long exposure times (several minutes or longer) and are therefore useless for moving
objects. Also, the image (which is created upside down on the focusing plane) gets
sharper when the hole gets smaller. Extremely small holes may result in di↵raction
e↵ects, which is why it is important to have the ideal hole size. Experiments indicate
that this size is 1/100 or less of the distance between it and the scene. In practice hole
diameters are about 0.15–0.4 mm.

Often, the shutter of a pinhole camera is simply a plastic or leather flap that is
raised and lowered by hand.

The back side of a pinhole camera may be a translucent screen for real-time viewing.
This is especially popular for observing solar eclipses, because the image on the screen
is sharp but is considerably dimmer than the real sun.
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With prices of old film cameras on the decline, it is easy to buy a film SLR (just a
body, no lens) and convert it to a pinhole camera. It is even possible to remove the lens
from your digital, expensive DSLR and convert it temporarily to a pinhole. Instructions
are available at [alistairscott 13]

Because of its simple principle and construction, the pinhole camera and its relative,
the camera obscura, have been known for a long time. In China, it was known in the 5th
century b.c., and it was mentioned in western literature around a.d. 1021. Giambattista
della Porta, a Renaissance scientist sometimes known as the professor of secrets, added a
lens to the pinhole camera around 1600. In 1850, more than a decade after the invention
of modern photography, the first photograph with a pinhole camera was taken, by Sir
David Brewster, a Scottish physicist, mathematician, and astronomer.

(a) (b)

Figure 3.30: (a) Pinhead and (b) Pinhole Cameras.

A curious cousin of the pinhole camera is the pinhead camera, described in
[patent4948211 90]. Figure 3.30a shows the principle. An object (1) emits light rays (3),
a few of which strike a small circular mirror (5) and are reflected (7) through a slot (17)
to a sensor or film (9) in the camera (15). The diameter of the mirror should be the
same as that of a pinhole, about 0.15–0.4 mm. Notice that the mirror can be swiveled.
This enables it either to scan a wide scene and shoot it in several pictures or to project
the same scene to sensors in di↵erent cameras.

Lego camera. The Lego camera, made by Digital Blue, is a toy camera aimed at
children 7–15 years old (definitely not for younger children). On the outside, it seems
to be built entirely from Lego bricks, but inside there is a real, digital, 3 MP camera
with a 1.5-inch color LCD screen, fixed-focus lens, built-in flash, and a 28 MB internal
memory (no memory card). It is very small and lightweight and it can be integrated
into larger Lego structures. Naturally, this is not a camera for professionals, It is simply
meant to be fun.

3.12.1 Holga and Diana

The Holga is a cheap, 120 film camera that started its life in Hong Kong in 1981. It was
intended for the vast Chinese market, but it unexpectedly became popular all over the
world. Its images happen to be aesthetically pleasing in spite, or because of, its cheap
construction and low-quality lens. The images produced by the Holga feature light leaks,
blur, vignetting, and other, often unpredictable, e↵ects, blemishes, and distortions. But
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it was precisely these defects that acquired the Holga a cult following and made it a
symbol of minimalistic, cheap, and captivating photography.

We have all become numbed with photography, there is no denying it, but a chunky
camera made almost entirely of plastic has been put on this Earth to save us. It will
reawaken your vision, fill you with joy, make you see beauty when you thought it had
disappeared forever, and bring out sunshine on a cloudy day.

—From microsites.lomography.com/holga/

The name Holga is a western corruption of its original Chinese name “ho gwong”
(very bright). The popularity of the Holga was a surprise to everyone, including its
designer, T. M. Lee. Camera designers always try to incorporate as many features as
possible in a camera, and here is this cheap, plastic, low-tech film toy that produces
low-fidelity images and yet is becoming more successful by the month. Today, in the
era of inexpensive, computer-driven digital cameras, there are Holga enthusiasts, Holga
societies, exhibitions, and competitions; in short, a revolution.

Psychologists and others who try to explain this trend sometimes claim that Holga
images seem surrealistic or impressionistic to its users who are then forced to concentrate
on composition rather than the technical subjects of exposure control and white balance
that are important in other cameras. An alternative explanation is that the Holga o↵ers
a counterculture answer to the increasing complexity of current digital cameras.

The o�cial website of the Holga is http://www.holgainspire.com/. Reference
[Bates 11] is a useful source of information on cheap, plastic cameras.

From talking to other fanatic Holgagraphers, it seems that for the majority of us,
using a Holga takes us back to why we ventured into photography in the first place;
sheer unadulterated fun.

—From http://www.squarefrog.co.uk/

Figure 3.31: Holga and Diana Cameras.

The Diana camera is very similar to the Holga. It was first made in Hong Kong in
the early 1960s. It is also a cheap, plastic 120 or 35 mm film camera with a simple plastic
meniscus lens. It produces soft-focus images that are said to resemble impressionistic
paintings or to have a dreamlike e↵ect. Its images su↵er from the same defects as those
of the Holga, but its fate was di↵erent from the Holga’s. For years, Diana cameras were
sold in the United States for pennies and were treated as novelty items or given away
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as prizes. However, during the 1970s, with the development of inexpensive, high-quality
small cameras (especially by Kodak), demand for the Diana gradually went down. Today,
there is again a demand for Holga-like cameras, so a new Diana model is marketed by a
German company and sells for about $100.

A pigeon camera is a camera mounted under a homing (or
messenger) pigeon and used mostly for spying. Historically, the
term pigeon camera is associated with its inventor, Julius Neubron-
ner. Neubronner was a German apothecary, inventor, and a busi-
nessman (he made adhesive tapes), but is also known as a pioneer
of amateur photography and film. His main claim to fame is the
pigeon camera that he invented and tested in the early 1900’s. He
was passionate about this device and expected great things from
it. Not so the German patent o�ce, which initially rejected his patent application. It
was only in 1908, after he built such a camera and produced actual photos, that he had
finally convinced the patent examiners in the reality of his device, received his patent,
and started advertising the camera.

In 1909 he entered it at the Dresden International Photographic Exhibition. In
1910 and 1911 he managed to sell some of his aerial images, as postcards, in several
air shows, but it was the start of World War I, in 1914, that gave him much hope.
Initially, the German military showed an interest in his camera and used it for military
air surveillance, but the war lingered for several years and other inventors came up with
aerial cameras. Such a camera, operated by a human observer in an airplane, rather than
a pigeon, is much more accurate and produces pictures of areas of interest. It also seems
that the United States Central Intelligence Agency (CIA) developed a battery-powered
pigeon camera for spying, but the details of this project are still classified.

Neubronner’s system consisted of a miniature lightweight camera, a timer to trigger
the camera at certain time intervals, and a breast harness for the pigeon. The general
path taken by a homing pigeon may be known, but its details are unknown and may vary
by weather, wind, and time of day. This was the main problem faced by Neubronner
and the users of his camera. Today, an artist or a scientist may use a small video camera
mounted on a bird, dolphin, dog, or other animal and triggered by a remote control.
Such a device may be referred to as a critter-cam and may produce both artistically
beautiful and scientifically useful videos.

The following was published anonymously on the Internet on February 8, 2012:
“Carrier pigeons in Germany are being used to make aerial photographs by means

of tiny automatic cameras which operate while the birds are in flight. Two hundred
views can be taken by such a camera on one flight, with the shutter starting to click
after the bird is in the air. Pigeons are trained at a special Government school for this
work as well as for carrying message tubes which are attached to their legs while the
camera is strapped to the breast.” (from Carrier pigeons with cameras, 1932).

3.12.2 LOMO

The LOMO camera was born in 1982 in the Soviet Union. The LOMO factory (Leningrad
optics and mechanics association) decided to create an improved version of the Cosina
CX-1 and sell it in the country, as well as in other communist countries, at a loss (i.e.,
subsidized by the government). The resulting camera was named LOMO LC-A (Lomo
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Kompact Automat). It was ugly, black, rudimentary, completely mechanical, compact,
and heavy. When the Soviet Union collapsed, the subsidies dried up and the factory
stopped making the camera.

Then, in 1991, a group of Austrian students happened to buy a LOMO on a trip to
Prague and discovered that this primitive camera produced images featuring rich, sat-
urated colors, tunnel-like vignetting e↵ects, and breathtaking contrasts between bright
and dark image regions. The students bought many LOMOs in eastern Europe, sold
them in the west, and decided to found a Lomographic movement and society. When
the supply of old LOMOs dried up in 1996, they went to Leningrad (now St. Petersburg)
and convinced the factory to restart production (now at the correct prices, reflecting the
manufacturing costs).

Today, lomography is a well-established movement, with exhibitions in many places
(The first Lomographic World Congress in Madrid boasted a LomoWall with more than
35,000 Lomographs) and with its 10 golden rules as follows:

Take your camera everywhere you go.

Use it any time, day and night.

Lomography is not an interference in your life, but part of it.

Try to shoot from the hip.

Approach the objects of your Lomographic desire as close as possible.

Don’t think, trust your instinct.

Be fast.

You don’t have to know beforehand what you captured on film.

Afterwards either.

Don’t worry about any rules.

LOMO users (Lomographers) list the following as the main advantages of their
chosen camera:

Vignettes. Lomo’s images exhibit a characteristic vignette at the edges, resembling
tunnel vision.

Bold colors. This is a Lomo hallmark, especially with cross-processed slide film.

Long shutter speed. The shutter stays open for as long as needed, which may result
in unusual light trails.

Cheap and expired film. This kind of film, useless on other cameras, produces
exciting color e↵ects in the LOMO.

Small size. Like our modern compacts, the LOMO fits in a pocket; a distinct
advantage.
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3.12.3 Communication Cameras

More and more people use smart phones (cellphones or mobile phones), and the more we
use such a device, the more we depend on it. A smart phone is a computer with a tele-
phone and not, as most users believe, a telephone with a computer. Virtually all smart
phones are hybrid devices, because in addition to the computer and telephone, they also
have a camera. This subsection is about a di↵erent hybrid device, a communication
camera. In a sense, such a device is a smartphone because it has all the components
and features of a smartphone, but it is advertised as a communication device because
it emphasizes its camera and its communication components, while considering its com-
puter and apps a secondary feature. We cannot tell whether a communication camera
is a camera with communication components or a communication device with a camera;
it is a true hybrid.

The communication camera described here is the Panasonic Lumix DMC-CM1
(DMC stands for “Digital Media Camera.” The term Lumix probably comes from
luminous) announced in 2014. Some reviewers describe this device as a niche product,
aimed at photographers who want a smartphone with a powerful camera. With this
in mind, perhaps we can refer to the CM1 as a photographer’s smartphone. Its most
important features are the following: An unusual design which becomes obvious as soon
as we see the device. A large 20 Mpixel CMOS sensor (commonly found in micro 4/3
cameras and seven times larger than the 1/3”-type sensors found on most smartphones.
A 1.1 Mpixel front camera. A 4.7-inch LCD display. A fast, 2x zoom, f/2.8 Leica lens
with a 28 mm equivalent focal length. Other notable features are Android 4.4 operating
system, a manual mode, raw image output files, and 4K video at 15 fps.

Figure 3.32 shows the front and top of this device. The front is not much di↵erent
than the front of a camera, but it is certainly di↵erent from the front of a typical
smartphone. The red arrow points at a metallic click dial around the lens. This simple
device is used to adjust the focus, aperture, shutter speed, ISO, and white balance—and
it does all that in a natural way, easier and quicker than on other smartphone. The
camera button, shutter release, power button, and volume rockers are located on the
top plate of the device, while the bottom contains slots for the microSD and SIM cards.

Figure 3.32: Panasonic Lumix DMC-CM1.
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The camera button is used to quickly switch between the camera app and any other
app. There is also a camera icon on the LCD screen for the same purpose. The true
nature of the CM1 becomes apparent once the camera app is running. The display it
presents is rich, comprehensive, and detailed. It reminds the user more of an advanced
camera than the display of a smartphone. The bottom part of Figure 6.43, showing a
camera app for the iPhone, may give the reader a rough idea of what we are talking
about.

The first item on the display screen is a mode dial. It lets the user select one from
among the PASM modes, two auto modes, panorama mode, a range of scene modes, two
user-definable modes and the iArt filters. The latter mode identifies the scene (portrait,
landscape, macro, night, food, etc.) and automatically adjusts the exposure accordingly.
The menu button down on the bottom of the screen opens up access to a wide range of
settings, including image size and format, metering mode, video settings, touch shutter
mode, and focus peaking.

There are video, shutter and review buttons on the right side of the screen. There
is also the important button that assigns a function to the click dial around the lens.
Figure 3.33 shows how the ring is assigned to control the optical zoom. A portion of the
screen can be magnified in order to better control focusing.

Figure 3.33: Assign the zoom function to the ring.

As in many small cameras and smartphone cameras, there are panorama and HDR
modes built into the CM1, but reviews indicate that they are not the best. The HDR
mode is sensitive to any movements in the scene while the bracketed images are shot.
The panorama mode works reasonably well but is way behind what is found in current
(2019) smartphone cameras. There is an interesting 4K Pre-Burst mode where the
camera shoots continuously in 4K, does not save the video, but always keeps the last
three seconds (44 or 45 frames at 15 fps). The user can stop the recording, select from the
frames shot in the last three seconds, and save it as a still image. The main advantage
is that the shutter speed can be set manually in this mode, which makes it useful for
sports and action photography. However, the entire device gets very hot after a short
time in this mode, thereby limiting its value.

⇧ Exercise 3.9: Search the Internet for other special types of cameras.
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3.13 Infrared Cameras

The range of colors that we see is referred to (not surprisingly) as visible light or the
visible spectrum. This spectrum consists of a very narrow range (450–750 nm) of elec-
tromagnetic wavelengths. The next range of wavelengths (750–14,000 nm, Figure 3.34)
is much wider and is referred to as infrared or IR (from infra, meaning below or further
on). Naturally—both consumer and professional cameras, as well as film and digital
cameras—are made for visible light, but infrared-sensitive film can be manufactured,
and image sensors are actually sensitive to IR. First, however, we have to ask why any-
one would want to take pictures in infrared. Photographers are interested in the infrared
region for two main reasons, infrared photography and thermography.

.01 nm 200 nm 400 nm 700 nm 900 nm 14,000 nm

VisibleX-Rays Near UV Near IR Far IR

Figure 3.34: The Infrared Spectrum.

Infrared photography concentrates on the near infrared, the range of 700–900 nm.
Pictures taken in this range of wavelengths often have a dreamlike e↵ect. It turns out
that foliage reflects much of the IR light that strikes it, much as snow reflects visible light.
Thus, IR images of grass, trees, and leaves resemble visible images of snow (Figure 3.35).
This is termed the Wood e↵ect, after Robert W. Wood, an IR photography pioneer. In
contrast, infrared images of the sky (even bright sky) are dark and clouds are very
noticeable and stand out clearly. IR photographs of animals are also interesting because
eyes tend to look very dark, while skin has a milky look (this is because IR radiation
penetrates slightly into skin).

Another, very useful and important application of IR images is thermography, the
measuring of temperature by means of infrared waves. First, a few words about infrared
radiation. Popular science books sometimes say that infrared is heat radiation, but this
is somewhat misleading. We are surrounded by electromagnetic radiation that arrives
from the sun, the moon, the planets, and the distant stars. This type of radiation can
be considered as either a wave or a stream of massless particles called photons.

Consider an object that is exposed to the sun. In the morning, as the sun rises, more
and more photons hit the object. When a photon strikes an object, it is absorbed by an
atom and another photon is emitted by the atom. However, the energy of the emitted
photons (which is proportional to their frequency and inversely proportional to their
wavelength) is generally lower than that of the incoming photons, with the result that
the energy balance is added to the object, raising its temperature during the day. With
higher temperatures, the object emits higher energy (i.e., lower wavelength) photons.
The sun is very hot, so it emits photons of many wavelengths. An object on the ground
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Figure 3.35: Infrared Images of Sky, Foliage, and Fire.

is much cooler, so it emits low-energy photons, and those are in the IR region, mostly
in the far infrared. This is why temperature is directly related to IR radiation.

A thermographic camera is an infrared camera with a computer that assigns an
artificial (or false) color to each pixel depending on its wavelength. The shorter the
wavelength, the higher the energy of the pixel and the brighter the color assigned to it.
Colors vary from blue and green (cool) to yellow (medium) to orange, red, and white
(hot). The camera does not use visible light, which is why it operates also in darkness
(at night, in smoke-filled buildings, and underground). Thus, infrared cameras are at
the heart of night vision binoculars, goggles, and telescopes.

A regular digital camera can be modified to shoot in the infrared. The image sensors
used in our cameras are sensitive to infrared, which is why the manufacturers place an
IR filter over each sensor. This is illustrated by Figure 2.82, duplicated here. Without
this filter, images generated by the camera would include both visible and IR radiation
(the so-called IR contamination). Modifying a digital camera to shoot in IR is done by
removing the IR filter and replacing it with a filter that blocks visible light.

However, anything that has to do with the image sensor is a risky, delicate under-
taking, and should better be left to professionals. The e↵ect of camera conversion on
light metering should also be considered. Metering still works on a modified camera,
but is not always accurate because the metering circuits are designed, calibrated, and
tested for visible light frequencies. For do-it-yourselfers there are guides and instruc-
tions on the Internet. I also recommend to choose an old, unused camera for such a
project (something that would breathe new life into it). For the rest of us, there are
many companies that o↵er camera conversion to IR. In my opinion, the best way to
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Figure 2.82 (duplicate). CCD Lenses and Photosites.

start looking for such a company is to seek a personal recommendation from someone
who went through this process personally. Also notice that any conversion company
may limit itself to only certain camera makes and models.

The fact that an infrared camera can shoot at night is intriguing. In principle, it is
possible to make a camera where the IR filter in front of the sensor can be swung out of
the way whenever needed. This would allow both visible and IR radiation to strike the
sensor, leading to a multispectral camera with improved night vision. Sony once made
several models that implemented this feature (which they termed night shot facility).

Thermographic cameras used in astronomy and remote sensing are designed to mea-
sure minute variations in temperature of astronomical objects seen through a telescope.
Such cameras must be cooled down as close as possible to absolute zero, because all
objects above absolute zero emit infrared radiation to some degree.

3.14 Night Vision Cameras

Night vision is important to soldiers, security people, biologists who study nocturnal
animals, and criminals. Night vision goggles and cameras have been available since the
mid 1930’s, although the first true passive night vision systems appeared in the 1960’s.
This section discusses the principles of night vision and mentions an example of recent
developments in this field.

We start with some basic scientific background that relates to night vision.
Electricity and magnetism were known to the ancients, but it was only in the 19th

century, with the invention of the electrical battery by Alessandro Volta in 1800, that
scientific research in these fields could start. The following basic facts were discovered
over many years:

A stationary electrical charge generates an electrical field around itself; it can attract
and repel electrically-charged objects.

A moving electrical charge generates a magnetic field around itself. The direction
of this field is given by the right-hand law.

An accelerated charge emits electromagnetic radiation, photons. This is the princi-
ple of an antenna.
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We are material objects and we are surrounded by other material objects. All
matter is made of atoms and molecules, which themselves consist of (positively charged)
protons, (negatively charged) electrons, and neutrons. Atoms move and vibrate all the
time, so they are subjected to acceleration and deceleration, which cause their charged
constituents to emit photons. Those photons are mostly in the infrared region of the
spectrum. We don’t see them (i.e., we don’t sense them when they hit our retinas),
but we can often feel them as heat. They are therefore referred to as thermal radiation.
Thermal radiation baths the space around us and is always there, day and night, summer
and winter.

The thermal radiation emitted by an object at any given temperature consists of
a wide range of frequencies. For an idealized emitter of thermal radiation, the so-
called blackbody, these frequencies are distributed according to Planck’s law, most of
whose details are outside the scope of this discussion. What is relevant to us is the
fact, illustrated graphically in Figures 1.13 and B.2, that the dominant frequency of the
emitted thermal radiation shifts to higher frequencies as the temperature of the emitter
increases. It turns out that in the range of temperatures that we on earth are exposed to
under normal conditions, the dominant frequency of thermal radiation is in the infrared
range. As an example, even at the white-hot temperature of 2000 K (about 1700� C),
99% of the energy of the radiation is still in the infrared. The infrared (from infra,
meaning below or further on) range of electromagnetic frequencies is wide. It starts at
300 GHz and continues to 430 THz, which corresponds to a wavelengths range of from
700 nm to 1 mm. This is why infrared photons are important for night vision.

Our everyday experience teaches us that in order to see we need light. In complete
darkness we cannot see, which is why night vision requires the help of instruments
and devices, normally goggles and cameras. These devices are based on the following
approaches:

Image intensification. Amplify what little light is available and display the resulting,
intensified image on a screen.

Thermal vision. Use any available non-visible photons, such as infrared, and convert
them to visible photons.

Active illumination. Generate and shine a small amount of non-visible light (mostly
infrared) at the scene, convert the reflected photons to visible light, and intensify it.

Each of these approaches to night vision is discussed here.
Image intensification. Even when we feel that the darkness around us is complete,

there may still be a little ambient light which our eyes may not be sensitive enough to
see. Outdoors, such light may come from stars or may originate from far away and be
reflected by a layer in the atmosphere. When amplified, the result may be bright enough
for us to observe our surroundings through night glasses and low-light cameras. Infrared
photons may also be collected and mixed (fused) with the visible photons to increase
the amount of light to be intensified.

The few available photons, visible and infrared, are collected by a photomultiplier
tube (a vacuum-tube based device), where they strike a photocathode plate, and cause
electrons to be emitted. The stream of electrons is amplified and is sent to a phosphor-
coated screen, where it is displayed in much the same way as in a CRT. Thus, it is
the electrons emitted from the photomultiplier tube that are amplified, not the light
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itself, which is why the term “intensification” is used instead of amplification. The main
downside of image intensification is loss of color. The final, intensified image on the
screen is usually black-and-green, and this feature detracts from the usefulness of the
method. Law enforcers who use an image intensification device often comment that
the loss of color makes it di�cult to distinguish an innocent bystander from an armed
suspect.

Active illumination. A night vision device that employs active illumination, such
as low light cameras, illuminates the scene with a small amount of infrared radiation.
Specifically, near-infrared (NIR) or shortwave-infrared (SWIR) frequencies. These fre-
quencies are just below the threshold of human vision, but are perfect for CCD image
sensors. When reflected from objects in the night scene, these photons are collected
by an image sensor and are displayed on a screen as a monochrome image. The main
advantage of this approach to night vision is high resolution of the displayed images.
Higher resolutions can easily be obtained by increasing the original illumination. How-
ever, the infrared illumination can also be detected by those being observed (enemy
soldiers, smugglers, burglars) simply by wearing night-vision goggles.

Reference [Rickvanman 19] is a YouTube video that shows how to remove the in-
frared filter from an inexpensive camera and then use the camera as an active illumina-
tion device simply by having an infrared illuminator to provide “light.”

A variation of active illumination employs a pulsed laser that emits infrared pulses.
As a pulse is reflected from the night scene, a camera shutter opens and records the
photons. It is possible to combine the photons collected from multiple pulses to construct
a clear image of the scene.

Thermal vision. Even in total darkness, objects still emit infrared radiation,
which provides the image information to a thermal imaging camera. Such a camera
has a sensor that records infrared instead of visible light. The image being recorded in
the pixels of the sensor is a temperature pattern called a thermogram. The individual
pixels are then translated to visible light and painted with false colors. The principle
is to assign white color to the brightest (warmest) pixels, warm colors such as yellow,
orange, and red to pixels with intermediate temperatures, and cool colors, such as blue
and green (or sometimes simply black), to the pixels with lowest infrared values. The
colored pixels are then displayed on the camera’s screen, together with a scale showing
the relation between the false colors and temperatures.

Glass absorbs the long-wave part of the infrared region, so the image sensor in a
thermal imaging camera is made of Germanium or Sapphire crystals. This is one reason
for the high cost of those cameras.

A thermal imaging camera does not depend on visible light. It can see in total
darkness and even (to some extent) through light fog, rain, and smoke. Thus, this type
of night vision camera is especially useful for rescue operations in smoke-filled buildings
and underground locations such as caves and mines.

Clearly, a thermal imaging camera is made of atoms, which themselves vibrate and
emit infrared photons. These photons interfere with the operation of the camera, which
is why high-resolution thermal imaging cameras are cryogenically cooled. This especially
important in cameras installed in infrared telescopes (especially space telescopes) where
high-resolution and sensitivity are essential.

We conclude with a short description of a new night vision device, the X27 Os-
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prey. This is a new, state of the art, color night vision video camera from SPI Inc.
(x20.org/color-night-vision/). This image intensification device is an example of
night vision in color, which makes it useful for many types of night work. Even in very
low-light situations (less than 1 millilux light level), this device is sensitive enough to
amplify ambient light, recognize its colors, and generate high-resolution, detailed color
images that look as if they were taken in full daylight. Among its many useful features,
it can compensate for quick changes of light intensity. If a beam of light suddenly hits
this camera, it reduces its sensitivity automatically and instantly, thereby preventing
the user from being momentarily blinded. If the light level suddenly drops, the X27
quickly increases its sensitivity, to prevent a complete loss of the image.

Most of the design details of the X27 are proprietary, but it is known that this device
has a highly-sensitive CMOS sensor with very large pixel pitch sizes (Figure G.3). This
allows the X27 to collect enough photons and amplify incoming light more than 85,000
times, equivalent to 5 million ISO.

3.15 3D Cameras

Three-dimensional (3D) images are based on the concept of stereoscopic view. We
therefore start with the principles of stereoscopic images, how to create them, and how
to view them. Readers interested in the details of triangulation for stereo vision should
check Section 7.11.1.

Stereo (from the Greek �⌧✏⇢✏o�)—solid, three-dimensional.

It is generally agreed that the concepts of stereoscopy were first understood in 1833
by Charles Wheatstone, who is mostly known for the Wheatstone bridge (an electrical
circuit for the precise comparison of resistances). His 1833 lecture to the Royal Society
in London on his discoveries has been published and became the first milestone in the
history of this topic. In this lecture, he describes how his discovery came about as a
result of his acoustical experiments. Wheatstone also developed the first stereoscopic
viewer, which worked with mirrors. Initially, a pair of stereo pictures had to be drawn
by hand, but with the invention of photography in the late 1830s, it became possible
to generate precise pairs of stereo photographs and watch them as a single stereoscopic
image.

The reason we see real-life objects in three dimensions is that our eyes are separated
(by about 60–70 mm) and hence look at the same object from slightly di↵erent positions
(Figure 3.36a,b). They see slightly di↵erent images, which are “fused” by the brain to
create the three-dimensional image.

The principle of stereo images is therefore to create and display two slightly di↵erent
images of the same object and to make sure that each eye sees just one image. This
may be achieved, for example, by displaying the two images in two di↵erent colors and
watching them through special glasses that allow each color to reach just one eye.

Here are a few techniques for taking a pair of stereo pictures with a camera.
The simplest (and cheapest) technique is to use a small, 6 ft (2 m) ladder. Place the

camera on several steps of the ladder until you find the ideal height for your subject. Take
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Figure 3.36: Principle of Stereo Images.

a picture, slide the camera horizontally about 6.5 cm, and make the second exposure.
A ruler or a straight piece of wood makes it easier to slide the camera without tilting or
rotating it.

If you own a tripod, you can get better results. The simplest technique is to mount
the camera on the tripod, take one picture, lift the tripod, move it to the left or right,
and take the second picture. Before you start, draw a straight line on the ground,
perpendicular to the line of sight of the camera, and position the tripod such that two of
its legs are on that line. More accurate results are obtained with the simple jig illustrated
in Figure 3.37.

Figure 3.37: A Jig to Photograph a Stereo Pair.

The jig consists of two pieces of wood or plywood that are attached to the tripod
with a clamp. The camera is placed on the wider piece, while the smaller piece serves as
a support and guide. The dimensions of the two pieces depend on the size of the camera
and the length of the required baseline. Before taking any pictures, mark two points
on the guide, about 6.5 cm apart, to serve as marks for the standard baseline. With a
bit of experience, this primitive device produces very accurate stereo pairs. It is easy to
come up with variations on this simple design.

Good-quality kitchen cabinets often have drawers mounted on special ball-bearing
metal slides. Anyone planning to take many stereo pictures might want to attach a
camera to such a slide and attach the slide to a heavy-duty tripod. Such an arrangement
is accurate, easy to use, and lasts a long time. Detailed instructions for its construction
are available at [berezin 13]. Similar devices are sold commercially by [3dstereo 13] and
others.
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A di↵erent approach to creating stereo pairs of pictures is to make or obtain a pair of
cameras whose lenses are placed the right distance apart and are operated together with
a common shutter release cable (Figure 3.38). Such a device can produce stereo pairs
of scenes that change rapidly, such as flocks of birds or racing cars. The two cameras
can be placed either side by side (Figure 3.38b) or one above the other, as long as the
distance between the centers of their lenses is the right one. If one camera is placed on
top of the other (Figure 3.38a), it is important to leave enough room between them for
the shutter release cable. If the cameras are mounted bottom to bottom, care should be
taken to align their lenses vertically (Figure 3.38c). In the latter case, the user should
verify that the two pictures are vertically aligned. Every point should be at the same
height in the two pictures.

(a) (b) (c)

Figure 3.38: A Pair of Cameras.

A few double cameras used to be available commercially and can also be homemade
(see, for example, [Petersik 13]). Yet another option is to construct a camera with a
sliding lens. The lens is shifted to the left and a picture is taken. The lens is then shifted
to the right and another picture is taken. If film is used, the two pictures are taken on
two adjacent frames of the roll of film. In a digital camera of this type, the image sensor
slides with the lens and both pictures are captured by the same sensor.

The Panasonic Lumix DMC-3D1K (Figure 3.39) is an advanced stereo camera with
two lenses. This camera is an excellent example of current (2013) stereo cameras, but
it is not the only camera of its kind.

It features a 4x optical zoom and 12.1-Mpixel resolution. The camera takes two
images, one right and one left, and merges those images into one, creating a 3D e↵ect.
Shutter speeds vary from slow to a fast 1/1300 s. It has a 35 mm equivalent aperture of
f/3.9 to f/13 and can be adjusted up to ISO 3200.

In addition to 3D images and 3D video, this camera can take 2D stills and HD
videos. It is possible to see the right or the left image on the back LCD screen, but a
special 3D image viewer or a 3D television are needed to watch the stereo image.

Note: When a pair of stereo pictures is taken, a flash should be avoided because it
normally casts shadows. The subject being photographed is shifted in the two pictures
because the camera has moved, but any shadows cast on a wall behind the subject are
shifted twice, once because the camera has moved, and again because the light from the
flash is coming from a di↵erent direction. Thus, shadows would be placed incorrectly in
the two pictures and would interfere with the correct visualization of the brain.
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Figure 3.39: The Panasonic Lumix DMC-3D1K Stereo Camera.

Our range of expression is small, so that a smile in genuine pleasure photographs
indistinguishably from a grimace of pain; they are the same unless we know their
history and their nature.

—C. P. Snow, Strangers and Brothers (George Passant) (1948).

⇧ Exercise 3.10: The two pictures of a stereo pair di↵er by a horizontal shift, which
suggests the following idea. Instead of taking two pictures, take just one, copy it, shift
the copy horizontally, and use it as the second picture. What’s wrong with this method?

In early 2013, a new Samsung 2D/3D lens was announced. This interesting device
can be paired with several new Samsung cameras to capture 3D still images and video
using only a single lens and a single sensor. A switch on the side of the lens flips its
function between 2D and 3D. The lens contains two shutters on the left and right sides.
In the 3D mode, these shutters open one at a time, thereby capturing left- and right-eye
views of the scene. The two views are then combined into a stereoscopic image. To
shoot 3D video, the shutters flip 60 times a second. Because the two views are captured
from the sides of the same lens, the di↵erence between them is very small, which is why
the resulting 3D image has only a tiny (even negligible) 3D e↵ect.

In 2010, Sony introduced single-lens 3D capabilities in several models of its Cyber-
shot compact camera line. Especially interesting is how the Sony sweep-panorama mode
has been extended to produce 3D images and video. The camera has to be set to the
3D sweep-panorama mode, the shutter is pressed, and the user has to sweep the camera,
horizontally or vertically, in a wide arc, while the camera takes many images. A message
appears if the camera is swept too slow or too fast. The angular size of the arc varies by
camera model but it is typically 180� to 220�. When done, the computer in the camera
searches the images—identifies pairs of left-eye, right-eye images—and organizes them
as stereo pairs. The resulting video can then be watched on a compatible 3D television.
An ideal scene to shoot in this mode is stationary; no moving objects. Also, the camera
does not refocus and does not vary its exposure while being panned. Thus, a good scene
to be shot in this way should have the same illumination all over and should remain at
the same distance from the camera during the sweep.

The same Sony cameras can also shoot 3D still images without sweeping. It is not
clear how this is done, and the best explanation that the Sony literature o↵ers is: “With
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a simple press of the shutter button, Cyber-shot shoots two images in rapid succession
at di↵erent focus settings. The camera analyses di↵erences between foreground subjects
and the background to create a single 3D still image.” These 3D images can be viewed
on the camera’s LCD screen, and my personal experience suggests that the 3D e↵ect is
minor.

3.15.1 Stereo Photography With Mirrors

It is possible to shoot a stereo pair of images with a single, one-lens camera and with the
help of a mirror and image processing software. (The discussion in this section follows
the material in [Simanek 14], where it is also shown how to shoot stereo images with a
single camera and several mirrors.)

Figure 3.40 illustrates the principle. The left part of the figure shows a mirror
(black) located to the right of the camera (in black). The angle of view of the camera
is ↵. The camera sees the real scene on its left and some reflection from the mirror on
its right. We imagine that there is a virtual camera (in gray) located to the right of the
mirror. The angle of view � of this camera is determined by the lowest point on the
mirror seen by the (real) camera and by the top of the mirror. The figure shows that
the camera sees regions A, B, and C of the scene, as well as the reflection of A. Thus, it
sees two copies, an original and a mirror image, of region A, separated by the baseline
d (twice the distance between the camera and the mirror).

The final image must be edited later by image processing software to remove regions
B and C and reflect the mirror image of region A back into the original. This results
in a photo with two copies of A, separated by the baseline d. This photo can then be
viewed in stereo.

The right part of Figure 3.40 shows how tilting the mirror toward the camera by
a small angle can significantly increase the size of region A. The mirror is tilted such
that its top touches the line v that passes through the center of the camera. However,
the perspective of the resulting image is distorted in this case and has to be corrected
by software such as the free StereoPhotoMaker.

In many cameras, the lens moves forward and back as it focuses, so make sure the
mirror is far enough from the camera to avoid a collision with the extended lens.

3.16 Panoramic Cameras

A typical dictionary definition of panorama is “a picture taken in three-dimensional
space and presented on a continuous surface encircling the viewer.” Today, we believe
that the term “panorama” was first introduced in 1791 by Robert Barker, an Irish
painter. In the late 1780’s he patented an “apparatus for exhibiting pictures” that he
initially termed “nature at a glance.” This was a panoramic camera that could generate
a 360� topographical view painting on the inside of a cylinder. In 1791 he added the
word panorama to its name, from the Greek ⇡↵⌫ pan (all) and o⇢↵µ↵ horama (view).
Reference [ajrphotographs 19] is a brief history of panoramic cameras.

Even the widest-angle lenses cannot capture an image that spans more than 180�.
Most fisheye lenses can capture 180� images (i.e., the half-sphere of space in front of
the lens), but the result is highly distorted, especially along the edges. Certain fisheye
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Figure 3.40: Stereo Produced with a Single Mirror.

lenses can capture more than 180�, but they often capture parts of the tripod and the
photographer’s legs as well. Photographers like to be able to stand at a point and capture
an image of everything visible from all directions, which explains why panoramic cameras
are popular. The advent of inexpensive high-resolution digital cameras has encouraged
the development of panoramic software.

Given a digital camera and a tripod, it is easy to shoot a
series of overlapping photos by turning or pivoting the camera
through a certain angle after each shot. The images should
overlap by at least 25%. The sequence of overlapping images
is then uploaded to a computer, where special panorama soft-
ware stitches them into a wide panorama. However, in order
to end up with a true, continuous panorama and avoid any
parallax errors, the camera should be turned about its cen-
ter of perspective, not about the tripod screw. This center is
located somewhere on the lens. It cannot be marked by the
lens maker because it moves when the lens is zoomed or focused. The image on the
right shows another mark often found on the top of cameras (see also Figure A.3). It
indicates the plane of the film or sensor, not the center of perspective.

If the camera is pivoted about any point other than the center of perspective, then
consecutive images in the sequence will show that objects close to the camera have
shifted their positions relative to their backgrounds. This is the source of parallax errors
in panoramas.

Figure 3.41 illustrates this e↵ect. Part (a) of the figure shows a camera pivoted
about the red circle which is located at the tripod rotation point. When the camera is
rotated to the left, the nearby object is seen to shift to the right of the distant object.
When the camera is rotated to the right, the shift seen by the camera is the reverse, the
nearby object is now seen to move to the left of the distant object. In part (b) of the
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figure, the pivoting is about the center of perspective, and it is obvious that the nearby
object is seen right in front of the distant object regardless of how the camera is rotated.

(a)

2 ft

20 ft

2 ft

20 ft

(b)

Figure 3.41: (a) Wrong and (b) Correct Camera Pivoting for Panorama.

For readers who are keen on panoramas, here is a more detailed discussion of the
location of the center of perspective in lenses. In a pinhole camera, this point is at the
pinhole. In an ideal thin lens, the center is in the middle of the lens. For a general
camera lens, the location of the center can be found by the following procedure.

The camera should be mounted on a special bracket/slider (a panning clamp) which
is mounted on the tripod. This way, the camera can be moved forward and back until
its center of perspective is precisely over the tripod screw.

The camera should be set the way it will be used to shoot the overlapping panorama
images. This includes zoom, focus, aperture, and perhaps other settings that may a↵ect
the position of the center of perspective.

Select two reference points (small objects), a nearby point about 2–3 feet away, and
a distant point, some 20+ feet away. Make sure these points are aligned as you see them
through your viewfinder.

Pivot the camera left and right. If the points become misaligned in the viewfinder,
slide the camera forward or back a small distance, lock it in the bracket, and pivot again.
This should be repeated until the two points stay aligned as the camera is rotated.

A detailed explanation of the location of the center of perspective can be found in
the article The Proper Pivot Point for Panoramic Photography, by Douglas A. Kerr. At
the time of writing, this article can be found at [Kerr pumpkin 19].

Once a sequence of overlapping images is ready, a panorama can be created by
special software. The detailed steps of this process are outside the scope of this book
(a euphemism for saying that the author himself does not know, just joking), but the
main step, that of stitching together the images to make a single mosaic (or compound
image), is easy to understand. Gentle reader, pick up your camera, pivot it to take
just two or three overlapping images, print them, and try to convince yourself that they
cannot be aligned simply by rotating, shifting, or translating the sheets of printed paper.
Something else, some other transformation, is needed.
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The key to understanding image alignment and stitching is to realize that the lens
creates a perspective projection of the scene on the sensor. Each image in the sequence
is a perspective projection of part of the scene, so in order to combine them into a wide
scene, we have to project them back on a wide picture plane using the principles of
perspective projection.

The topic of perspective projection is discussed and explained in texts on drawing,
architecture, art history, and computer graphics. Here, we only state the basic rule of
projection. Given a scene, an eye (the center of perspective) looking at the scene, and a
picture plane or a projection plane (i.e., a sensor in a camera) located between them, the
projection rule (Figure 3.42a) is as follows: From a point P in the scene, draw a straight
segment to the center of projection (the eye). Since the scene and the eye are located
on di↵erent sides of the projection plane, this segment has to intercept the plane. The
point P⇤ of intercept is the projection of P. If the projection plane is small, some points
P on the scene may be projected outside the plane.

P*

P

(a)

Scene

Scene

Projection
plane

Center of
perspective

Center of
perspective

(b)

(c)

Common projection plane

Images

Figure 3.42: Principle of Perspective Projection.

In the case of a camera, the projection rule (Figure 3.42b) is: From a point P on
the scene, draw a straight segment through the center of perspective (the pinhole in the
figure). The point where this segment meets the projection plane (the sensor) is the
perspective projection of P.

The lens of a camera creates a perspective projection of the scene on the sensor.
Therefore, in order to stitch together several overlapping images, they have to be re-
projected back onto a wide projection plane as illustrated by Figure 3.42c. We select
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any projection plane (it doesn’t have to be the plane of any of the individual images)
and we project each of the overlapping images onto this plane. Because of constant
small vibrations, the stitched images may not completely match, and special software is
needed to smooth the entire panorama.

A planar panorama can be obtained with a video camera. Imagine a video camera
mounted on a slowly moving car, looking to the side (90� away from the direction
of motion). The 24 or more frames it captures each second highly overlap and show
buildings, trees, pedestrians, parked cars, and other objects along the sidewalk. When
shooting is done, software is used to cut a central narrow column from each video frame
and concatenate the columns into a wide panorama. When viewed, such a panorama
looks natural, but careful examination would show that it has only vertical perspective
(vertical parallel lines converge to vanishing points). Horizontal parallel lines remain
parallel.

Many current Sony Cyber-shot cameras have a special sweep-panorama mode that
employs stitching software built into the camera. The camera is set to the sweep-
panorama mode (the red arrow in Figure 3.43), the shutter is pressed, and the user
sweeps (or pans) the camera, horizontally or vertically, in a wide arc, while the camera
takes many images. (A vertical panorama is sometimes referred to as a vertorama.) A
message appears if the camera is swept too slow or too fast. The angular size of the arc
varies by camera model but it is typically 180� to 220�. When done, the computer in
the camera searches the images, identifies overlapping images, and creates a panorama.
The user has no control of the image with such a camera. Only the final panorama is
saved, and the temporary images that created it are automatically deleted.

Figure 3.43: Sweep Panorama Mode.

In spite of this (and similar) modes and the existence of panorama stitching software,
special panoramic cameras, both film-based (which have been made since the 1840s) and
digital, are still being made and used.

An important resource for information on all aspects of panoramic cameras is the
International Association of Panoramic Photographers [IAPP 13], whose mission is “to
educate, promote, and exchange artistic and technical ideas, and to expand public
awareness regarding panoramic photography.” Two other useful resources are a list,
located at [cameraInproduction 13], of panoramic cameras in production and a timeline
of panoramic cameras (1843 to 1994), located at [cameraTimeline 13]. A fun guide for do-
it-yourselfers is [funsci 13]. Information on panoramic cameras and creating panoramic
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images can be found on many Internet sites. See, for example, [shortcourses 13] and
[philohome 13]. A new reference book for this topic is [Woeste 09]. See also [Jacobs 05].

There are many types of cameras that capture panoramic images, and more and
more are developed all the time. In what follows, we present three such types, a rotat-
ing camera, a swing-lens camera, and a camera with a parabolic panoramic lens system
(Figure 3.44). The first two can produce undistorted images, while the third type pro-
duces a highly distorted image that has to be “unfolded” by special software to look like
other types (normally cylindrical or cubic) of panoramas. Following is a description of
these types.
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Figure 3.44: Panoramic Cameras.

Rotating panoramic cameras

A rotating camera, as its name implies, works by rotating on its base, transferring
the image to the film while moving the film in the opposite direction, so the film stays
stationary relative to the ground. The following camera models are of this type:

The Swiss-made Roundshot [Roundshot 13], some of whose models are digital
(among these is a 6 ⇥ 17 camera). The company also makes stitching software and
accessories to convert other cameras to panoramic. The Roundshot equipment is often
used to produce virtual tours, full 360 degree images, street mapping, aerial images, and
video.

The Globuscope (no longer being made), was a small, handheld 35 mm camera with
a rotation speed of only one second.

The Lomography Spinner 360� [Lomography 13].

The Panoscan [panoscan 13] is an expensive digital panoramic rotating camera that
produces 360� images with no special stitching software. These images can also be
viewed as virtual reality movies. The Panoscan can also take infra-red and ultra-violet
panoramic images.

The Spherocam (by Spheron panoramics) is another high-end digital panoramic
rotating camera [spheron 13]. It requires a computer to control its rotation and produces
full, 360� images that do not feature any distortions and require no stitching.
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The Hulcherama camera, invented and made by Charles A. Hulcher [hulchercam-
era 13].

The Hulcherama is a slit-scanning panoramic camera that works by rotating on its
base. An electronically controlled motor is responsible for uniform rotation. (The rate
of rotation may be varied from 1 sec to 144 sec per revolution.) During the rotation,
the image passes through the lens and then through an adjustable narrow slit onto the
film (Figure 3.44a). The slit masks out most of the image but lets a narrow portion pass
through, which is how any optical distortion is minimized. As the camera rotates in one
direction, the film moves past the slit in the opposite direction.

The camera rotation and film movement are synchronized so that the film is sta-
tionary relative to the image being photographed. As the camera makes a complete
revolution, 8.9 inches of film pass behind the slit, creating a 360� panoramic image with
a height of 2.25 inches. The aspect ratio is therefore a pleasing 2.25: 8.9 ⇡ 1: 4. It is pos-
sible to let the camera rotate more than one revolution (possibly varying the image each
time), and a roll of 120-format film is long enough for three revolutions (the Hulcherama
uses the old but still available 120 or 220 roll film).

Swing-lens panoramic cameras

A swing-lens camera (Figure 3.44b) has a lens that rotates during an exposure,
thereby “painting” the image on the film through a narrow, vertical, constant-width
slit. This is the well-known slit-scan photographic technique that is also used much in
cinematography. In order to keep the same distance between the film and the lens, the
film has to be curved. An advantage of this type of camera is that the lens only has to
cover the vertical dimension of the film and the width of the slit, so it does not have to
be complex. The downside of this type is the limited field of view, which is less than
180�. A complete 360� panorama is created by taking several shots and combining them
using special equipment (for a film camera) or special software (for a digital camera).
The following are examples of this type:

One of the early slit-scan cameras was the Ellipsen Daguerreotype, developed by
Joseph Puchberger in 1843. Puchberger was a chemist from Retz, Austria, who patented
a swing lens panoramic camera with a hand crank. It used curved Daguerreotype plates
19 to 24 inches long. The camera had an 8-inch focal length lens and produced a view
image of around 150 degrees. This, of course, was years before flexible cellulose film
became available.

In 1844, Friedrich von Martens, a printmaker and photographer living in Paris, made
a similar device using a 150� swinging lens but controlled by gears and handles. The
sensor was a curved Daguerreotype plate, 4.5⇥ 15 inches in size, that he later replaced
with wet collodion emulsion on a glass plate. The curvature served to limit aberrations
and distortions. He named it the Megaskope camera and explained its operation and
showed it and some panoramas that he made, in several exhibitions and learned societies
in Europe.

The Noblex [Noblex 13] is a family of cameras that consists of models 135, 150, and
175. Model 135 takes a 136�-wide image and uses standard 35 mm film. The Noblex-150
provides a 146� angle of view, uses 120 film, and produces six 5-inch-wide images on a
roll. It can take multiple exposures on the same film.
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The Horizon 202 [horizon 13] is a Russian-made swing lens camera that uses 24⇥
58 mm film and produces 120� panoramas. The film is swept on a curved plane, which
results in distortion-free images. Shutter speeds from 2 to 250 are available.

The Widelux [widelux 13] was a basic swing-lens camera (it is no longer being
made) that produced 140�, 24 ⇥ 60 mm images on standard 35 mm film. The camera
was completely mechanical and the lens had fixed focus. There was also a model that
took 120 film and produced 150� panoramas.

The Widespan is another swing-lens camera. It takes 120 or 220 film and produces
55⇥ 110 mm images. There are several f-stops and three shutter speeds.

A variation of slit-scan makes it possible to combine space and time in a single
photograph. Lets start with a temporal panorama. Several overlapping images are
taken and then stitched together. Ideally, the scene should be stationary, no moving
objects, but it is possible to create a chronopanorama, a panorama with a temporal
element, in the following way.

Choose a scene with a single moving object that is well visible and spatially isolated.

Shoot frames where the speed of this object is synchronized with the duration and
frequency of the frames.

Stitch the frames into a panorama.
If this is done properly, the moving object would appear several times in the

panorama, in di↵erent locations. The e↵ect is similar to multiple exposures.
Another method to combine space and time is a slit-scan panorama [Eirikso 11].

Imagine placing a camera securely on a window ledge inside a room, and setting it to take
a time-lapse of the outside scene every 30 minutes for a year, starting in late September!
The result is 2 ⇥ 24 ⇥ 365 = 17,520 frames of the same scene as it varied during the
seasons. The frames can be combined into a 9.7 minutes video (at 30 fps), but they can
also be used to construct a single slit-scan panorama as follows. Use software to extract
a single column of pixels from each frame, and combine these columns into a single photo
by placing them adjacent to each other as in Figure 3.45. Thus column 1 from frame 1
will be the first column of the final image. Column 2 from frame 2 will become the
second column of the final image, and so on. The final image will have 17,520 columns
and as many rows as the original frames. This final image would show the scene during
the entire year. On the left, the scene will look as it was at the end of the summer, in
late September. As we move our eyes to the right, we see the scene in the winter, then
in the spring, and finally in the summer; an original way to combine time and space.

It is also possible to construct the final image from rows of the individual frames
(horizontal slits). This is suitable for vertical scenes. The software could also have
parameters such as the width of a column (how many columns of pixels to pick from
each frame) and the frame numbers of the start and end frames.

Tiny world: a panorama in polar coordinates

Figure 3.46 illustrates the tiny world variation on the basic panorama. This com-
positional e↵ect starts in the field, where a sequence of overlapping images is taken, and
is completed on a computer, where this sequence is processed as detailed here.



3 Camera Types 529

Final image

Frame 1 Frame 2 Frame 3 Final
frame

Figure 3.45: Slit-Scan Panorama.

Figure 3.46: Tiny World Images.

In order to end up with a tiny world that makes sense and is pleasing to the eye, the
user should pay attention to the following. The final image should have an aspect ratio
of 2:1, its upper 25% and lower 25% should be uniform as much as possible (perhaps
sky above and water, floor, or ground below). Also, the left and right edges of the image
are going to be stitched together, so they should be as similar as possible.

Back home, the individual images should be post-processed in Photoshop or similar
software in the following steps:

Stitch the images into a panorama with an (approximate) aspect ratio of 2:1.

Level the panorama such that the horizon line, if any, will be horizontal.

Crop the panorama to bring it to the exact 2:1 aspect ratio. Pay attention to the
left and right edges. Often, they can be made similar simply by careful cropping.

Flip the panorama upside down.
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Use Photoshop commands image/image size to turn the panorama into a square
by equating the numbers of vertical and horizontal pixels. It will look funny.

If your image is in a raw format at 16 bits/pixel, you may have to use image/mode/8-
bit-channel to convert it to 8 bits per pixel.

The image is ready. The single Photoshop step filter/distort/polar coordi-
nates will create the tiny world.

If the two sides of the original panorama were significantly di↵erent, it would show
up in the tiny world. At a certain point there would be a discontinuity.

Drones are currently very popular and either come with a camera or have a remotely-
controlled dock to anchor a camera. When shooting a panorama from a drone, make
sure the drone is placed high enough, so that fully rotating the camera from side to side
will cover the entire area of interest. Start the shooting from one edge of the area, take
a number of highly-overlapping shots, rotating the camera by a small angle in the same
direction between shots, until you reach the other side of the area. Once the resulting
panorama has been converted to a tiny world, you may be surprised to see how big an
area and how many details can be squeezed into a single circular image.

Agents who sell commercial real estate, such as shopping centers and farms, are
among those interested in tiny world images of large areas. Sometimes, an architect
would like to see an entire city neighborhood in a single, detailed image, and a tiny
world taken from above can be an ideal solution.

Panono

The concept behind Panono is a spino↵ of the current popularity of mobile devices.
The Panono panoramic camera [Panono 13] is a small, 4.33 inches (11 cm)-diameter
sphere with 36 fixed-focus cameras embedded in it. The cameras are triggered simul-
taneously and generate 72 Mpixel of images that are later stitched into a panorama.
Panono can be used in three ways as follows:

It can be hand held and a shot taken by pressing a button.

It can be placed at the end of a long pole and triggered remotely from a smartphone
or a tablet.

It can be thrown up by hand. A built-in accelerometer senses when Panono is at
the top of its trajectory and it (the accelerometer) triggers the cameras. This is the fun,
recommended way of using Panono. Be warned, however. The panono is breakable. If
you throw it and fail to catch it, you will likely lose it (and it is expensive). Also, it has
to be thrown straight. Any spin or shake would prevent it from firing.

In either case, the 36 cameras take enough pictures to cover the entire space around
Panono (a 360 ⇥ 360 panorama). Once a picture has been taken, it can be previewed
on a mobile device and then sent to the Panono cloud (a computer operated by the
developer) for stitching. The result is sent back to the mobile device, where it can be
viewed in its entirety step by step simply by rotating and tilting the device. This way
of viewing a panorama is what makes Panono an entirely new photographic experience.
In addition to the fun, the Panono panoramas do not su↵er from ghosts (objects moving
while the panorama was taken) and it is created in one step. It is easy to find several
videos in YouTube demonstrating this unique camera.
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Panoramic lens systems

A panoramic lens system (Figure 3.44c) is somewhat similar to a reflecting telescope.
Its main part is a convex parabolic mirror (in contrast to the mirrors used in telescopes,
which are concave) that captures the entire (or almost entire) half-sphere of image
located above it and sends it up, where it is reflected by a small, flat mirror (red in
the figure) and is sent down through a hole in the main mirror to a camera. There are
no moving parts, no rotating parts, no need for multiple images, and no need to stitch
multiple photos together. The price for all this (aside from the price of the camera and
mirror) is image distortion. In principle, this lens can be used with any camera, digital
or film.

Since the mirror captures everything above it and on all sides, the only way for the
photographer to stay out of the picture is to crawl under the camera or use a timer or
remote control. A panoramic lens system is therefore used while mounted on a tripod
or a pole and operated from below or remotely.

An example of this type is the Portal S1 panoramic lens system that used to be
made by the BeHere company. It is 12.5 inches in diameter, 13 inches tall, and weighs
less than 10 pounds. It has a 35-mm Nikon mount, so any Nikon-compatible camera
body, digital or film, can be used with the Portal S1. The depth of field of the Portal is
from one inch to infinity. (There is no need to focus the camera.) Its lateral field of view
is, of course, 360�, but its vertical field of view is limited to the blue area in Figure 3.44c
and equals 100� (the angle between the two lines marked L). When anything outside
this area is reflected in the main mirror, it cannot reach the secondary mirror.

The BubbleScope [bubblepix 13] is a small device that operates while mounted on
a smartphone. It captures a 360� panorama with its mirror and projects it into the
telephone. At the time of writing (late 2013), details are sketchy.

If a film camera is used, the film can later be scanned and then processed with
special software provided by the manufacturer. This software flattens the donut-shaped
image and can also perform other processing such as evening out the lighting, correcting
brightness and contrast, and slightly sharpening the edges. The image can then be saved
in one of the popular panoramic formats such as QuickTime VR.

⇧ Exercise 3.11: Explain why the image produced by a panoramic lens system is shaped
like a donut.

The OmniAlert panoramic video camera system from RemoteReality [remotereal-
ity 13] also employs a parabolic mirror, but the mirror points down, toward the camera,
which results in a circular picture with no hole. This camera has been developed for se-
curity and surveillance applications, where a wide field of view is important. The video
camera is mounted on a high pole right under the parabolic mirror and uses special
software to detect and track moving objects in its field of view and alert operators to
any suspicious activities.

The 360 One VR parabolic mirror system, from Kaidan [Kaidan 05], also uses a
down-pointing mirror and can be attached to several di↵erent cameras. Special software
must be used to convert the highly distorted image to a flat panorama (Flash VR,
cylindrical, QuickTime VR cylindrical, spherical, cubic, or QuickTime VR cubic) that
can be displayed and printed.
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See also [eclipsechaser 13] for astronomical applications of this type of panoramic
camera.

When something upsets him [Jack], he takes out his camera and looks through the
lens, pointing it at things—anything, it seems—fiddling with the aperture and the
focus, and bringing the zoom in close before retracting it again. Sometimes he takes
the shot; more often than not, he doesn’t.

Kate Morton, The Clockmaker’s Daughter, 2018.

3.17 Miniature Cameras

The Minox subminiature camera was invented in 1936 by Walter Zapp and was produced
for many years (from 1936 to 1975). Zapp’s original intention was to make a very small,
fully automatic family camera that would be easy to carry and to use. Due to its high
manufacturing costs the Minox never became popular with the public, but its small size
attracted the attention of intelligence agencies in many countries. Its macro focusing
ability made it ideal for document copying, which is why it was known as a spy camera.
The film frame size was 8⇥11 mm, and the film width was 9.2 mm, less than one-quarter
the size of 35 mm film and without sprocket holes. The film came in small cartridges
that ranged in size from 15 to 50 frames.

Small and lightweight as it was, the Minox was heavy and bulky compared to the
digital spy cameras and camcorders available today. It seems that China is the main
source of many (surprisingly inexpensive) miniature cameras, most of which are specifi-
cally designed for spying and are hidden in pens, eyeglasses, USB memory sticks, alarm
clocks, smoke detectors, cigarette lighters, wristwatches, and calculators. Figure 3.47
shows spy camcorders hidden in a pen, clothes hook, and a key chain. Here are a few
specifications of these devices.

Figure 3.47: Spy Cameras.

The Night Owl Executive Camera Pen is handsomely designed and has a Maroon
finish with silver plated accents. It writes just like any other ballpoint pen, but contains
a miniature camera that can record up to 70 minutes of video. The camera is referred
to as pinhole, but it has a lens, located just above the pocket clip, with a microphone
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located under the pocket clip. This way, the owner can record while the pen is pinned
securely to his pocket. Unscrewing the pen cap reveals a USB plug that can be inserted
into a computer for viewing or downloading the video. No special software is needed and
the USB connection also serves to charge the pen’s lithium battery. The video resolution
is 640⇥ 480 and both the video and audio (the latter can be recorded from up to 20 ft)
are stored in the internal 4 GB memory.

The camera hidden in a clothes hook is motion activated, but also has a manual
mode. It can record up to 120 min of 1280⇥ 960 color video (with audio) at 30 fps and
store it in its 16 GB internal memory for later transfer to a computer via USB.

The key-chain camera is touted as the ideal covert device to record video for those
in the business, education, HR, security, media, press relations, tourism, and related
fields, who may need to make quick, spontaneous video recordings. It records 720⇥ 480
video frames at 30 fps, can take still JPEG images with 1280⇥ 1024 resolution, but has
no internal memory. It requires a micro SD card of up to 8 GB.

⇧ Exercise 3.12: Try to find an original, unusual application for a miniature camera.

3.18 Dash Cameras

The following exchange is typical:
John: “No, o�cer, I didn’t say that. I said I thought it was him, but it was dark

and I couldn’t be sure.”
O�cer: “I heard you say you saw him.”
Anna: “No, o�cer. I’m sure he only said he may have seen him.”
Sight and sound are fleeting. You see a dog running, someone says something to

you about this dog, and the images and sound are immediately gone. People see you
and hear you, they think they understood you, but just a few seconds later they may not
agree on exactly what they had seen and heard. This is why the inventions of the movie
camera and the phonograph (the former by Thomas Edison and others around 1890
and the latter by Edison in 1877) were so revolutionary. For the first time in history it
became possible to record sight and sound, store them indefinitely, and play them back.

Today we use cars, trucks, bicycles, and other vehicles. We highly depend on our
vehicles and cannot do without them. They are useful, but they also have accidents.
Accidents happen very quick, and just a few seconds later, those involved cannot tell
exactly what had happened and may have a distorted view of the facts. This is why
dash cameras (or dash cams, for short) have become so popular in the last decade.
Such a camera can also record accidents happening to other cars and persons around it,
airplane crashes, and cases of insurance fraud. A dashcam was the best video source of
the February 2013 Chelyabinsk meteor,

A dash camera, also known as a dashcam, dashboard camera, car DVR, driving
recorder, or event data recorder (EDR) is a camera mounted in or on a vehicle that
continuously records the view through the windows. Some dashcams (taxicams) feature
an extra camera to record the interior of the car, a feature especially favored by taxi
drivers.
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In the United States, dash cameras were first used, in the 1980’s and 1990’s, by law-
enforcement o�cers. As technology advanced, the increase in performance, combined
with the decrease in costs, made them available to everyone, and they became the
familiar objects we see in more and more cars.

This section covers the main features of (1) basic dashcams, (2) front and rear dash-
cams, (3) inside and outside dashcams, (4) smart dashcams, and (5) backup cameras,
the close cousins of the dashcam.

Basic Dashcams

A basic dash camera (Figure 3.48a) is a small camera that hangs from the car’s
rear-view mirror or is attached to the windshield with a suction cup, and is fed power
from the cigarette lighter of the car (sometimes it is hardwired directly into the car’s
electrical system). At the time of writing (late 2018), such cameras sell in the US for
$30–60. The camera starts recording as soon as it receives power and works continuously
as long as the power is on. Its images are recorded in a memory card, often a micro
SD card, as small video clips, each lasting about a minute. When the card fills up, new
video clips replace the oldest ones in the card. Because these video clips can be used as
evidence in court, they are timestamped, which is often done in a tamper-proof manner,
a procedure termed trusted timestamping [trusted time 18].

(a) (b)

Figure 3.48: Basic Dash Cameras.

A basic dashcam has a small battery (or alternatively, a capacitor) to provide power
after the engine is turned o↵. This is how such a camera can continue to record for a
few seconds after the engine was turned o↵, a feature that increases its usefulness.

The battery is also used to record a few seconds of video when the dash camera
detects a jolt while the car is parked (the park mode of the camera).

A special G-sensor (G for gravity) detects a collision and switches the camera to
store its video clips in a separate folder on the SD card, where they will not be overwritten
(they have to be manually deleted later).

Many basic dashcams include a small, 2–4” LCD screen, where the driver can see
the view from the windshield. Clearly, the driver can see this view himself, by looking
through the windshield, but such a screen helps to adjust the camera and verify that it
really has the field of view advertised by its maker.
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Current dashcams record HD video, either 720p or 1080p and boast an excellent
night vision. This is important, because such a camera should be able to record a license
plate from several meters away, even in low light. The video clips include audio that
many reviewers rate very high.

Being used in a car, even a basic dashcam must work in a wide range of tempera-
tures, typically �10� to 50�C (14� to 122�F).

Such a camera normally has a wide-angle lens, capturing more than 100�. Basic
dashcams that can cover 180� (or close to this) are common.

Pushbuttons on the camera allow functions such as shooting a still photo, turning
the audio on and o↵, and start recording when motion is detected in front of the car.

Many dashcams are made in China and come with a barebones user’s manual, where
funny passages like the following are common:
Connect one end of the car charger to the USB port of the device, and plug the other
end of the car charger into the cigarette lighter port in the car. The car engine will
automatically turn on when the device is started.

Front and Rear Dashcams

The next step above the basic dashcam is the front and rear camera, Figure 3.48b.
The figure shows a small camera with five control buttons on its side, and a much smaller
rear camera with four infrared lights around it. More and more of these simple dashcams
now have a touchscreen instead of control buttons. Such a dashcam has all the features
of the basic models, but is more useful because many accidents occur behind the car.
Currently, such cameras are available for the same price range as the basic dashcams,
but take longer to install, and professional installation, which many car owners prefer,
can triple or quadruple the camera’s price.

The rear camera is always claimed to be waterproof, but many buyers complain
that it becomes temporarily cloudy after a heavy downpour. In general this camera
is inferior to the front camera. It typically has only a 100�–130� field of view and it
normally records video only in 720p. Its night vision is also worse than that of the front
camera.

With two cameras, the LCD display can operate in four modes: Display just the
front view, just the rear view (useful), the front view with the rear view in an inset
(picture-in-picture), and the rear view with the front view in an inset. Even with large,
4” screens, the insets are generally too small to be useful.

Inside and Outside Dashcams

A narcissist is a person who has an excessive interest in or admiration of themselves.
Such a person may prefer an inside-and-outside dashcam in their car. Such a device has
two cameras built into the same frame. The device hangs under the rear-view mirror or is
attached to the windshield with a suction cup. One of its cameras faces forward, looking
outside the car, and the other camera faces backward, inside the car (Figure 3.49). The
inside camera can be rotated and tilted a little, to best capture the interior of the car.
This type of dashcam is also the favorite of taxi drivers, who often feel threatened by
the behavior of their passengers. Each camera records a series of separate video clips
but they are synchronized. When the front camera starts a clip, the inside camera also
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starts a clip. The display of a typical inside and outside camera has the four modes of
a front and rear dashcam.

Figure 3.49: An Inside and Outside Dash Camera.

It should be noted that the inside camera is inferior to the outside camera. Specif-
ically, it may lack night vision. This is a serious drawback, especially for commercial
taxi drivers who want to record their passengers also at night.

Inside and outside dash cameras are currently in the price range of $100 to $200, and
they may have features not found in the basic dashcams. One example is a dual parking
mode. In the motion detection mode, both cameras detect motion around the car and
respond by recording a short video clip. In the time-lapse mode, both cameras take still
photos at set time intervals, and later combine them into a video clip. Naturally, this
requires constant power, so such a camera must be hardwired into the car’s electrical
system.

Smart Dashcams

Not everyone is smart, but we now live in a world populated by smart devices.
The wikipedia definition of a smart device is: An electronic device, generally connected
to other devices or networks via di↵erent wireless protocols, that can operate to some
extent interactively and autonomously.

We can now prepend the term “smart” not just to telephones but to devices such as
televisions, speakers, home hubs, garage hubs, light bulbs, security cameras, electrical
outlets, door bells, remote controls, light switches, locks, and, you guessed it, dashcams.

Needless to say, smart dashcams have all the features found in the basic models and
include at least the following:

High resolution, up to 2160p.

GPS to add geotagging to the camera’s videos and to find a car in a vast parking
lot (you can later view your driving route and tracker on google maps on your computer
via Wi-Fi using the app provided by the camera maker).
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WiFi to send video clips, still images, and warnings to the owner’s smartphone.

Bluetooth to recognize the owner’s approaching and opening the car.

Time-lapse video and slow-motion video.

An optional speed stamp in the recorded video.

In order to minimize the light coming from the LCD screen at night, some smart
dashcams have a screen saver mode that, when selected, displays only the following
items on a black screen: The video recording status, a blinking red dot, the car’s speed,
driving direction, and the time.

If your smart dashcam has voice guidance, it may talk to you and tell you, for
example, “the parking mode got activated while you were away.”

Cloud service to store videos on the camera maker’s servers, so they become avail-
able even if the dashcam itself is stolen. The downside is costs. Smart dash cameras can
cost around $250–350 and the cloud service, which is not required but makes the smart
dashcam more useful, can run almost the same amount per year.

The discussion here is based on the Owl dashcam, made by owlcam.com. We start
with a list of its main features:

The Owl is an inside-and-outside dashcam where the outside camera records video
at 1440 and the inside camera is limited to 720p. It is purported to have excellent low-
light performance, it records videos to an internal storage (no SD card is used) and can
send them to a cloud service provided by the camera maker, that keeps up to 14 days
worth of videos. When the Owl detects a theft attempt, it starts recording and turns on
the interior driver-facing spotlights and a pulsing security beacon. A video alert is sent
to the owner’s smartphone. When you loan your car to someone else, you can follow it
with Live View in the Owl app in your smartphone and can talk to the driver. (A user
review claims that the Owl can recognize only one smartphone. If the car has more than
one owner, than only one would be recognized as such. If this claim is true, then it is a
serious design flaw.)

The Owl connects to its maker via the 4G LTE (Long Term Evolution) network.
There is no need to have WiFi or to use your precious cellphone data. Wherever LTE is
available, the Owl can connect to the cloud provided by the maker and look at videos,
use Live View to find out where the car is, and receive video alerts. Naturally, this cloud
service is not free and some users complain that it is too expensive.

The Owl senses bumps, dents, crashes, and break-ins and takes video clips that are
stored in the Owl, are sent to the cloud (when LTE is available), and can immediately
be used to identify culprits, handle insurance claims, and sharing with friends on social
media. When LTE is not available, the user can receive videos and alerts when he is in
the car (presumably through bluetooth) and also when the car is in range of WiFi.

Video clips can be manually created by the user at any time. While driving, the
Owl records continuously, so it includes in each clip the last 10 seconds before the user
starts the clip; a useful feature. A clip can be started either by tapping the touchscreen
of the Owl or by saying the magic words, “Ok Presto” (the latter is not free). When
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the clip is ready, the Owl beeps and the user can name the clip by saying a phrase, such
as “It’s raining.” Clips are sent to the user’s smartphone and to the cloud (if the user
subscribes to the cloud service).

When the car stops and the engine is turned o↵, the same magic words, “Ok Presto,”
will tell the Owl to continue recording. This is handy when stopped by police or in cases
of road rage.

This smart camera is easy to install. In order to detect break-ins, impacts, and glass
breaks when the car is parked, the Owl needs continuous power and it gets it from the
car’s OBD2 diagnostic port. Thus, the Owl is installed by plugging its power adaptor
into the OBD2 port, running a cable to the center of the dashboard, and securing the
camera with its special suction beam. There is no need to hook up into the fuse panel
or plug into the cigarette lighter receptacle. If the OBD2 port is already used, as it is
on so many cars, an adapter is available from the Owl maker.

When the car is parked, the Owl uses very little power and it constantly monitors
the car battery’s voltage. If the battery gets low or if the car hasn’t been driven for 72
hours, the Owl goes into an ultra-low power standby mode. It also goes into that mode
in extreme cold situations, to preserve battery power.

If the Owl is stolen, its password (chosen by its owner) is needed to watch the
videos. The Owl maker claims that the Owl is easy to locate and that the company
would replace it free.

There is internal storage in the Owl for up to 18 hours of HD video or 36 hours
from the forward camera only at 720p.

For those concerned with privacy in the car, the inside camera can easily be turned
o↵, with a swipe of the touchscreen.

Backup Cameras

Airlines and aviation experts keep telling us that flying is safe, safer than driving,
thereby implying that driving is unsafe. Many of us drive and we know that driving is
dangerous. Driving in reverse (backing up) is even more so. The simple operation of
backing out of your familiar driveway or an innocuous parking spot can be fraught with
danger. In the US, the National Highway Transportation Safety Association(NHTSA)
and the Insurance Institute for Highway Safety (IIHS) estimate that somewhere between
180 and 300 people, most of them children, are killed each year by being hit by drivers
backing up. Even worse, approximately 18,000 more people are injured in such accidents.
Considering that backing up is done at a low speed, these numbers are even more
depressing.

When a vehicle driven in reverse into tra�c is involved in an accident, there is a good
chance that its driver would be found to be at fault. When a reversing vehicle collides
with a forward-moving vehicle, it is often the driver of the former that is considered at
fault, because of his limited range of view.

The most important causes of backup-related accidents are lack of attention and
blind spots. Being in a hurry often results in lack of attention, as is being familiar with
the surroundings. If you back up out of your driveway every day, you consider it familiar
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and you don’t expect it to one day be di↵erent. Blind spots exist in every vehicle, even
the simplest bicycle. In general, the bigger the vehicle, and bigger its blind spots.

Backup cameras help reduce the problem of blind spots (but not the problem of
being in a hurry, which doesn’t seem to have a solution). In principle, any front and
rear dashcam can act as a backup camera. Before you back up your vehicle, simply set
the display to the rear camera. However, the rear camera of a front and back dashcam
is always inferior. It records video at 720p, it has poor visibility in strong sunlight, and
it su↵ers from limited night vision. This is why a backup camera should either be a
dedicated camera or a front and rear camera where the rear camera features high video
resolution and good night vision.

A dedicated backup camera is important especially in large vehicles, such as trucks,
where the blind spots are more than just spots and may hide children, animals, fences,
ditches, and other dangerous objects. Such a camera has a large display which rests on
the driver’s side of the dashboard, it is normally o↵, and it is switched on automatically
when the transmission is shifted into reverse. The camera itself is normally installed
above the license plate (Figure 3.50 shows typical examples) and sometimes has infrared
lights arranged around it, for better performance in low light. A special switch can start
the display at any time, to allow the driver to see behind his vehicle when not in reverse.

Figure 3.50: Backup Cameras.

When a front and rear camera is designed to also be used as a backup camera, it
should o↵er the following features:

It should have a large touchscreen, ideally at least seven inches (17 cm). The large
screen displays a better picture and the touchscreen makes it easy to switch between the
four display modes.

The rear camera must be weather proof and record at least 1080p video. It should
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have the kind of mount that allows for small adjustments to the position and direction
of the camera.

The rear camera should be hooked to the reverse light of the car, such that it would
be on as long as the car’s transmission is engaged in reverse. This normally requires
professional installation. Also, when the car is in reverse, the screen should display the
view from the rear.

The driver may want to switch the display to the rear camera or to one of the
picture-in-picture modes at any time, and this should be done by tapping the screen.
Requiring the driver to press switches may be unsafe while the car is moving.

3.19 Security Cameras

Security is an important concern and also big business, because crime, too, is big busi-
ness. A basic Internet search in late 2018 quickly revealed disturbing statistics such as
“according to the FBI, a property crime was reported about every three seconds in the
U.S.” and “a crime is committed in England and Wales every five seconds.” One way
to fight home invasion, burglary, and robbery is home security cameras. Such cameras
have a very short history, but are continually getting more powerful, more sophisticated,
and cheaper. This section covers three typical classes of those popular devices, interior
rotating cameras, outdoor cameras, and interior static camera.

Rotating cameras (also dome)

This type of security camera has motors to pan and tilt the camera so it can follow
an intruder by detecting motion. A typical example is shown in Figure 3.51a.

(a)
(b)

(c)

Figure 3.51: Security Cameras.

The spherical head of the camera can rotate horizontally to provide panning and
also rotate vertically for tilting. Thus, a single camera can cover a large area, such as
the open floor living area of a modern house, that is much favored by architects. Such
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a camera is small, unobtrusive, and easy to hide among furniture, drapes, and home
decorations. It needs to be hooked to electrical power through a USB cable, which limits
the locations where it can be placed. The camera is controlled from a smartphone by an
App that (1) displays the video being recorded, (2) displays the video clips generated
when motion was detected, and (3) allows the user to select and edit the many features
supported by the camera. Figure 3.52 shows one of the security cameras of this type,
made by Yi. Some of the settings of the App are also shown.

Figure 3.52: The Yi Security Camera.

Such security cameras used to sell in the U.S. for about $60, but prices have dropped
considerably during 2018 because of fierce competition. The main features of such a
camera are the following:

Older security cameras record at 720p, but most of the current ones (2018) record
at 1080p. Virtually all have wide-angle lenses that cover at least 110�.

The camera can pan close to 360�, but stops at the end of its range and has to
rotate back. Vertical tilts are typically limited to around 100�.
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Night vision is obtained by several 940 nm infrared lights arranged around the lens.
They provide clear vision in complete darkness, but they also make the camera visible
in the dark to any intruders.

When motion is detected, the camera sends an activity alert to the owner’s smart-
phone, records several short video clips, and stores them in the camera’s SD card. As
an option, it can also upload the clips to the camera maker’s cloud (if such a service,
which is usually expensive, is active).

Most cameras of this type can also optionally track movement. While someone
moves within the camera range, the camera pans and tilts to keep the moving object in
its field of view. This feature is rated acceptable, although not perfect, by users’ reviews.
Instead of motion detection, the camera can be set to record continuously. Once the SD
card fills up, the oldest video clips are deleted.

The camera also supports audio. It is possible to communicate between the camera
and the smartphone App. Many reviewers rate the audio clear enough to understand,
although not high fidelity.

Often, the App allows the user to mark certain camera positions as favorites. The
user can then send the camera to each of those positions quickly or ask for an auto-cruise
(a scan of all favorite positions).

Those with a regular schedule can set the camera to start and stop at certain times.
This is especially useful because many users may forget to start their security camera
when they leave home in a hurry.

Many small rotating home security cameras are for interior use only. They are not
waterproof and can operate only in a limited range of temperatures.

Figure 3.51b shows a dome camera. This is very similar to the rotating cameras
discussed earlier but is installed under a ceiling. Its main advantage is that it is non-
obtrusive. Even if an intruder notices this camera, he would need a ladder to climb and
disable it. The main downside is that the video clips show the tops of intruders. It is
only when someone moves far from under the dome camera, that the videos may show
parts of his face, which defeats the purpose of identifying culprits.

Outdoors security cameras

A typical outdoors security camera is rugged and is made of tough plastic or metal.
It is mounted on an exterior wall and is weatherproof. It has a wide-angle lens and is
designed to cover a large area but is often static; it cannot pan or tilt (the camera in
Figure 3.51c has limited panning ability). Other than that, an exterior camera supports
the same features as the interior security cameras.

The Blink wire-free cameras

The Blink security camera is an example of a di↵erent approach to home security.
It looks like a small tile mounted on a wall or placed on a surface where it is hidden
among other objects. It does not rotate and it receives its power from batteries. Thus,
it is completely wire free, but the user has to check the battery status from time to time
and replace batteries as needed. The Blink is powered by two AA Lithium batteries,



3 Camera Types 543

and its maker claims a two-year battery life. For those who hate batteries, there is also
a micro USB port for power. Being stationary, such a camera covers a limited area,
which is why it is often sold in sets of three cameras. Having three cameras mounted or
hidden at di↵erent points results in a complete security system for a large living area of
a house.

The Blink can be controlled by an App from a smartphone or via voice through
Amazon Alexa. Its advertised capabilities are similar to those listed above for rotating
cameras (except that audio is only one way, from the camera to the smartphone), but
many of its users’ reviews are negative. It is mentioned here because it is wire-free and
therefore easy to mount, and because its maker o↵ers free (but limited) cloud service, a
very attractive selling point!

3.20 Drone Cameras

A drone is a pilotless airplane, ship, boat, or glider. Some drones are big, fast, and lethal.
They are used by many armed forces as weapons. The drones familiar to most of us,
however, are small, RC (radio controlled) machines, made mostly of plastic and having
the form of a quadcopter or multicopter, with four or more rotors providing vertical lift
from each corner and an on-board processor to keep the machine level. Most people
consider such drones nothing more than toys, but drone enthusiasts use them to do
aerobatics, to race, and, most important, to take pictures and videos. Drone safety has
become an important concern, and transportation authorities in many countries have
developed special drone safety rules. Those have to be strictly followed by all users.
References [dronesafe 18] and [beforeyoufly 18] are examples of such sets of rules.

In response to the many accidents caused by and involving drones, drone manufac-
turers often include proximity sensors in their products. These help to prevent collisions
and thereby reduce both user headaches and criticism from governing bodies.

From the dictionary
The term drone is also used for
1. To make a continuous low humming sound “the lecturer kept droning on and on.”
2. A male honey bee in a colony of social bees, which does no work but can fertilize
a queen.

Current (2018) drones are fast and agile. They can fly and maneuver with surprising
speed. Changing direction is done by slightly speeding up two adjacent rotors, which
causes the drone to tilt slightly o↵ the horizontal. In this way, a small proportion of the
rotors’ energy is directed sideways, pulling the drone in that direction.

In addition to personal uses (see the world from above, video your house from above,
drop gifts at friends’ yards) drones have many commercial applications, as the following
list illustrates. Real estate, event recording, fire fighting, land surveying, geological
research, movie production, construction, and search and rescue.

Drones also come with more than four rotors. Hexcopters, octocopters, and multi-
rotors are more expensive, but have several advantages. They provide higher stability
in flight and thus smooth video, and they can also handle heavier payload, very often
heavy DSLRs or cine cameras. Fixed-wing drones (better known as RC model aircraft)
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fly faster and are ideal for applications that cover large areas. The main downside of
multirotors is more serious accidents that lead to bigger damage to the drone and its
surroundings, and heavier financial loss. Also, two or more operators may sometimes
be needed to operate large drones, one to fly the device and another one to operate the
camera.

Power is provided by rechargeable batteries, and usually lasts only minutes. (Ex-
pensive drones may come with two battery packs and a field charger that can charge
the batteries from its own, internal battery or from a car battery.) Landings are tricky
and require experience, which is why many drones are sold with spare parts, especially
rotors. Most drones are controlled by a special device that features joy sticks, but some
of the cheaper drones are controlled by Apps, with the user moving his fingers on the
touchscreen of his smartphone. Communication between the drone and smartphone is
by means of Wi-Fi, which has a very limited range. Often, a computer on board the
drone employs GPS to navigate the drone to a destination and to bring it back safely
to its take-o↵ point and land it automatically.

Those toy drones are too small for the user to fly in them, so the next best thing
for the user is to see what the drone sees, and this means a camera. Virtually all current
drones are camera drones. They shoot and transmit videos to the user on the ground
and in this way they can also help the user navigate.

⇧ Exercise 3.13: Imagine a drone big enough for two or more people to fly in it. Would
that still be a drone?

The main limitation a↵ecting drone cameras is weight. Most of the weight of a
drone must be dedicated to the batteries, whose power capacity dictates the maximum
speed and flight time of the drone. The camera must be lightweight, which implies a
small sensor and a prime lens, no zoom. This is because a zoom lens must have several
components, and glass is heavy. Also, varying the zoom of a lens requires an additional
radio channel and an arm to rotate the lens. These result in higher cost and weight of
the drone. (Recent, expensive drones do have zoom lenses.) After the camera weight,
the next crucial consideration is the vibrations caused by the fast spinning propellers
and sudden changes of direction. Smooth, clear video is a must, if the drone maker
hopes to stay in business.

⇧ Exercise 3.14: In order to become known and drum up more business, many pro-
fessional photographers produce videos on various aspects of photography and publish
them on YouTube. However, producing a video is expensice because it requires a video
camera operator in addition to the photographer. Suggest a way to reduce this expense.

We follow with the specifications of two drones, a cheap, basic drone intended for
children, and an advanced model that features a zoom camera.

The Holy Stone F181C RC Quadcopter, Figure 3.53a, is a basic drone with a good
quality HD camera. It is ready to fly (RTF) out of the box. Its main features are the
following:

Weight: 1.7 pounds

Dimensions 31⇥ 9⇥ 31 in
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(a) (b)

Figure 3.53: Example of Drones.

Four Channel 2.4 GHz RC remote. The user can send four di↵erent commands to
the drone

Six-Gyros. The gyroscopes are used by the onboard computer to keep the drone
level

Altitude Hold Function. Choosing this function keeps the drone at its present
altitude. This is done by an onboard barometer that is checked periodically by the
drone’s computer. This function is important for smooth videos

Headless Mode. This is an orientation function. Recall that the drone has four arms
and is therefore highly symmetric. It has no front and rear. It this mode, no matter
what direction the drone is facing, pushing the stick forward moves the drone away from
the user, and similarly for a back stick. This mode is handy for beginners

One Key Return Home. The drone returns to its point of origin. If the user has
moved, he may miss the landing drone

Range: 50–100 Meters. Flight Time: 7–9 Minutes. Charging Time: 80 Minutes.
No FPV (First Person View)

Camera: 720P HD with upgraded 4GB Micro SD card included

This drone is considered a toy. It is recommended by its manufacturer for ages
14–17

Flying tips from the manufacturer:
Motors will heat up with high speed spinning. Please cool the motor down for 10

minutes between flights.
The drone should be put on a flat and level surface when being paired; otherwise,

the gyro won’t be in balance and the drone may lose control.
Please re-calibrate your drone if the drone drifts to one side. Re-calibration should

be done after pairing.
When the LED lights on the drone start flashing, indicating the battery is in low

power, please fly back your drone within 40 seconds; otherwise, it will lose control.
In an emergency, if the drone is out of control, long-press the one key start button

to stop the drone.
The next example is the DJI Mavic 2 drone, Figure 3.53b. This is a top-of-the-line

drone, with several options, models, and prices.
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Weight: 905 gr

Dimensions (folded): 214⇥ 91⇥ 84 mm

Dimensions (unfolded): 322⇥ 242⇥ 84 mm

Video resolution: 4K HDR 30 fps

Camera resolution: The Pro model has a 1-inch image sensor (20 Mpixel) and a
prime 28 mm (35 mm equivalent) lens with adjustable aperture. It produces 10-bit
(HDR) video, and up to 12,800 ISO. The Zoom model has 12 Mpixels and a zoom lens
(24–48mm)

Battery life: 31 minutes (3850 mAh or 59.29 Wh)

Max Range: 8 km or 5 mi

Max Speed: 72 kph or 44.7 mph

Flight time: 31 min
Note. mAh stands for MilliAmpereHours. The battery can supply 3850 milliampere

for one hour, or half that for two hours, or twice that for only 30 minutes. The term
Wh means Watt-hour. A 100 Watt-hour battery can deliver 100 watts for one hour, or
20 watts for five hours, or . . .

The following is a discussion of two specialized types of drones, selfie drones and
360 drones.

Selfie (or pocket) drones. A short definition of this type is “a small, unmanned
flying vehicle used to take photos or videos from an aerial perspective. Using at least
three propellers and typically less than two feet in diameter, a selfie drone is remote
controlled.”

These drones are designed for flying very short distances and are typically used for
selfies. They are very small, lightweight, and may fold into a small package. They are
often flown indoors, which is why they tend to be enclosed in a plastic cage, both to
protect their propellers and any nearby objects. One of the first selfie drones was the
Hover Passport, described here.

The Hover Passport is a small, lightweight (242 g, including a battery) self-flying
drone o↵ering 4k video and 13 Mpixel still images, face recognition, and automatic
following. The latter feature is especially attractive. Once you scan your face in the
smartphone app, the drone recognizes you and can find you, record you, and automat-
ically follow you as you walk, cycle, surf, or drop from the sky. The Passport cannot
follow a car, but may be able to follow a rider in a car if he is su�ciently visible at
all times. Its video recording is hands-free and it can also snap photos with a quick
gesture to the camera. The Passport’s most visible feature is a cage—made of strong,
lightweight carbon fiber—that encloses the entire device, making it safe to itself as well
as to others around it. However, the recommended range and flight time of this small
device are only 20 m and 10 min, respectively. This is su�cient for a few selfies, for
documenting a vacation, or for just having fun, but is very limiting for more serious
purposes.
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360 drones. A 360 drone can shoot several overlapping images and then use software
to stitch them into a single 180� panorama, that encompasses the entire hemisphere
below the drone’s camera. Thus, the designation 360 is misleading and the drone itself
is often a general-purpose device that is driven by special software to shoot and generate
the panoramic image. An example of a 360 drone is the combination of the general-
purpose DJI Mavic, Inspire, or Phantom drones and the Hangar 360 software. These
drones, made by DJI, have strong gimbals, which can move, pivot, and stabilize heavy
cameras. The drone becomes a 360 drone simply by controlling it from a smartphone
by the Hangar 360 software instead of the normal DJI controller. Here are a few words
about the Hangar 360 software.

It lets the user fly the DJI drone as usual and recommends to shoot panoramas
when the sun is highest in the sky. When the drone arrives at the point of shoot (the
center of the 180� hemisphere) and the right altitude (300 feet), the user can press the
start button. The Hangar software then requests the user to do a number of tests and
checks as follows: (1) Propellers are secure, (2) Takeo↵ location is clear, (3) Above the
drone is clear, (4) The user is ready to override the software, if needed, with the flight
mode switch. Once the user has checked these points, the Hangar software starts by
quickly shooting a ring of about 20 overlapping images (depending on the altitude),
slightly pivoting the camera between shots. Next, it rotate the camera down and takes
another ring with fewer images, and it may do that a third time, shooting a smaller
ring. Finally, it shoots one image straight down. The images are stored, in jpeg format,
in the drone’s memory card, and sometimes there may be small di↵erences in exposure
between them, because of their di↵erent orientations relative to the sun or other light
sources. Before bringing the drone back home, the user may ask the software to shoot
another hemispheric panorama, if the battery has enough flying time. Once landed at
home, the Hangar software gives the user a choice of either grabbing its images for any
post-processing or have the software upload the images to the Hangar server, where they
are stitched and the final panorama sent back to the user as a fully navigable VR file.

A crucial part of this panorama technique is the gimbal that is built into the DJI
drones. This gimbal is what makes it possible for the software and the camera to shoot
stable images and produce a clean panoramic image. In strong winds, even this gimbal
may not be enough, and the final result may feature bad stitching of the individual ring
images. Another feature noted by some users (and mentioned in the Hangar site) is
that shooting over water confuses the Hangar software, resulting in wrong alignment
and stitching of the images.

3.21 The L16 Multi-Aperture Camera

For years, serious photographers, both professionals and amateurs, have used DSLRs
for much of their work. This type of camera features high pixel resolutions, large LCD
screens, interchangeable lenses, many controls on the back and top of the camera (Ap-
pendix A), and several manual and scene modes. However, DSLRs are big and heavy,
which is why users of those cameras tend to own other, smaller and lighter cameras, that
are used for routine work and for situations that require lugging photographic equipment
over long distances and in extreme weather.
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Observers of the photographic world claim that more and more photographers leave
their bulky DSLRs at home and rely on their smaller and lighter cameras. If correct,
this claim suggests that a small, light, and inexpensive camera may become very suc-
cessful if it also features DSLR-like quality. The developers of the new L16 camera
believe in this claim and are currently (in late 2015) busy designing and building a com-
pact, point-and-shoot camera that is supposed to replace current DSLRs. The L16 is
not a mirrorless camera; it is a new type of device that is best described as a multi-
aperture computational camera. Two references that complement the description here
are [spot 15] and [L16-Wired 15]. The developers of the L16 hope to produce the image
quality, high resolution, and wide zoom range of a large-sensor camera in a small, thin
device (Figure 3.54) that houses several modules, each with its own plastic lens and
small sensor.

20 mm

170 mm

Figure 3.54: A DSLR Compared to the L16 Camera.

Smartphone cameras are another place where the principles and innovations of
the L16 could be employed to much e↵ect in the near future. Current smartphone
cameras are very popular and are satisfactory for most snapshots, but they have several
drawbacks. They don’t perform well in low light situations because of their small sensors,
and they don’t o↵er optical zoom because there is no room to move the lens in the thin
smartphone. The innovations used in the design of the L16 and the principles behind it
may eliminate these shortcomings.

The L16 is still under development and many of its features may change by the time
it is released (currently planned for Summer 2016). The description of the L16 in this
section may become outdated as new facts and features are announced by the maker
(the light.co company). The L in the name L16 stands for light, because light is both
the main ingredient of photography and the name of the maker. The 16 refers to the 16
small lens modules that are the eyes of this device.

Before we delve into the principles and details of the L16, here are a few words on the
name and website of the maker. The company’s name is Light, an unfortunate choice
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that is often ambiguous. The word “Light” in a sentence such as “the speed at which
Light moves in its development. . . ” refers to the company because of the uppercase L.
The full name of the camera is therefore “Light L16,” which is confusing. The website
of the Light company is light.co (where co is the country code of Colombia) and not
light.com, and this is even more confusing. The company is located in Palo Alto,
California and has been working on the L16 since 2013.

God said, Let there be light.
—Genesis 1:3-5.

Following is a list of the main features of the L16, features which its designers and
developers hope will combine DSLR quality with small size, light weight, and attractive
price tag:

Sixteen small “lens modules” are placed seemingly at random inside the large front
glass surface of the L16 (Figure 3.56). Each module consists of a lens assembly and an
image sensor. Each module sees essentially the same scene, but the images they generate
are slightly shifted because the modules are located at di↵erent points. This is similar to
the two di↵erent images seen by our eyes and it enables the L16’s computer to estimate
the distance of the camera from each point of the scene. This in turn makes it possible
to choose the focus point, depth-of-field (DOF), bokeh, and exposure after the picture
has been snapped (compare with the Lytro plenoptic camera, Sections 3.12 and 7.11).
The Light executives are exploring options where the users could do such processing
outside the camera, on their computers. The 16 lens modules also make it possible to
produce HDR images of fast moving objects, because each module can be adjusted to a
di↵erent exposure and the modules fire in unison.

Folded optics. In order to keep the camera slim, 11 of the 16 modules use folded
optics. The light entering from the front is reflected by a small, 45� mirror and enters a
module that is placed sidewise, parallel to the length of the L16 (Figure 3.55).

Sen
sor

s
35 mm
module

Large module

Front face of L16

Mirror and
actuator

Figure 3.55: Folded Optics in the L16.

Plastic lenses. Currently, high-end lenses are made of glass. A glass lens is made
by grinding a block of clear glass, which is why spherical glass lenses, with their high
symmetry, are relatively easy to make. However, Appendix F shows that a true lens,
a lens that focuses any group of parallel rays to a point on the focus plane, should be
aspherical and such lenses are notoriously di�cult to manufacture in glass. On the other
hand, plastic lenses are made by injection molding. Once an accurate, aspherical mold
is available, a large number of plastic lenses can be molded and stamped out perfectly
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Figure 3.56: Sixteen Lens Modules of the L16 Camera.

every time, and at a low cost. Each of the 16 lens assemblies in the L16 consists of
several plastic lens elements.

The decision to use plastic lenses in the L16 was crucial and was based on the fact
that plastic lens technology has come a long way since 2010 because such lenses are used
in smartphones. Today, in late 2015, it is possible to manufacture high-precision plastic
lenses at very low costs, which justifies their use in high-end cameras such as the L16.

In fact, current plastic lenses are so good that they are limited by di↵raction. An
ideal lens bends a group of light rays that emanate from a point and sends them to an
ideal point on the focus plane, but light can be considered a wave, which is why in prac-
tice, the converging rays spread and form a small circle instead of a point, a phenomenon
known as di↵raction. The diameter of the di↵raction circle is inversely proportional to
the aperture size, which is why very small apertures result in blurry images due to
di↵raction. In the past, plastic lenses featured low quality and considerable aberrations,
so di↵raction was the last thing the lens designer had to worry about. Today’s plastic
lenses, however, are so good that their performance is limited by di↵raction, which is
part of physical reality and cannot be avoided.

Small sensors. Today’s cameras boast bigger and bigger sensors and ultra-high pixel
resolutions, but these gains come at a cost. Larger sensors are di�cult to manufacture
and there is a high rate of defective products that cannot be sold. Thus, the price of a
light sensor is more than proportional to its area. As an example, a full-frame sensor
may cost 10 times as much as an APS-C sensor, even though the ratio of their areas is
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only 864/370 ⇡ 2.34. The L16 uses 13 Mpixel sensors (about 6⇥ 4.5 mm) and therefore
benefits from the low price of small sensors. Once the shutters open and close, the
individual images taken by the small sensors are merged by software to form a large
image whose pixel resolution varies from 40 Mpixel to 52 Mpixels.

No moving parts—switches, wheels, or pushbuttons—are found on the back of the
L16. The controls are displayed by the computer on the touch screen as needed. The
top of the L16 features only an on/o↵ and shutter release buttons (Figure 3.54). There
is also a standard 1/4”–20 tripod socket on the bottom. This lack of manual controls
contributes to the small size and low cost of the finished device. (Notice that focusing
the lens modules requires some moving parts, as do the actuators, which are described
below.)

The L16 features an optical zoom range of 35–150 mm (4.3⇥ zoom) without any
physical movement in the lens assemblies. This is possible (and is explained below)
because the 16 modules have focal lengths of 35, 70, and 150 mm.

No viewfinder. Composing is done through the large 5” display.

The battery is built into the camera body, which reduces manufacturing costs. It
is supposed to last for about 400 shots (but this depends on the shooting habits of the
user, because most of the time the battery’s energy is used to view and compose a scene,
not to actually shoot it). Notice that professional photographers prefer a removable
battery, which makes it possible to shoot thousands of pictures without having to wait
for a battery to recharge.

Original, proprietary algorithms. The more functions the computer in the camera
can perform, the fewer physical parts are needed, which translates to savings in size,
weight, and cost. If the 16 modules are the eyes of the L16, then its computer may be
considered its brain.

⇧ Exercise 3.15: What is the stomach of the L16?

It’s the photographer, not the camera, that’s the instrument.
—Eve Arnold.

We continue with more details of the L16 design.
The lens modules. The L16 consists of 16 lens modules, five 35 mm, five 70 mm,

and six 150 mm. The latter two types use 45� mirrors for folded optics (Figure 3.55),
but those mirrors are adjustable and can be tilted slightly by means of actuators. Thus,
if the user wants a wide-angle, 35 mm field of view, only the five 35 mm modules are
used. They all look at the same scene, but being located at di↵erent points on the front
of the camera, the images they record are slightly shifted relative to each other. The L16
software combines the five images, which results in some cropping (areas that appear
in only one of the images are cropped out) but has the advantage that parallax can be
used to estimate the distance of each pixel from the camera.

Figure 3.57 illustrates a simple example of how parallax is employed to compute the
distance of an object (the red dot) from the camera. Two lens modules are shown, sep-
arated by b units. Each module consists of a lens (blue) and a sensor (green) positioned
f units behind the lens. It is obvious that the object (red dot) is recorded at di↵erent
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locations (the red squares) on the two sensors. These are located at distance b1 from
the center of the top sensor and at distance b2 from the center of the bottom sensor.
These distances are first measured by the software and are then used to compute angles
↵ and � by means of

tan k =
b1
f

, ↵ = 90� � k, and tanm =
b2
f

, � = 90� + m.

Notice that the only known quantities are b, f , b1, and b2 and the unknown is h, the
distance of the red dot from the camera.
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Figure 3.57: Geometry of a Simple Parallax.

Once ↵ and � are known, we compute � = 180��↵�� and apply the law of cosines
to find sides a and c of the gray triangle

b

sin�
=

a

sin↵
=

c

sin �
! a = b

sin↵

sin�
, c = b

sin �

sin�
.

The area A of triangle abc is computed by A = (1/2)ac sin� and the height h of the
triangle can be calculated by the identity A = 1

2bh or h = 2A
b = ac sin �

b .
In an actual camera, two lens modules may be separated vertically as well as hori-

zontally, which complicates the procedure above. Also, a far away object A may be seen
by a lens module M1, but not by module M2 because A may be occluded by a nearer
object B. If only one module sees A, it is impossible to determine A’s distance from the
camera.

Once the lens modules fire, the L16 computer computes the distance of each pixel
from the camera and prepares a depth map that can later be used to adjust and vary
the DOF, focus, and exposure.

⇧ Exercise 3.16: What would be another useful application of the depth map?

The L16 is the first camera model that is based on the principles listed above, so
in certain ways it is a compromise. Consider, for example, the lens modules. Why are
there 16 and why those focal lengths and no others? More modules would result in more
light captured and more accurate pictures, but also in a larger, bulkier camera. The
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range of focal lengths from 35 mm to 150 mm was chosen because the L16 designers
decided that this is the most common range used by photographers. A wider range, such
as from 18 mm to 250 mm, would require high-precision actuators and would result in
a higher cost of the camera. This is why certain design decisions should be interpreted
as compromises. A subtle point is the locations of the 16 modules inside the camera.
Figures 3.56 and 3.58 show that the five 35 mm modules are placed mostly on the right
side of the camera. This is because the user’s hand grabs the camera on the left and
there is therefore a chance the user’s fingers would appear inside the frame of the 35 mm
modules (which are wide angle).

35 35

35

35

35 70

70

70 70

70

150

150

150
150

150

150

Figure 3.58: Layout of the Modules.

Now for the zoom. When the L16 starts, it displays the
scene captured by the 35 mm modules. The user can then ask for
a longer focal length by pinching the touch screen (a standard
finger gesture for zooming). The three types of lens modules in
the L16 are extensively employed to achieve the e↵ects of optical
zoom. If the user wants a focal length of 35 mm, only the five 35 mm module are used
and their images, which are slightly shifted relative to one another, are cropped and
combined to form a single 13 Mpixel picture. If a focal length of between 35 mm and
70 mm is needed, all ten 35 mm and 70 mm modules are triggered, but four of the latter
are also slightly tilted by their actuators such that each covers about one quarter of the
scene.

The analysis that follows Figure 3.60 shows that the field-of-view of a 70 mm lens is
about 1/4 that of a 35 mm lens. It therefore makes sense to slightly tilt four of the 70 mm
modules such that each covers one-fourth of the scene, while the fifth module remains
pointing to the center of the scene (the scene is defined as the common area covered
by the 35 mm modules) because this is where maximum detail is needed. The amount
of tilt is determined by the desired focal length. If this length is close to 35 mm, the
four 70 mm modules are tilted such that they cover four slightly overlapping quadrants
(Figure 3.59a). The final picture covers in this case a frame slightly smaller than the
35 mm frame, and the size of the resulting file is close to 52 Mpixels because each module
contributes 13 Mpixels and they do not overlap much. The final image files are in the
range 30–50 Mbytes.

If the desired focal length is closer to 70 mm, the four 70 mm modules are tilted
more such that they cover highly overlapping quadrants (Figure 3.59b) and therefore a
smaller frame. The final picture covers in this case a scene slightly bigger than a fourth
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(a) (b)

Figure 3.59: Four Overlapping Quadrants.

of the 35 mm frame, and the size of the resulting image is less than 52 Mpixels. When a
70 mm focal length is called for, only the five 70 mm modules fire. They all face straight
ahead and record slightly overlapping images that are cropped and combined. If focal
lengths between 70 mm and 150 mm are needed, all the 70 mm and 150 mm modules are
used, and four of the latter are tilted as described above. At a focal length of 150 mm,
only the six 150 mm modules are triggered and they all look straight ahead.

The combination of several focal lengths and moveable mirrors makes it possible
to obtain optical zoom in a thin device and with fixed (prime) lenses. This may be
especially useful in smartphones. In a small, thin phone, space may be saved by having
only four lens modules of each focal length or by having only two short focal lengths
(the 150 mm modules are bigger and take up more space). Very short focal lengths,
such as 18 mm, may prove more attractive to smartphone users.

As an example, if the user requires a focal length of 50 mm, four of the 70 mm
modules are tilted such that they slightly overlap and together cover the field-of-view
(frame) that corresponds to a 50 mm focal length. This results in some overlapping in
the images recorded by the four sensors, and in an image file of about 40 Mpixels. Some
pixel resolution is lost because the 70 mm images overlap, but the point is that the final
image uses all the light collected by those images. The five 35 mm modules still record
their larger field-of-view, but this is cropped to a 50 mm frame and is combined with
the images recorded by the 70 mm modules.

The mechanism of lens modules and actuators makes it possible to have a wide
zoom range even though the lenses are prime (have a fixed focal length), but there is
more to this mechanism than just a zoom range. The individual modules capture much
data. In most cases, ten of the 16 modules fire and capture 130 Mpixels of overlapping
data. This huge amount of data is analyzed and combined into a single image, but in the
process of combining this pixel data, the final image’s DOF, ISO, exposure, and dynamic
range can be varied and adjusted by the L16’s image processing software. Perhaps the
most important use of this data is in low-light situations. Even forgiving users may be
thrilled to see their camera producing a bright, detailed image of a dark scene. These
possibilities are the reasons the L16 is classified by its developers as a computational
camera; the algorithms that are currently being developed in parallel with the hardware
constitute an important part of the final product.

Focal length and frame size. Figure 3.60 illustrates the relation between focal
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Figure 3.60: Two Fields of View.

length and area of field of view. In part (a) of the figure the focal length is 35 mm. The
small triangle implies tan ✓ = l/2

35 , while the large triangle yields tan ✓ = b/2
d+35 . Thus,

l/2
35 = b/2

d+35 or b = l d+35
35 . Part (b) of the figure is similar, but for a 70 mm focal length.

It tells us that c = l d+70
70 . The ratio b/c is therefore

b

c
=

d + 35
35

�
d + 70

70
=

70(d + 35)
35(d + 70)

= 2
d + 35
d + 70

.

This ratio is close to 2 because d, the distance of the scene from the camera, is normally
at least several meters, while all the other dimensions are a few centimeters. Thus, for
example, for d = 5 meters (about 16.4 feet), the ratio is

b

c
= 2

5035
5070

⇡ 1.986.

The sensors. The large number of sensors is one of the factors that contribute to
the image quality (especially in low-light situations) and to the dynamic range of the
L16. Subsection 2.11.7 says that if we think of a pixel or of a photosite as a bucket in
which electrons are collected, it is a very small bucket indeed and may easily overflow.
Photosites in a small sensor may overflow with as few as 5,000 photons. If we want to
be able to distinguish 1,000 shades of gray in a photosite, then each shade translates to
just five photons, similar to what we expect from statistical noise. Imagine a point in
the image where the light brightness is 50% gray. The photosite at that point should
collect 2,500 photons, but because of statistical fluctuations, it may be 2,500±5 or even
2,500 ± 10. As a result, small sensors may result in grainy, noisy images, especially in
low light.

This is where the large number of sensors helps. Even with only 10 of the 16 sensors,
it is possible to get an accurate estimate of the expected number of photons that hit
each photosite. If we expect 2,500 photons to arrive at a photosite, some photosites
may receive 2,200 or 2,400, others may receive 2,600 or 2,700, but the average of 10
photosites will be 2,500 (or very close to this value).

Another important design decision was to omit some of the color filters. Most
digital cameras have a pattern color filter, often a Bayer pattern color filter, covering its
sensor. The advantage of not having a filter is better performance in low light because
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up to three times the amount of light can be collected by a photosite when the filter is
out of the way. The drawback is the absence of any color information. With up to 10
sensors receiving light during an exposure, enough color information can be computed
from only a few pattern color filters.

Exposure control. In a conventional digital camera, exposure is controlled by
varying the aperture, shutter speed, and ISO. The aperture determines the amount of
DOF, but in the L16 the DOF can be specified by the user after the shot has been taken,
so there is no need for apertures. The same is true for ISO. In some situations, it is
desirable to take a long exposure, so the photographer has to compensate by stopping
down the aperture. A good example is shooting moving water, such as a waterfall. In
order to smooth out the falling water, a small aperture should be combined with a long
shutter speed. The L16 cannot stop down its (nonexistent) aperture, so it handles such
cases by taking multiple quick shots over a very short time period. None of these shots
is saturated, and they are later combined by software.

The L16 employs rolling electronic shutters. These are similar to rolling mechanical
shutters (Figures 2.7–2.9) but are slower. (The designers decided that 16 mechanical
shutters would increase the complexity and cost of the L16, while reducing its mechanical
reliability significantly.) The slow shutters introduce the type of elongated distortion
which is so beautifully illustrated in Figure 2.13.

Laser focusing. Figure 3.56 shows the laser rangefinder near the center of the
front of the L16. When the shutter release is pressed halfway, the laser emits an infrared
beam that hits the object and is reflected back. The travel time of the beam is then used
by the AF system to focus the modules to the right distance. This kind of automatic
focusing requires very accurate time measurements and does not come cheap. The travel
time at the speed of light to and from an object at 10 meters is about 66–67 nanoseconds,
extremely short and di�cult to measure accurately.

Alignment. Calibration and alignment are important in the L16. When the cam-
era is manufactured, it is crucial to make sure that all the lens modules face straight
ahead and record the correct shifted versions of the scene. It may also happen that a
module is placed a millimeter or so o↵ its planned location when the camera is being
made. Thus, each camera must be checked and aligned before it leaves the factory.
Some alignment can be done by tilting lens modules manually until each is perfectly
positioned and oriented, but it is also possible to compensate for slight manufacturing
defects by software. The equipment that aligns the camera may produce an alignment
file that is loaded into the camera and tells the software which modules are o↵ and by
how much. The software then makes corrections every time a picture is taken.

A camera may go out of alignment if it is dropped. Naturally, the first thing that
may break is the screen on the back, but some modules may be jiggled, thereby a↵ecting
any future pictures. Such a camera may have to be sent to the maker for new calibration,
but in some cases, the maker may be able to correct the problem remotely. The support
department of Light may ask the user to send them several pictures, and if they can
determine the alignment problem from those pictures, they may correct it by sending
the camera a new version of the alignment file. (After all, current cameras are built with
firmware that can be updated from time to time.)

Image stabilization. Many high-end current digital cameras have mechanisms for
image stabilization. Such a mechanism may tilt or rotate the lens by a small amount
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to compensate for accidental movements of the user’s hands. Such mechanisms may
be impractical for the L16 with its 16 modules, so Light is planning to come up in the
future with a hand grip that, with the help of a small motor, would try to keep the
camera stable and immune to small vibrations generated by the user. The grip would
also contain a battery that may more than double the present battery life. The current
model of the L16 zooms up to 150 mm, so it may not be very sensitive to stabilization
problems.

We end this description with a few more facts and features of the L16.

The Light L16 will be dust and water resistant.

Its minimum focus is 10 cm at wide angle (35 mm) and one meter at telephoto
(150 mm).

The L16 will shoot 4K video with 35 mm, 70 mm or 150 mm equivalent focal length.
There is no point in generating 52 Mpixel videos, because no monitor can display this
kind of resolution. The L16 will use just one module to record the video.

The L16 will have built-in GPS for location detection and an accelerometer.

It will output most of the common file formats such as JPEG, TIFF, and raw DNG.

The L16 will have a built-in dual-tone LED flash (Figure 3.56). A sync port or shoe
may be included in future models.

⇧ Exercise 3.17: With the information included in this section, is there anything that a
DSLR can do that the L16 won’t be able to do?

The world just does not fit conveniently
into the format of a 35 mm camera.

—W. Eugene Smith



4
Compact Cameras

Digital photography has released us from the toil, chemicals, red eyes, running nose,
and darkness of the darkroom and so has started a revolution in photography. More
people than ever buy cameras (mostly of the automatic, point-and-shoot type) and use
them extensively. Because of this, a vast amount of literature—in the form of books,
websites, and training videos—currently exists. Most of this literature concentrates on
the more expensive cameras and discusses exposure (aperture, shutter speed, and ISO)
and the use of lenses. However, the basic point-and-shoot cameras are improving all
the time, and many an enthusiastic photographer has discovered that these cameras can
do virtually everything their large, expensive cousins can. They set themselves to the
right exposure and only sometimes need a little help from the user, mostly in the form
of exposure correction (or exposure compensation).

Thus, experienced amateurs often feel that there is no need for expensive cameras
with manual modes and no need to become intimate with the basics of exposure. Simply
point your little camera at the subject and shoot. Satisfied? you are done. Don’t try
to improve on your picture. Otherwise, use the exposure compensation feature of your
camera to lighten or darken the next picture, and then reshoot. Canon cameras use
the symbol ±0 for exposure compensation, while Sony uses EV (exposure value) for the
same thing (Figures 4.1 and 5.3). If the picture is still unsatisfactory, the white balance
feature can be used to vary colors in many ways, from cool (blue, green, and white) to
warm (orange, yellow, and red) according to personal preference.

This chapter is an attempt to convince the reader that the power and capabilities
of compact cameras can be increased and extended significantly in several ways beyond
exposure compensation. The chapter concentrates on two important topics, namely
the CHDK project for Canon cameras and the Zeikos lenses and universal adapter for
compact cameras. The former is software that extends the capabilities of Canon cameras,
while the latter is hardware in the form of adaptors and inexpensive lenses that can be
installed over the fixed lens of many compact cameras.
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Figure 4.1: Exposure Compensation in Compact Cameras.

Fear is a darkroom where negatives develop.
—Usman B. Asif

4.1 CHDK

CHDK (the Canon Hack Development Kit) is a set of firmware
and software routines that are available for many (but not
all) Canon compact cameras and enormously extends their
capabilities. The CHDK package is free (but carries no war-
ranty as a result) and can be downloaded from [CHDK 13]
and copied into the flash memory card of the camera. When
the camera is turned on, the firmware part of CHDK is loaded
into the camera, either automatically or manually, and can be executed by DIGIC, the
image processing computer that controls Canon cameras. The software part of CHDK
consists of scripts that instruct DIGIC to perform tasks that are either disabled or not
implemented in a compact camera. When the camera is turned o↵, the CHDK firmware
is erased from the camera’s internal memory, but stays on the memory card.

CHDK is experimental! CHDK comes with no warranty for any use—use it at your
own risk.

—The CHDK volunteers
A disclaimer. In addition to the disclaimer above, issued by the volunteers-

developers of CHDK, I would like to issue my own disclaimer. The CHDK volunteers
try to issue a new firmware file for each new Canon model and for each new version
of the Canon firmware. However, there are many Canon compact camera models and
they are di↵erent. Also, firmware updates are issued from time to time, and such an up-
date requires an updated CHDK software. Because of this complexity, not every CHDK
feature can be checked on every camera model, and while writing this chapter I have
noticed that certain features did not work as advertised on my old SD800 IS camera
(Figure 3.24). I therefore bought a used SX210 IS camera (Figure 4.2) and I can testify
that between them, these two models provide full CHDK compliance. Thus, if some
CHDK feature, script, or command does not work on your camera, or does not work as
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advertised, rest assured that CHDK is no false advertising. It is just a vast, complex
task carried out by volunteers to the best of their abilities.

See [setepontos 13] for forums and an online community of CHDK users. The
authoritative user’s manual of CHDK is available online at [CHDK-User-Manual 13].
The book [Daum 10] also describes CHDK, but a review claims that this book is simply
a rephrasing of the o�cial CHDK user’s manual and does not add anything new.

Following the success of CHDK for Canon cameras, camera users have looked into
similar code for non-Canon cameras. Reference [non-Canon 13] is a forum open for
discussions and announcements relating to this important topic. One step toward non-
Canon CHDK-lookalike projects is the announcement by Samsung, in late 2012, that
the software for certain (perhaps most) Samsung cameras is now open source and can
be downloaded from [opensource.samsung 13].

A digression. Before we delve into the details of CHDK, here are a few words
about Magic Lantern, a project similar to CHDK, but for high-end Canon cameras.

Magic Lantern is a free software add-on that adds a host of new features to Canon
EOS cameras. Magic Lantern is not a hack or a modified firmware. It is an independent
program that runs alongside Canon’s own software. Each time you start your camera,
Magic Lantern is loaded from your memory card. Our only modification was to enable
the ability to run software from the memory card

Currently, Magic Lantern is available from [magic.lantern 14] for the following
Canon DSLR models 5Dc, 5D2, 5D3, 6D, 7D, 40D, 50D, 60D, 500D (T1i), 550D (T2i),
600D (T3i), 650D (T4i), 700D (T5i), 1100D (T3), EOS M, and 100D (SL1). Following
is a list of extra features o↵ered by Magic Lantern.

Audio. Analog/digital gain adjustments. Selectable input source. Toggle wind
filter. Live audio monitoring through with headphones. WAV recording. Beep/test
tones.

Exposure. Custom Kelvin white balance. Auto ETTR (expose to the right). Ex-
posure Lock for manual mode. Quickly switch between two exposure presets. Manually
override exposure settings (movie mode). Toggle exposure simulation on/o↵ (Liveview).

Live view overlays. Zebras for under/over exposed areas. Focus peaking for quickly
checking focus. Magic Zoom window to fine-tune focus. Cropmark overlays for 16x9
bars or any custom shape. Overlay a ghost image in live view. Spotmeter in live view.
False color for precise exposure control. RGB histogram with RAW support. Waveform
for perfect green screen lighting. Vectorscope for color tones.

Video. Full control over H264 bitrate. Full control of recording framerate. Record
HDR video. Custom vignetting for lens correction. Record 14-bit uncompressed RAW
video to your CF/SD card.

Shoot. Bracketing for exposure, flash, or depth-of-field. In-camera intervalometer.
Custom bulb timer for extra-long exposures. Motion detection. Silent pictures. Record
voice tags for photos/videos.

Focus. Trap focus. Follow focus. Rack focus. Custom AF patterns. Automatic
auto-focus microadjustment (DotTune AFMA).

End of digression.
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Figure 4.2: The Canon SX210 IS camera.
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Now back to CHDK. We start with a few words about scripting and about DIGIC.
A script is a software routine that instructs the DIGIC computer to perform a useful
task. CHDK can execute scripts written in the uBASIC and Lua programming lan-
guages. uBASIC is an interpreter for a subset of BASIC. It was developed by Adam
Dunkels (Dunkels.com/adam) to provide a simple scripting language where short pro-
grams can be written and executed in an environment with very little memory. uBASIC
is non-interactive and supports only the most important commands and functions found
in full BASIC. These consist of if-then-else, for-next, let, goto, gosub, print,
and mathematical expressions. Variable names may consist of only one character, real
numbers are not supported (only integers).

Lua is a powerful, fast, embeddable scripting language. It was developed and is
maintained by volunteers at the Pontifical Catholic University (PUC-Rio) of Rio de
Janeiro in Brazil. Lua “lives” at www.lua.org and, in contrast to many other names, it
is neither an acronym nor an abbreviation. It simply means “moon” in Portuguese. Its
user’s manual is [Ierusalimschy 06].

DIGIC is an acronym that stands for Digital Imaging Core. DIGIC is the computer
that drives and controls the Canon cameras and other imagery products. The current
version is DIGIC 6, which is installed in the Powershot SX280 HS (announced in March
2013). Like any other computer, DIGIC executes software (programs written in various
programming languages and then compiled). However, because DIGIC is a special-
purpose computer and is permanently installed in a camera, the programs it executes
are known as firmware. The point is that firmware (and for that matter, any type of
software) has to be updated from time to time, either to add features or to correct bugs.
Thus, all camera makers, not just Canon, issue firmware updates from time to time, and
any camera owner is encouraged to download and install the latest update.

Once the camera’s firmware has been updated to include the CHDK code, scripts
can be loaded from the memory card and executed. A script consists of the following
types of statements:

Declarations. Constants, parameters, and variables are declared.

Control statements such as if, loop, call, and goto.

DIGIC commands such as get_something, print something, and shoot.

The following are examples of such commands

get_zoom_steps. This commands DIGIC to return the number of maximum zoom
steps the lens can execute. For example, on the A620 camera this command will return 8,
while on the S3 IS camera it will return 128.

print "Image", n, "of", a. In response to this command, DIGIC displays the
words “image” and “of” and the content of variables a and n.

shoot. Instructs DIGIC to operate the shutter and take a picture.

get_vbatt returns the voltage of the battery (in millivolts).

set_raw. Enables and disables raw image recording.
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For readers with programming experience, the following three listings illustrate the
flavors of these scripting languages. Figures 4.3 and 4.4 are sample listings of uBASIC
scripts and Figure 4.5 is a Lua script.

rem Interval shooting

@title Interval shooting
@param a Shoot count
@default a 10
@param b Interval (Minutes)
@default b 0
@param c Interval (Seconds)
@default c 10

rem Calculate 1000ths of seconds from variables

t=b*60000+c*1000

rem Sets some default variables to initial values
if a<2 then let a=10
if t<1000 then let t=1000

rem Print total duration of session in viewfinder

print "Total time:", t*a/60000; "min", t*a%60000/1000; "sec"

rem Delay actual shooting so they can read the above print statement.

sleep 1000

rem Start actual camera operation in a loop

print "Shoot 1 of", a
shoot
for n=2 to a

sleep t
print "Shoot", n, "of", a
rem This takes the actual exposure.
shoot

next n

rem Ends this script

end

Figure 4.3: Interval Shooting: uBASIC Script Example.

@title EXP bracketing
@param a Number of +/- steps
@default a 2
@param b Step size (1/3EV)
@default b 3

if a<1 then let a=2
if b<1 then let b=3

sleep 1000

print "Preparing..."
click "erase"
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for n=1 to a*b
click "left"

next n

for s=1 to a*2
print "Shoot", s, "of", a*2+1
shoot
for n=1 to b

click "right"
next n

next s

print "Shoot", a*2+1, "of", a*2+1
shoot

print "Finalizing..."
for n=1 to a*b

click "left"
next n
click "erase"

end

Figure 4.4: EXP Bracketing: uBASIC Script Example.

--[[
@title Minimalistic Intervalometer
@param a Shooting interval, min
@default a 0
@param b ...sec
@default b 10
--]]

Interval = a*60000 + b*1000

function TakePicture()
press("shoot_half")

repeat sleep(50) until get_shooting() == true
press("shoot_full")
release("shoot_full")
repeat sleep(50) until get_shooting() == false

release "shoot_half"
end

repeat
StartTick = get_tick_count()
TakePicture()
sleep(Interval - (get_tick_count() - StartTick))
until false

Figure 4.5: Minimal Intervalometer: Lua Script Example.

CHDK—how to obtain it, how to install it, and how to use it—are all very well doc-
umented. Links to all the important CHDK features can be found at [CHDK links 13].
Therefore, instead of explaining how to obtain and install CHDK, this chapter tries to
impart the flavor and power of CHDK by listing its main features with examples.

In spite of what the previous paragraph says, I feel that a few words about installing
CHDK can help the beginner avoid lots of small mistakes that may occur because of
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small di↵erences between the many Canon camera models supported by CHDK. Here
are the main steps:

First of all, make sure all your important images have been downloaded to your
computer. Now use your camera to format its memory card (which will erase all data on
it). The CHDK literature generally recommends the FAT-16, but newer cameras may
prefer the FAT-32 format.

Take the card out of the camera, place it in a card reader, and plug it into the
computer.

Download the appropriate CHDK folder for your camera and decompress (unzip)
it.

Copy the files in the unzipped folder, but not the folder itself, into the card. Thus,
the memory card should have some files in its root directory.

Unmount the card, take it out of the card reader, and lock it. Notice that you will
still be able to save your photos on the card even though it is locked. (Locking an SD
card is done by shifting a small lever, but this does not actually do anything. It is the
device that reads the card that has to sense the position of the lever in order to identify
a locked card.) However, experience with several Canon cameras indicates that locking
isn’t always necessary, so try first with an unlocked card.

Place the card in the camera and start the camera in the playback mode.
Before we delve into the details of CHDK, here are some important facts and history.
Facts. CHDK makes it possible to save images in raw or in DNG (Section 2.13.2)

in addition to JPEG. This is perhaps its main advantage (but a fast memory card
is highly recommended). CHDK also o↵ers bracketing; several pictures can be taken
in succession with di↵erent exposures. The aperture, shutter speed, or ISO can be
varied automatically between shots. This feature is especially useful for HDR (high
dynamic range) applications (Section 4.6). CHDK can exploit advanced DIGIC features
to implement an intervalometer. A shot can be taken every so often, resulting in a time-
lapse series of photos (Section 4.3). Another DIGIC feature that is normally disabled in
compact cameras but can be brought to life with CHDK is motion detection (Section 4.9).
Once this feature is enabled, the camera can be left alone and will take a shot (or a
sequence of shots) when motion is detected within its field of view or only in certain
regions of that field. With this feature, it is no longer necessary to wait motionless
for hours for the next lightning strike or for a rare bird to appear. As if this isn’t
enough, CHDK also o↵ers extreme (very fast and very slow) shutter speeds. Other
useful extensions made possible by CHDK are live histograms, a zebra mode, and a
DOF calculator.

In addition to these important features, CHDK includes several non-photography-
related utilities such as a battery indicator, a file browser to examine the contents of the
memory card, a text file reader (to read text files with notes or lists of shots, kept on
the memory card), a perpetual calendar, and some simple games.

A typical comment made by the owner of a low-end Canon camera equipped with
CHDK is “I am now the envy of my friends who own expensive DSLRs and other models.
My old little camera can do anything their cameras can, at a fraction of the initial cost.”
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History of CHDK. In 2006, an anonymous programmer with the online name
of VitalyB found a way to read the firmware of Canon’s PowerShot cameras. Getting
the firmware out was just the first step. VitalyB had to disassemble the code, read it,
and understand it. He then implemented the first version of CHDK, complementing the
original firmware in his camera and extending its capabilities in this way. He made his
e↵orts public in 2007, which attracted several programmers—chief among them Andrey
(or Andrei) Gratchev, a Russian software engineer and contractor for eASIC Corp., of
Santa Clara, California—to continue his e↵orts.

The key to CHDK is the ability to add its code temporarily to the original firmware
of the camera each time the camera is turned on. The CHDK programmers/developers
have discovered that each time a camera is turned on (it is booted up), its DIGIC looks
for a file named either ps.fi2 or ps.fir in the root directory of the memory card that
is plugged into the camera (fi stands for flash image.) If such a file is found, DIGIC
gives the user a chance to update the camera’s firmware from this file. DIGIC adds
a menu option Firm Update. . . to the other options that are displayed when the user
presses the Menu button. If the user selects this option (Figure 4.6), DIGIC reads the
ps.fi2 or ps.fir file and updates its own firmware, which now includes CHDK. When
the camera is turned o↵, the updated firmware disappears. This makes it safe to use
CHDK, since any modifications to the original firmware are temporary and are gone
when the camera is turned o↵. Avid CHDK users may modify their memory card such
that CHDK would be automatically loaded (and the firmware updated) each time the
camera is turned on. If CHDK is no longer needed, the user simply replaces the special
card with a “normal” memory card.

Thus, a future CHDK user should read the detailed online instructions in [CHDK 13]
and then go through the following sequence (1) download the CHDK package available
for his camera (this includes a ps.fi2 or ps.fir file and several scripts), (2) copy the
files in this package to the camera memory card (Macintosh users should consult [CHDK
mac 13] for important points relevant to this process), (3) start the camera in playback
mode, (4) press the Menu button, and (5) update the firmware. CHDK is now ready to
do its job.

The CHDK project has proved very popular and is currently supported by many
volunteer programmers. They examine each new camera model introduced by Canon
and prepare a special version of the ps.fi2 or ps.fir file for that model. Currently (in
mid 2013) close to 150 camera models are supported.

Executing a typical script is done in the following steps. Once the camera’s firmware
has been updated, the user presses the <ALT> button to enter CHDK. On most cameras,
this is the printer button, but there may be exceptions. The CHDK script menu (not
the same as its main menu) can now be displayed by pressing the Func/Set button.
This menu is displayed at the top part of Figure 4.7 and its first choice is Load Script
from File. . . . Once this is selected, a list of the available script files is displayed. The
bottom part of Figure 4.7 shows how script HDR.BAS has been selected. Scrolling the
cursor to the bottom choice (Back) and pressing Func/Set exits this menu.

The HDR script I selected has one parameter “1/2 stop range,” displayed at the
top part of Figure 4.8. The default value of this parameter is 5, but it can be modified
by the user. The photo is now composed on the screen or in the viewfinder. The user
presses the shutter release and the script is executed. In our example, the HDR script
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Figure 4.6: Updating Firmware for CHDK.

directs the camera to take three shots with normal, slow, and fast shutter speeds for
normal, bright, and dark pictures. A short confirmation is displayed after each step (the
bottom part of Figure 4.8). If this script is no longer needed, the user should bring
again the CHDK script menu and select the DEFAULT.BAS script. Notice that scripts
are executed while the camera is in the <ALT> mode. Pressing the <ALT> button again
returns the camera to its normal operation (no CHDK script).

The bottom part of Figure 4.8 shows various values, most of which are displayed by
CHDK. The display of these and many other quantities can be controlled from CHDK’s
main menu by selecting OSD parameters. The CHDK manual describes the many quan-
tities and parameters that can be displayed. Pressing the menu button while in the <ALT>
mode displays the CHDK main menu and pressing the same button again hides it. The
following quantities are shown in the figure:

High Dynamic Range. This is the name of the current script.

<ALT>. The camera is in the <ALT> mode.
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Figure 4.7: CHDK Script Menu.

RAW:632. The memory card has room for 632 images in raw format (the camera
itself claims that there is enough space for 4,325 JPEG images).

15G. This is the approximate space left on the memory card (this particular card
has 16 GB capacity). This quantity can also be displayed as the percentage of space
left.

63%. This is the remaining battery charge (only approximate). Note that the
camera itself shows a very crude image of the battery with three stripes that indicate
the amount of remaining charge.

5:44:39 is the time.

opt is the temperature of the optical parts (the lens) in degrees Fahrenheit.

Z:0/1.0x is the current zoom setting (1 out of 14 settings).

Av:4.00 is the actual aperture value in f-stops.

I-R:349 is the actual ISO value.

Evs:8.34. This is the sum of the aperture (Av) and shutter speed (Tv). This sum
is useful to those who employ APEX units of exposure in their work. APEX stands for
Additive system of Photographic EXposure. It is described in [APEX 13].



570 4.1 CHDK

Figure 4.8: The Parameter and Results of Script HDR.BAS.

dE. The overexposure value, computed in APEX as Av + Tv� (Bv + Sv).

Note. Canon designs the exposure system of its cameras following the APEX con-
ventions and units, so CHDK scripts have to follow this system. Exposure parameters
such as Tv, Av, Sv, Ev, and Bv have values on a logarithmic scale and are divided into
1/3 f-stops. Internally, a Canon camera uses 32 units per 1/3 f-stop, or 96 exposure units
per f-stop. Many CHDK functions and commands work with these fine units and have
the number 96 as part of their names. The APEX system is mentioned in Section 2.9
and is described in [APEX 13].

Hey Jack, what do you like to photograph? Anything that cannot talk back to me.
—Seen on the Internet.
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4.2 Overrides in CHDK

This chapter intends to leave the reader with the flavor of CHDK, which is why only a
few of the details, features, commands, and scripts of CHDK are discussed here. Perhaps
the most important of these topics is the CHDK overrides. CHDK makes it possible
for the user to override the standard features and default values of the Canon cameras
and in this way achieve interesting, unusual, and sometimes spectacular results. The
main features that can be overridden are exposure (aperture, shutter speed, and ISO),
automatic focusing, and JPEG compression quality.

The main command that manages overrides is
Extra Photo Operations > Disable Overrides.

(Sometimes “enhanced” is used instead of “extra”.) To reach this command, place the
camera in the CHDK <ALT> mode and press Menu. Both the name of the command and
the values it takes are unfortunate. It should have been called Overrides instead of
Disable Overrides (it is always better to have positive names, commands and ques-
tions) and it should have been given the values Enable and Disable. Instead, the words
Disable Overrides sound like a question, and its three values are confusing and need
to be explained in detail.

Setting Disable Overrides to On (or yes) disables all overrides. The words
NO OVERRIDES are displayed (Figure 4.9), so the user can ignore the override settings in
menu item Extra Photo Operations.

Figure 4.9: Overrides Disabled.
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Setting Disable Overrides to Disable (or no) enables all overrides. This is a case
of two negatives canceling each other out (as if “disable overrides” is itself disabled).
Figure 4.10 shows that new, overriding shutter speed (1/1000) and ISO (5000) have been
selected and are displayed.

Figure 4.10: Override Shutter Speed and ISO.

Setting Disable Overrides to Off turns on a key shortcut that makes it possible
for the user to easily toggle the enabling and disabling of overrides by pressing a certain
key combination. In the CHDK manual, reference [CHDK-User-Manual 13], this key
shortcut is described as halfpress + cursor. On my SD800 camera, this key shortcut is
halfpress + UP, and on the SX210 it is halfpress + LEFT. On some cameras the shortcut
feature is not available.

⇧ Exercise 4.1: Check your camera for this feature and find the key shortcut (normally
it is halfpress plus one of the directions UP, DOWN, LEFT, and RIGHT).

Figure 4.11 shows a CHDK display indicating that the shutter speed and ISO have
been overridden and received new values. This step is described here in some detail,
because other CHDK quantities can be modified and overridden in a similar way.

Shutter speed is modified by setting the value of Override Shutter Speed and
setting the corresponding Value Factor and Shutterspeed enum type. If the lat-
ter is set to Ev Step, as shown in the figure, then the value factor can be only Off
or 1. When Value Factor is Off, the setting of Override Shutter Speed is ig-
nored; the shutter speed is not overridden. When Value Factor is 1, the setting of
Override Shutter Speed overrides the automatic choice of the camera. This setting
can be changed in steps of 1/3 stop.
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Figure 4.11: Overrides Enabled.

If Shutterspeed enum type is set to Factor, then Value Factor can have the val-
ues Off, 1, 10, and 100, which simply multiply the setting of Override Shutter Speed.
This way, very short and very long shutter speeds may be achieved, subject only to the
hardware limitations of the camera in question. Reference [CameraFeatures 13] lists
those limitations for many Canon models.

Modifying the ISO is similarly done by setting both Override ISO Value and its
Value Factor. The Value Factor can be set to Off, 1, 10, and 100 and it acts as a
multiplier. Thus, if the ISO Value is overridden to 5 and its Value Factor is set to 100,
the ISO would be 500. ISO values can be set extremely high, but their actual maximum
depends on the quality of the image sensor installed in the camera.

Manual Focusing. The Canon SD/IXUS series cameras (and some A series
cameras) do not have manual focusing, so CHDK provides a setting and key short-
cuts that enable the user to manually focus the camera. This is done by setting
Override Subj. Dist. and its corresponding Value Factor (mm). The latter value
is a multiplier and can be set to Off, 1, 10, 100, and 1000 mm. The former can be
set (for most cameras) to any value in the interval [0, 65535], where 65,535 focuses the
lens to infinity. Thus, setting Override Subj. Dist. to 65 and Value Factor (mm)
to 100 focuses the lens at 6,500 mm (about 21 ft). If overrides are enabled, CHDK also
displays SD:65 and Factor 100 on the screen.

Super-Fine JPEG Compression. Most compact cameras o↵er a choice of two
quality settings for JPEG compression, Normal and Fine. Fine quality produces bigger
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JPEG files (typically around 2 MB compared with about 750 KB for Normal quality), but
with the large-capacity memory cards currently available, it is a better choice. However,
DIGIC is also capable of Superfine quality JPEG compression, which results in files of
about 3.5 MB and is a good choice for important pictures. CHDK makes it possible to
select Superfine quality by setting Extra Photo Operations > Quality Override to
Super-fine.

⇧ Exercise 4.2: The choice of compression quality is one factor that determines the size
of a JPEG file. What are the other factors?

As has already been mentioned, there is a vast array of CHDK menus, choices,
commands, and values. Consult the CHDK user’s manual [CHDK-User-Manual 13] and
[Daum 10].

4.3 Time-Lapse and CHDK

One of the many magical features of movies is fast motion. A subtle, slow process, such
as a flower opening in the morning, is speeded up to reveal its natural progression. Fast
motion is an example of time-lapse photography, a technique where images are shot
at a low rate and are then displayed at the normal movie rate of 24–33 fps (frames
per second). Time appears to be moving faster and is thus lapsing. Movie and video
producers often refer to fast motion as undercranking, because in the past it was done
by cranking a handcranked movie camera slower than normal. A general reference for
time-lapse photography is [time-lapse 13].

Time-lapse can be considered the time-opposite of still photography. It takes a
short time to shoot a single image, and then we can watch it forever. With time-lapse,
we compress a long period of shooting time into a short period of watching.

A close relative of time-lapse is the technique of hyperlapse, where the photographer
holds the camera while walking or jogging, stopping from time to time and taking a
shot. A hyperlapse sequence requires a photographer with a steady hand, which is why
several manufacturers have developed gimbals, mostly for our small, lightweight, and
hugely popular smartphone cameras. A gimbal is a device that keeps the camera at the
same orientation as the user moves about, walks, runs, and moves and bends the hand
that holds the gimbal and camera. Gimbals for movie cameras have been around for
many years, but the recent popularity of smartphone cameras have convinced several
instrument makers that there is room for small, sophisticated, and low priced gimbals
for those cameras. Currently (in 2019), gimbals for smartphones are very popular and
retail for around $50–150.

Gimbal, a mechanism, typically consisting of rings pivoted at right angles, for keeping
an instrument such as a compass or chronometer horizontal in a moving vessel or
aircraft.

—A typical dictionary definition.

This simple device makes a big di↵erence whenever many pictures have to be shot
while the camera is being moved.
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There is also a moving time-lapse, a process where shots are taken while the camera
is panned along a pre-determined path, normally horizontally, but sometimes also verti-
cally. A gimbal can make a big di↵erence in a moving time-lapse, because it can pan the
camera in equal steps and in equal time intervals. Naturally, a tripod is a must for this
application. The user first pans the gimbal with the camera and selects several points
that define the time-lapse path. The gimbal is then started on the moving time-lapse
and it rotates smoothly along the path, taking pictures.

A typical current (2019) gimbal for a smartphone is the OSMO Mobile 3 from DJI
(Figure 4.12). It can support payloads of up to about 240 grams and it uses the bluetooth
protocol to connect to an app in the smartphone. It can be held and operated with one
hand, while the other hand sends commands from the app in the phone. This device
can also track a subject. The user swipes his finger on the smartphone screen to select
a subject, and the gimbal tracks the subject as it moves by panning the camera to keep
the subject at the same location on the screen. Since movement is relative, tracking can
be done also by moving the camera while the subject is stationary. Current smartphones
also have a front-facing camera, and the OSMO can be told to use this camera to obtain
a still or video selfie.

Figure 4.12: The OSMO Mobile 3 Gimbal.

An important point about the design of the OSMO 3 is its grip. It is designed such
that the smartphone can be charged while the gimbal is shooting. The left image of
Figure 4.12 illustrates how the grip is tilted at an angle when it is held, which makes
it convenient for the user (it is easier to hold something slightly tilted than to hold it
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vertically). Also, accessories such as external lenses and a microphone can be mounted
on the phone without disturbing the operation of the gimbal.

The gimbal shown in Figure 4.12 and others like it are small, lightweight, and useful,
but they do not handle panoramic, 360� cameras very well. A camera such as the Nikon
KeyMission sees and records the entire space around it, including the hand, tripod, or
gimbal holding it. This is why gudsen.com has developed the Moza Guru360Air gimbal.
This simple device holds the entire camera above it, so it is shown only on the very
bottom part of the video.

⇧ Exercise 4.3: Is a gimbal useful for taking pictures from a rocking boat?

In January 2015, a 360 webcam was installed on top of the space
needle in Seattle. This camera has been taking a 360 panorama of
the entire city every 10 minutes. The plan is to continue this sequence
for the next 50 years, thereby capturing the urban growth of Seattle.
See YouTube.com for parts of this huge project.

The Brinno line of cameras (www.brinno.com) are made especially for shooting
time-lapses. Also many of the Nikon D-series cameras have built-in options for time-lapse
photography.

Slow motion photography is generally not considered time-lapse. A fast process,
such as a galloping horse, can be slowed down by taking images at a high rate and then
displaying them at a normal movie rate. Slow motion often requires a special, very fast
video camera (although the iPhone Xs, introduced in September 2018, can shoot video
at 240 fps and display it at normal speed), but fast motion can be done with virtually
any still camera, and CHDK is especially suited to this aspect of time lapse. We start
with the main steps of time-lapse photography and follow with a discussion of each step
(see also the time-lapse steps on Page 1122). The steps are as follows:

Step 1. Choose a suitable subject. This depends on what is available to you at
the time and place you happen to be. The subject also depends on the amount of time
available to you. Time lapse duration may vary from a few minutes to months, a year,
or even several years. If you are surrounded by clouds, rain, and snow in the dead of
winter, you cannot take a time-lapse sequence of the sun, moon, or stars orbiting in
the sky. If you live in the country, it may be impractical for you to do a time-lapse of
tra�c on a busy city street. However, if a house is being built on the vacant lot adjacent
to your residence, you may place your camera in a window and take a long time-lapse
sequence of the entire construction process, which may last months (there are quite a
few such videos on YouTube). If your neighbor moves into his new house and plants
grass in his yard, you can take time-lapse images of the grass growing. Other ideas for
a subject are (1) a scenic drive, (2) a self-portrait of yourself, taken once a week over
several years, illustrating your natural aging process, (3) snails crawling on the ground,
(4) a camera shooting several other cameras, all taking time-lapse shots. In some cases,
more dramatic results are obtained if the camera is panned or zoomed by a small, fixed
step between shots. Reference [599productions 13] is a good starting point to suggest
subjects and whet your appetite. Another source for time-lapse subjects and techniques
are the many videos by Thomas Kranzle, available at YouTube and vimeo.



4 Compact Cameras 577

⇧ Exercise 4.4: Propose a few more suitable subjects for time-lapse.

Step 2. Figure the location of the camera, duration of the time-lapse sequence,
and frequency of shots. The nature of the subject determines the location of the camera,
the duration of the final time-lapse video, and the interval between shots. A time-lapse
of the sun or of street tra�c may take hours and requires the camera to stay put. Once
you decide on the length of the final video, you can easily figure out how many frames
(images) are needed and thus the shooting interval. Alternatively, you may start by
selecting a reasonable time interval, which would yield the total number of shots and
thus the length of the final video. If the shooting interval is measured in seconds or
minutes, then an intervalometer may be needed. This device is a timer that operates a
shutter release cable to take a shot when needed. With CHDK, the intervalometer is a
script that triggers the shutter release every so often.

A time-lapse of a house being built takes months. During this time, you may need
to use your camera for other tasks, so you better mark its exact location and orientation
for the time lapse. The shooting interval may be an hour or several hours, which may
be too long for a CHDK software intervalometer, so you may need a special timer to
remind you to go to the camera and take the pictures. A time-lapse taking months or
years may require a shot once a week or once a month, so you need to mark both the
location of the camera and that of the subject. (Imagine a mother-to-be that has to
lie at exactly the same spot a few times a week for several months in order to provide
images for a pregnancy time-lapse.) A calendar may serve as an intervalometer in such
cases, to remind you when to take the next shot.

A time-lapse of the sun in its orbit in the sky during one day may be planned as
follows. We first find a location where the camera (perhaps armed with a wide-angle
lens) would be able to see the sun during the entire day. We then find the length of the
day in question (say, 14 hours). We decide on a shooting interval of, say, five minutes.
There are 12⇥ 14 = 168 five-minute intervals in 14 hours, so we end up with 168 frames
that result, when projected at 24 fps, in a seven-second video. If this duration is judged
too short, then a shooting interval of 1.5 minutes may be chosen, resulting in a 20 minute
time-lapse video.

A more interesting example is a time-lapse of the sun in the sky during an entire
year. This shows how the arc traversed by the sun in the sky each day varies between
summer and winter. Each day, the camera must be set for another time-lapse sequence
that lasts for the duration of the day (short in winter and long in summer). We want a
smooth arc in the sky for each day, so the shooting interval cannot be too long, perhaps
10 minutes at the most. On an average day, lasting 12 hours, this would produce
6 ⇥ 12 = 72 frames, for an annual total of 72 ⇥ 365 = 26,280 frames, producing an
18.25-minute video; a very reasonable choice.

A time-lapse of stars at night is somewhat special. Typical parameters are a very
slow shutter speed (30 sec shots are typical) and an interval of one minute.

⇧ Exercise 4.5: Show how to plan a time-lapse video of a wilting flower.

No story is the same to us after a lapse of time; or rather we who read it are no longer
the same interpreters.

—George Eliot
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Dragging the shutter. The frame interval of a time-lapse sequence may be mea-
sured in seconds, minutes, hours, or even days. The exposure time, however, is normally
a fraction of a second. There is an important relation, known as dragging the shutter,
between the frame interval and the exposure time. This relation controls the amount of
motion blur that is noticeable in the final video. Exposure times much shorter than the
frame interval reduce motion blur and may produce what is known as stuttered motion.
Long exposures, just a little shorter than the frame interval, increase motion blur and
may result in smooth motion in the final video. An exposure time that is half the frame
interval is considered normal motion blur.

Thus, if the final video has too much or too little motion blur, the time-lapse
sequence can be reshot (if at all possible) with a longer or shorter exposure time, in order
to adjust the amount of motion blur and achieve the desired degree of smoothness. To
compensate for the wrong exposure time, the aperture or ISO can be adjusted manually.

HDR time lapse. It is possible to shoot time-lapse in HDR by performing exposure
bracketing for each frame. Three shots are taken at di↵erent exposure settings to accen-
tuate the highlights, midtones, and shadows. Each bracketed group is then combined,
with appropriate software, to become a single HDR frame. The frames are then com-
bined into a video. See Section 5.7 for detailed information on this intriguing variation
of the time-lapse concept.

Step 3. The actual shooting. The main point is that the camera should be stable.
A tripod is a must, unless the camera can be placed on a stable platform and left
alone for the duration of the time-lapse sequence. The still images should be saved in
JPEG. The advantages of the raw format are irrelevant here because each image would
appear in the final video for a fraction of a second. The white balance should be set
to manual, because automatic white balance, which is normally the best choice for one
shot, would vary during the time-lapse sequence, resulting in nonuniform appearance
of the final video. The same consideration should apply to the exposure. If at all
possible, the exposure should also be manual. A possible exception is a long time-
lapse sequence that continues from day to evening to night. Lighting conditions vary
significantly, so the exposure should be adjusted between shots. A sophisticated software
intervalometer should be able to do that by measuring how over- or under-exposed the
previous picture was and varying the aperture accordingly for the current shot (see the
SunsetF16 intervalometer example in Section 4.4).

Notice that the time-lapse images don’t have to be high resolution because they
will be converted to video, which is low resolution. A typical HDTV image is only 1920
pixels wide, while the image produced by a 16 Mpixel camera may be 4000–6000-pixels
wide.

Shooting a time-lapse with a high-end camera is relatively easy because such cam-
eras can be triggered by a shutter release cable, so an intervalometer can be used. Many
(perhaps most) compact cameras cannot be fired by such a cable, which is why CHDK
and its time-lapse scripts can be so valuable.

Two more points to consider before starting shooting are the power supply and
room on the memory card. Producing a time-lapse sequence may take hours or even
days and the camera must be in continuous operation all that time. Thus, it is important
to get an AC adapter and plug it into the camera before shooting starts. Such a device
converts the AC electrical supply to DC at the correct voltage for the camera. It has
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a terminal shaped like the camera’s battery and is plugged into the battery’s cavity in
the camera (after the battery itself is removed). Here is what Canon says about one of
its adapters.

This kit lets you operate the PowerShot SD200 or SD300 digital camera from
any standard household power outlet, providing back-up power when a battery
loses its charge or extended power for longer projects like downloading images
or shooting portraits.

Current memory cards have huge capacities, especially for JPEG images, so all a
user needs is a quick check to make sure there is enough space on the card for the entire
time-lapse sequence of shots.

One last warning. Cameras can be and have been stolen, so don’t walk away after
you start a time-lapse shoot. Always use your common sense, even with time-lapse
projects.

Gawker is a free time-lapse application for the Macintosh OS. See [Gawker 13]. The
following is its o�cial description:

Gawker is an application for Mac OS X that creates time-lapse movies using
a webcam. Images from your camera can be shared, allowing other users to
record your image stream. Streams can also be combined to create a time-lapse
movie with up to four locations side-by-side.

A similar piece of software for Windows is Timershot [timershot 13].

Step 4. External editing. Before the many individual shots of a time-lapse sequence
are combined into a video, it is a good idea to examine some of them. If a consistent
problem is discovered, all the images may have to be edited and improved by image
processing software. It may be necessary to increase the exposure, decrease the contrast,
or adjust the color saturation. Whatever needs to be done, it should be done to all the
images of the sequence and this process should be automated. A good candidate for
such editing is Adobe photoshop, because it supports actions. It is possible to combine
the editing steps of an image into an action, and then apply this action to all the images
of the sequence.

Step 5. Generate the final video file. Once the many images of a time-lapse
sequence have been created, examined, and perhaps edited, appropriate software should
be executed to combine them into a single video file. Good candidates for this step are
Apple QuickTime Pro and iMovie (the latter can also add titles and background music)
and Adobe After E↵ects. Often, the final video features jerky movements and is far
from smooth. This can be improved if a slow zoom or pan is added to the images when
they are appended to the video by the software. Remember that the images have more
than enough resolution for a video, so losing some image sharpness would not degrade
the final quality and may result in a smooth, crisp video.

Another problem with the final video may be flickering. This is commonly caused
by variations in brightness between consecutive images, especially when the time-lapse
is long and is taken on a cloudy day, when cloud movements vary the overall brightness
of the scene considerably. This problem can be corrected by plug-ins that work with
some video editing software. A good example of such a plugin is GenArts Sapphire,
from http://www.genarts.com.
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Instead of a digital video, the time-lapse images may be printed on individual sheets
of paper and bound into a flip book. See FlipClips.com for more information.

A poor man rotating time-lapse can easily be done with a cheap
kitchen timer (or egg timer), like the one in the figure. A small,
lightweight action camera is temporarily mounted on top the timer.
An intervalometer, internal or external, is set to shoot at any desired
rate, the timer is turned in order to wind its spring, and the photogra-
pher removes himself from the scene. Check youtube.com under egg
timer time lapse for examples of such time-lapses. Such a timer can only support a
very light camera and it normally rotates in one direction only. Also, its speed cannot
be varied.

The Brinno time-lapse camera.

The idea of time-lapse is to record and compress the progress of long-term projects,
and construction is a good example of such a project. A construction project may take
months, and a time-lapse sequence that compresses this long period into minutes may
be useful to the construction company. It may point out ine�ciencies in the work flow
and may be used to attract new customers. The Brinno (Figure 4.13) is a special cam-
era, made by www.brinno.com and designed to shoot time-lapse sequences of projects
that take months. Once four fresh AA Batteries are inserted in the Brinno, it can be
programmed, placed and secured at an appropriate spot (normally a tall building or
pole) so it can see the entire project area, and is left alone to do its job. When done, the
output is a video file, stored in a standard SD card (up to 32 GB), and ready to view.
There is no need for any post processing.

Figure 4.13: The Brinno Time-Lapse Camera.

The following are the main features of Brinno:

It is simple to set up. To program it, just set the time interval to a value between
0.5 seconds and 24 hours.

It is dust proof and weather resistant and can work outdoors in all kinds of condi-
tions.

Its 18 mm, f/1.2 wide-angle, extra low light lens covers a 140� panoramic field of
view and provides clear images even with low light.
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The battery lasts 2.5 months (78 days or 270,000 photos), but the Brinno can also
get power from a micro USB cable.

The final video is in avi format and features resolutions of 1280⇥720 and 640⇥480.
It can be downloaded with a micro USB cable, or the SD card can be taken out and
read.

No distance of place or lapse of time can lessen the friendship of those who are thor-
oughly persuaded of each other’s worth.

—Robert Southey

4.4 CHDK Intervalometer Script Examples

Two intervalometer scripts are described here. The first is a countdown intervalometer,
by Andrew Hazelden [CountDown 13].

The countdown intervalometer o↵ers two parameters (see top of Figure 4.14), the
interval between shots and the total number of shots in the time-lapse sequence. If the
total number of shots is set to zero, the script will run indefinitely until stopped by
pressing the shutter release or by a full memory card. This script also estimates the
time remaining for completion, and updates this time after each photo is taken (bottom
of Figure 4.14).

The second intervalometer script of this section is SunsetF16, by Francesco Bonomi
[Bonomi 13], a photographer/programmer who is interested in sending balloons to the
stratosphere to take pictures of the Earth. This script is intended for long time-lapses
that range between day and night and involve extreme variations of illumination. Imag-
ine a time-lapse sequence where certain images are taken in bright light at shutter speed
2000 and ISO 100, while others, taken in darkness, require a slow shutter speed of 65”
and ISO 5000.

Mr. Bonomi also puts his Canon SD1100 on balloons to take high-altitude pictures
of Italy. He is rewriting the software that measures the light available to improve the
exposure of his pictures. His version will average the 100 or so measurements taken
as the camera swings around under the balloon.

—Found in the Internet
The problem with such a time-lapse sequence is how to set the exposures for the

dark parts of the sequence. The camera sets the exposure (aperture, shutter speed, and
ISO) based on the intensity of the incident light as measured by the light meter (AE).
However, in darkness, it may take several (or more) seconds to collect enough light on
the sensor for a proper exposure, implying that the light meter also needs a long time
for an accurate measurement of the light. Thus, the main objective of the SunsetF16
script is to analyze each shot right after it is taken, to determine whether it is over- or
under-exposed, and to use this information to set the exposure for the next shot.

In order to analyze the quality of an image using only the restricted features of the
Lua language, the script generates a histogram of the image and examines its content.
Three quantities are computed as follows:
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Figure 4.14: The Parameters and Results of the Countdown Intervalometer.

Under-exposure. This computation involves the following script parameters: US-
tart, UEnd (each in the interval [0–255]) and ULimit, UWeight (each in the interval
[0–100]). The default values of these parameters are 0, 5, 30, and 0, respectively. The
test for underexposure is simple. At most ULimit of the pixels must have a luminance
level between UStart and UEnd. If there are more than ULimit such pixels, the current
shot is judged underexposed and exposure is increased for the next shot. Parameter
UWeight determines the amount of exposure increase.

Over-exposure. This computation involves script parameters OStart, OEnd (each
in the interval [0–255]) and OLimit, OWeight (each in the interval [0–100]). The default
values of these parameters are 40, 255, 4, and 0, respectively. The test for overexposure
is similar. At most OLimit of the pixels must have a luminance level between OStart and
OEnd. If there are more than OLimit such pixels, the current shot is judged overexposed
and exposure is decreased for the next shot. Parameter OWeight determines the amount
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of exposure decrease.

Median. Parameters MValue [0–255] and MWeight [0–100] have default values of 20
and 50, respectively. If fewer than 50% of the pixels in the histogram of the current shot
have values less than MValue, that shot is overexposed and exposure should be decreased
for the next shot according to the value of MWeight. If more than 50% of the pixels have
values less than MValue, then exposure is increased for the next shot.

If all three quantities agree, exposure is increased or decreased by an amount that
is determined by the sum UWeight+OWeight+MWeight of the three weight parameters.
If one of the three quantities is opposed to the other two, its weight is subtracted instead
of being added.

Thus, SunsetF16 is an example of a complex script with many parameters (see
Figure 4.15 for some). Using this script repeatedly with di↵erent sets of parameters
may produce surprising, unpredictable results, as illustrated by its developer.

Figure 4.15: Some Parameters of the SunsetF16 Script.
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4.5 The Intervalometer as a Script

Many CHDK scripts are devoted to producing time-lapse sequences of images. Another
popular area of scripts is producing a bracketed HDR group of shots (see Section 4.6).
This short section describes a simple approach whereby nearly any intervalometer script
may be used for generating a time-lapse sequence of images, each an HDR bracketed
group of shots. The only requirement is that your CHDK version has the Extra Photo
Operations menu with the Bracketing in Continuous Mode feature, and that your
camera has a built-in custom self-timer. Here are the simple steps.

1. Select the Self-Timer > Custom feature in your camera’s menu (not CHDK’s
<ALT> mode). Press [Menu] to enter the custom timer options menu. Set the Delay
to zero. Set Shots to the number of bracketed images you want for the HDR sequence
(usually 3 or 5). Press [SET] to exit the timer settings. Press [Menu] again to exit the
camera’s menu.

2. Go to CHDK’s Extra Photo Operations menu and select Bracketing in Con-
tinuous Mode. Set the bracketing type desired for HDR (often Tv bracketing but some-
times Av bracketing). Set Bracketing Type to +/-. Press [Menu] to set these choices.

3. Enter CHDK’s <ALT> mode and load and execute any single-shot intervalometer
script, such as Ultra Intervalometer.

Each time the script triggers to take a single shot, the custom-timer mode kicks
in and takes the number of shots it was set for. At the same time, the CHDK built-in
bracketing mode changes the exposure for each shot. This process repeats each time the
intervalometer script takes a shot.

This may seem like a trick, and perhaps it is, but it is also a simple process. The
intervalometer script decides when to take the next shot, thereby triggering the timer to
take the desired number of shots. The exposure bracketing itself is done by the CHDK
settings chosen in step 2 above.

The chief advantage of this approach is that only one intervalometer script is needed
to perform any type of exposure bracketing. Another advantage is that the bracketed
shots are taken at the maximum speed, reducing the chance of camera or subject move-
ment between bracketed shots. This approach may even be the basis of a sophisticated
focus-bracketing script (useful for intervalometer macro-photography where a very deep
depth-of-field may be required).

A little thinking may convince the reader that the process described here is needed
only if we want a time-lapse sequence of images, each an HDR group of shots. If only one
HDR group is needed, then there is no need for an intervalometer or any other script.
Simply perform Steps 1 and 2 above, compose the shot, and press the shutter release.
This useful, productive, and simple procedure (in a word, elegant) is fully described in
Section 4.7.
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4.6 HDR

In the field of imaging, the term “dynamic range” refers to the di↵erence between the
brightest and darkest parts of an image. The di↵erence is expressed in units of stops (or
EV), units of contrast (C), or even units of decibel (dB). These are related by C = 2EV

and dB = 20 log10 C, so for example, a dynamic range of five EV units corresponds to a
contrast di↵erence of 32:1 or 30 dB. Chapter 5 treats the entire topic of HDR in more
detail. This section is just a short introduction to HDR with information on how to use
CHDK to shoot a sequence of exposure-bracketed images.

A scene with a high dynamic range features a big di↵erence between its brightest
and darkest parts. Imagine standing at the doorway of a house on a sunny day. You
look outside and you cannot see anything because of the glare from the sun. You look
inside the room and again you see nothing because it is too dark. This is an example of
a scene with a high dynamic range (HDR), a range that is outside the dynamic range
of our eyes. (The dynamic range of the human eye is normally about 14 stops of light,
depending on health and age.) Cameras and other optical equipment also have a limited
dynamic range, often narrower than that of the eye (current cameras feature a dynamic
range of only 10–12 stops). Table 4.16 lists the dynamic ranges of current LCD displays,
a good DSLR camera, Kodak negative film, and the human eye.

Device Stops Contrast dB
LCD display 9.5 250:1–1,750:1 57
DSLR camera (Canon EOS-1D Mark II) 12 4,096:1 72
Negative film (Kodak Vision3) 13 8,192:1 78
Human eye 10–14 1,024:1–16,384:1 60–84

Table 4.16: Dynamic Ranges of Common Devices.

We sometimes come across a scene that has tremendously bright areas and also deep,
dark, shadowy regions. Any picture taken of such a scene would be exposed properly
only for some of these areas. In order to arrive at a picture where all areas, bright and
dark, are properly exposed, the camera should perform an exposure bracketing, a quick
burst of three or five images with varying exposures (a tripod is recommended). The
images are quickly stored in the camera’s internal memory bu↵er and are later combined
by software into a single HDR image where all regions, bright and dark, are properly
exposed and feature maximum detail.

⇧ Exercise 4.6: What scenes do not lend themselves to shooting sets of HDR images?

Today’s image sensors already do an excellent job of capturing light. We can expect
future sensor technologies to vastly improve the sensitivities and performance of image
sensors, but there is always the limit imposed by the digitizing step, the step of convert-
ing the analog electrical charges of the photosites in the sensor to digital information,
binary integers that become the values of pixels. This step, known as analog-to-digital
conversion (ADC) results in integers of a certain size (typically 10–14 bits in current
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cameras) and the size of an integer determines how many integers of that size exist. In
general, an n-bit integer has 2n values. Table 4.17 lists several values of n and 2n for
comparison. The dynamic ranges, in f-stops (binary) and density units (decimal) are
also listed.

Bit Precision Contrast Ratio Dynamic Range
of ADC f-stops Density

8 256:1 8 2.4
10 1,024:1 10 3.0
12 4,096:1 12 3.6
14 16,384:1 14 4.2
16 65,536:1 16 4.8

Table 4.17: Bit Precision and Dynamic Range.

Thus, an 8-bit ADC can generate only 28 = 256 di↵erent pixel values, regardless of
the sensitivity of the image sensor. The contrast of this range of integers is 256:1, the
dynamic range is 8, and the density (the base 10 logarithm of 256) is 2.4. It is obvious
that a range of only 256 pixel values cannot represent the many colors needed for a high
dynamic range image. The JPEG images produced by today’s cameras are limited to
8-bit pixels, which is why HDR images should be shot in raw format.

Current technology makes it easy to generate excellent HDR images where all the
parts, bright and dark, of the subject being photographed are shown in detail. Some
experts claim that in an ideal HDR sequence of images each pixel should appear clearly
at least twice. The principle is to shoot several (often three or five, but sometimes more)
images with di↵erent exposures (referred to as exposure bracketing) and to combine them
later by software, outside the camera, into a single HDR image. The di↵erent exposures
can be obtained by varying the aperture, shutter speed, or ISO, and each has its own
downside. Varying the aperture a↵ects the DOF (Section 2.6). Varying the ISO may
produce noise in shots taken with high ISO values. Varying the shutter speed is normally
the best choice, but even this choice may result in blurry pictures if the subject moves
during a slow shot. (Exercise 4.6 suggests that a scene with moving objects is a bad
choice for HDR, no matter how the exposure is bracketed.)

⇧ Exercise 4.7: Can the HDR software be built into the camera?

Figure 4.18 shows how a range of 28 EV can be spanned with three overlapping
exposures, each covering about 10–12 EV.

Any camera with a manual mode can be used to shoot an HDR group of images,
but the user has to manually set the exposure for each image. Many high-end cameras
have an auto exposure bracketing (AEB) feature, where the user selects the number
of exposures (often three or five), the exposure component (aperture, shutter speed, or
ISO) to be varied, and the amount of variation (in stops or EV units) between shots.
Pressing the shutter release once triggers the camera to shoot the entire group while
varying (bracketing) the exposure automatically. The first shot is taken with the correct
exposure, the second one uses increased exposure (which illuminates the darker part of
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Figure 4.18: Three Exposures Covering a Dynamic Range of 28 EVs.

the scene), and the third picture is taken with lower exposure, to provide more details
in the brightest parts of the scene.

The following rules should be observed when such a bracketing group is shot:

The settings of the zoom, focus, and white balance should stay the same throughout
the group. Varying the shutter speed generally produces the best bracketing, and in this
case, the aperture and ISO values should also be kept the same.

The ISO should be set to as low a value as possible, to avoid image noise which
may confuse the HDR software.

It is best to choose a static scene; no moving objects (see Exercise 4.6). Some HDR
algorithms may be able to remove moving objects (ghosts) from the final HDR image,
but it is better to play it safe. Notice that wind causes leaves and branches to move,
and so may result in a confused HDR image.

Look for a scene with non-varying illumination. Fast moving clouds, for example,
cause drastic variations in the illumination of a scene and may result in a strange-looking
final HDR image.

A tripod or a stable location for the camera are highly recommended, but current
HDR software may be able to match the group’s images even if the camera was handheld.

Compact cameras often do not have a manual mode, but can still shoot an HDR
group of bracketed images because they o↵er exposure compensation. This feature is
discussed earlier in this chapter and is illustrated in Figures 4.1 and 5.3. However,
exposure compensation is tedious, because it has to be set manually before each shot by
pressing buttons, a procedure which may disturb the camera’s orientation. A practical
solution is o↵ered by CHDK. There are many HDR scripts that range from simple to
complex and make it fast and easy to shoot a bracketed group of images. However,
even without scripts, it is possible to exploit CHDK settings to shoot an HDR group of
photos, as described in the next section.

The acronym HDR also stands for Herr der Ringe (German: Lord of the Rings).
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4.7 HDR with CHDK; No Script

The CHDK firmware o↵ers plenty of settings and options to shoot HDR sequences
without special scripts. Because of the popularity and importance of HDR, this section
illustrates this process in detail. The steps are as follows:

Step 1. Load CHDK, press <ALT>, press Menu, select Extra Photo Operations,
slide down to Disable Overrides and set it to Off (Figure 4.19). Section 4.2 explains
what the Off setting does.

Figure 4.19: Disable Overrides is O↵.

Step 2. Slide down to Bracketing in continuous mode, select it, and set TV
Bracketing Value to your choice of exposure compensation (Ev, set to 2/3 in Fig-
ure 4.20). It is also possible to select and set either Av or ISO bracketing values. Notice
the Clear Bracket Values on Start. If selected, it will reset your bracketing values
when the camera is restarted.

Step 3. Press Menu to close the CHDK menu and press <ALT> to exit the <ALT>
mode. In the normal camera mode, press Func/Set, scroll to Drive Mode and select
Continuous Shooting (Figure 4.21). Press Func/Set again to exit.

Step 4. Compose the shot, press the shutter button halfway, and then press it fully
and hold it. The camera will take a continuous sequence of bracketed shots until the
shutter button is released. Figures 4.22 and 4.28 each show a sequence of five bracketed
shots with their shutter speeds listed. The final HDR images, produced by Photomatix,
are also shown.

Note. Pressing the shutter button for a long time causes vibrations. It is possible to
use the custom timer of your compact camera to automatically take the desired number
of shots. Figure 4.23 shows how the timer has been programmed to wait 10 seconds
after the shutter release has been pressed, and then take four shots. This is a useful
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Figure 4.20: Set Bracketing Type and Magnitude.

Figure 4.21: Shoot in Continuous Mode.

feature, but be advised that on certain cameras the timer does not get reset when the
camera is turned o↵, so make sure you reset it when you are done.

4.7.1 HDR with CHDK Scripts

A typical CHDK firmware package for a Canon compact camera comes with several
scripts, of which the following are intended for HDR photography.

ND Filter. This script is intended for use in low-end cameras without an aperture
(see Section 2.5). Instead of an iris, such a camera has an ND filter that the computer
may insert in front of the lens when there is too much light. This feature is exploited
by the ND-filter script. The script has a single parameter, the exposure o↵set, in stops.
It takes one shot with the filter out, and follows with another shot with the filter in.
These shots, one bright and the other dark, then become the bracketed group for an
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Figure 4.22: Five Bracketed Images and Their HDR.

HDR image.
The top of Figure 4.24 shows how this script is selected and its parameter. The

middle part shows the error message displayed when this script is executed on a camera
with an aperture and without such a filter. The bottom part shows the summary
displayed by the script after a successful run.

Ultra HDR. Ultra HDR is a general script that can generate any group of HDR
shots. The top part of Figure 4.25 shows this script’s parameters. It is set to vary the
iris (aperture, but the shutter speed and ISO can also be selected). Five shots will be
taken, varying the aperture by two 1/2 stops (i.e., one stop) each time. The resulting
images will be saved in DNG format. The bottom part of the figure shows the summary
displayed by the script when it is finished. The displayed values of Tv, Av, and Sv are
in APEX units, a system that is described in [APEX 13].
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Figure 4.23: Setting the Custom Timer.

4.7.2 HDR of a Single Photograph

The entire concept of HDR is based on taking several photos with varying exposures
and processing them by specialized software. But what if a photograph already exists,
it is excellent, it is dear to us, but it contains very bright and very dark regions and we
want an HDR version of it? There is such a thing as an HDR of a single photo. It is
not as good as the real thing, but here is how it is done.

The top part of Figure 4.26 shows a still life photograph and the other parts of
the figure show how software (specifically, Adobe Camera Raw) was used to modify its
exposure twice, first up and then down. The resulting three photographs were then
presented as a bracketed group to Photomatix, which immediately complained about
them being the same. It turns out that this software reads the exposure values stored in
the EXIF metadata of the photos (Section 2.13.3), and these values were not updated
when the exposure had been modified earlier. Photomatix then allows the user to
specify the exposures explicitly, following which, it does its job. The result is shown
in Figure 4.27; not bad, but not as good as what is obtained from an entire group of
bracketed photographs.

4.8 HDR Algorithms

Once a group of bracketed photos (precisely aligned and preferably in raw format) is
ready, special HDR software can be used to scan them and produce the final HDR image,
but how does such software work? A number of HDR algorithms have been developed.
All are complex, all produce excellent results most of the time, but none is perfect. Those
who demand the best possible results should experiment with several HDR algorithms
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Figure 4.24: The ND Filter HDR Script.

and try all the settings and options of each. The following paragraphs outline the main
steps of a typical HDR algorithm (see also Section 5.6).

The first step is alignment. This is especially important if the bracketed group of
photos was shot with a compact camera, perhaps using CHDK, but without the benefit
of a release cable. Slight vibrations may translate to large di↵erences in alignment
between the members of the group, so the HDR software should try to align them. If
this proves impossible, there is no point in going further. The entire group of photos
must be discarded and shot again, this time more carefully.

⇧ Exercise 4.8: What are examples of HDR groups that cannot be reshot?

The next step is compositing. The members of the group are carefully scanned,
the best pixels of each photo are selected and are combined to form a composite image
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Figure 4.25: The Ultra HDR Script.

D. Figure 4.28 illustrates the meaning of this step. The figure shows a group of five
bracketed photos (the shutter speeds are listed on each) with green squares that indicate
some of the best pixels in each photo. It is clear that in the bright photos the best pixels
are dark (but not all the dark pixels are best), while in the dark photos the best pixels
are bright (but not all the bright ones). If the algorithm can select the best pixels of
each photo, the resulting image D is ideal, except that it may often have a very wide
dynamic range, too wide to display on a monitor or to print.

Clearly, even a person would find it di�cult, even impossible, to decide which pixels
are the best in each photo. An HDR algorithm, which cannot “see” and visualize an
image the way we can, must be told explicitly how to perform this task.

One approach is to compute each pixel of the composite image D as a weighted
average of the corresponding pixels of all the photos in the group. Thus, with five
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Figure 4.26: Exposure Modified by Software.
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Figure 4.27: HDR Image of a Single Photograph.

members in the group, each pixel of D is computed as a sum of the form

PD(i, j) =
5X

k=1

wijkPk(i, j),

where index k denotes the number of a photo (from 1 to 5), wijk is a number (the weight
assigned to pixel ij of photo k), and i and j range over all the rows and columns of the
photos. The weights are computed such that dark pixels in bright photos and bright
pixels in dark photos receive high weights, while other pixels receive low weights. The
amount of the weight may also depend on how bright or how dark a pixel is relative to
the average brightness of the entire photo.

Because of the weights, a pixel of D is larger than the pixels of the original photos.
The weighted sum may increase the size of a pixel from 12 bits to 14 bits, so tone
mapping is needed to reduce the pixels to their original size.

An alternative approach to constructing image D is area oriented. The original
photos of the group are analyzed and each is partitioned into brightness regions such
that the pixels of a region have similar brightnesses. Image D is then partitioned into
regions of di↵erent brightnesses and each region receives its pixels from a di↵erent photo.
The details of the computations vary by algorithm, but this approach has the advantage
of getting rid of any moving objects. A pixel of D comes from only one photo, so the
chance of it coming from a moving object (and thus becoming a ghost in D) is slim.

Once image D is ready, it may either be saved in its current form (this is referred to
as HDR and requires special file format such as OpenEXR, Radiance HDR, or 32-Bit-
TIFF). More often image D passes through tone mapping, a process that reduces the
tonal range of an image and makes it easy to save, print, or display it in any standard
format. Applying tone mapping to image D is called dynamic range increase (DRI).
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Figure 4.28: Five Bracketed Photos and Their HDR Image.
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Currently there are quite a few tone mapping algorithms that di↵er in their princi-
ples, details, and goals. The goal of a tone mapping method may be to end up with an
aesthetically pleasing image, with an image that contains as many of the original details
as possible, or with an image featuring a maximum contrast.

Perhaps the simplest tone mapping is achieved by the rule

Out =
In

In + 1
,

where In and Out are the luminance values of the original and the computed pixels,
respectively. The table lists various values of In and Out and it is clear that for In
values in the interval [0,1], the mapped Out values are discrete and well spaced, but for
larger In values, the Out values are bunched together and approach 1 asymptotically.
In: 0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1

Out: 0 0.09 0.17 0.23 0.29 0.33 0.38 0.41 0.44 0.47 0.50
In: 2 3 4 5 6 7 8 9 10 100 1000

Out: 0.67 0.75 0.80 0.83 0.86 0.88 0.89 0.90 0.91 0.91 0.99
This means that low-luminance pixels would feature good contrast after being

mapped with this function, while high-luminance pixels would be mapped to similar
Out values, resulting in similar Out pixels and low-contrast images.

Another nonlinear function for tone mapping is gamma compression, which is de-
fined by Out = A · In� for a positive A and for � in the open interval (0, 1). This
mapping rule is very similar to the gamma correction of Section 2.11.11. It is easy to
see that gamma compression maps In values in the interval [0, 1/A1/� ] to Out values
in [0, 1]. The mapping is nonlinear (compare with Figure 2.102) and its precise shape,
which corresponds to the contrast of the tone-mapped image, depends on the value of
�. Small � values result in low contrast, but can increase the exposure in those parts of
the image that were originally underexposed.

Tone-mapping algorithms can also be local. In such a method, the mapping rule
for any pixel depends on the brightness di↵erence between it and its near neighbors.
A fine-tuned local tone-mapping algorithm tends to work very well, especially if the
original, unmapped D image has high contrast to begin with.

Common software for HDR work includes several well-known programs for image
processing such as Photoshop, Paintshop Pro, and Picture Window, as well as spe-
cialized HDR applications such as Picturenaut (free, for Windows), HDR PhotoStudio,
Hydra (Macintosh only), Photomatix Pro (from hdrsoft.com), FDRTools Advanced,
and Dynamic Photo HDR.

Some improvement may be achieved if the original bracketed photos are examined
and are edited before the HDR process. Improving the brightness, exposure, and con-
trast, eliminating any chromatic aberration, and reducing image noise may enhance the
final HDR image significantly.

Two general references for HDR are [dynamic-range 13] and [high-dynamic-range 13].
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4.9 CHDK Motion Detection

The technique of image stabilization is mentioned on Page 236 and the following sen-
tence, found in Canon technical literature, explains how it works: “The information
detected by a gyro sensor within the camera is used to analyze the amount of movement
and shift the lens unit’s corrective optical lens to negate this in order to compensate for
the bending of light rays from the subject relative to the optical axis.” Thus, it seems
that many current cameras, not just by Canon, may have a gyro that senses camera
vibrations in an attempt to stabilize it. Reference [epsondevice 14] explains how such a
sensor works.

In addition to sensing camera motion by hardware (a gyro), the firmware of the
DIGIC computers in Canon cameras includes routines to detect motion simply by looking
at the image recorded by the sensor and comparing consecutive frames every so often.
If the user asks for motion detection, DIGIC examines the content of the sensor several
times (for several frames) and attempts to detect relative motion by identifying patterns
of pixels moving along the sensor. The motion thus detected is relative. DIGIC cannot
tell whether the subject or the camera is moving.

⇧ Exercise 4.9: Is it possible to detect absolute motion?

Motion detection is handy for shooting lightning, fireworks, birds, and intruders,
which makes it popular with CHDK script writers.

The motion detection capability of DIGIC is exploited by CHDK to provide the user
with motion information. CHDK scripts can trigger a shot as soon as motion is detected.
Such a script can find out if motion is detected in a specific part of the sensor. The
wonderful CHDK command that controls motion detection is md_detect_motion, and
it has 16 parameters, an unusually large number that implies an important command.
The values and meanings of these parameters are fully explained in the CHDK user’s
manual [CHDK-User-Manual 13] and in [Daum 10], but here are the main features of
this command. The sensor can be partitioned into a grid of rows and columns and the
command can tell when motion is detected in any specific grid box. Any color component
of the YUV and RGB color spaces can be chosen and used for the detection. Thus, the
user may instruct CHDK to only detect a change in the red color in a certain grid cell.
The time interval (in msec) between consecutive frame comparisons can be specified. The
script may decide to take a certain action only if the change between consecutive frames
is larger than a certain threshold. The script may ask DIGIC to shoot immediately upon
detecting motion (without even waiting for the automatic focus) or to leave shooting to
the script.

The simplest motion detection script is illustrated in Figure 4.29. The top part of
the figure shows the two parameters of this script, and the bottom part shows the grid
that it automatically displays. Once this script is loaded, it starts running when the
shutter release is pressed. It takes a picture each time movement is detected, and it is
interrupted when the shutter release is pressed again. A listing of the uBAS code of this
script, taken from [wikiaMT 13], is also provided, for the benefit of those who can read
and understand it.

Among the popular motion detection scripts are Multipurpose Motion Detector,
a multi-parameter script [MultipurposeMT 13] and Adaptive Motion Detector. The
latter is described in [AdaptiveMD 13] as follows:
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@title Motion Detect uBASIC Script
a=6
b=6
c=1
d=300000
e=200
f=5
g=1
h=0
i=0
j=0
k=0
l=0
m=0
n=0
o=2
p=500
do
md_detect_motion a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p
if( h > 0 ) then

shoot
endif

until (0)
end

Figure 4.29: A Motion Detection Script and Grid.
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This script uses the continuous mode of the camera to make a series of shots for
a certain time (default 2.5 sec) after motion is detected. The motion detection
threshold is adapted to the circumstances, to avoid random detection or to
avoid missing detection. Note that the adaptation algorithm is somewhat crude
and needs to be tuned for the particular circumstances encountered. Tuning
can be done by stepping through a grid of thresholds for motion detection for
di↵erent light levels, and establishing a polynomial fit for light level versus nice
threshold. Need integer coe�cients for the fit.
The setting of the camera to continuous/fast shooting, spot metering, manual
focus, and focus distance is done by the script. For this to work your camera’s
menus should be in start-up condition. You should select a program mode that
allows manual focus, and only have to set the detection area, etc., and press
the trigger For changing the period the script is active you have to edit this
file, there are just not enough interface variables available.

4.10 USB Remote

A stable camera is important while shooting, which is why many high-end cameras can
be triggered remotely. A special shutter release cable is plugged into a socket on the side
of the camera and the user presses a button at the end of this cable to release the shutter.
Such remote control may also be wireless, using a pair of transmitter (a pushbutton in
the hand of the user) and receiver (a small device plugged into the camera).

Many compact cameras do not o↵er this feature and do not have the special socket
for a shutter release cable. Canon users will be happy to learn that CHDK can overcome
this handicap. Once the remote feature is enabled in the CHDK menus, the CHDK
software monitors the USB port of the camera, and it sends a command to the DIGIC
computer when it detects voltage between pins 1 and 5 of the port. The specific command
depends on the CHDK menu options selected by the user. A detailed reference for these
commands is [CHDK.remote 14]. The voltage has to be in the range of 3–5 volts. Lower
voltages have no e↵ect, and higher voltages may damage the camera.

Many places on the Web o↵er advice—in the form of text, graphics, and video—on
how to make such a cable at home, using only a USB cable and a voltage source with a
pushbutton (for example, a keychain flashlight). Either a simple pushbutton or a special
CA-1 button (made by Ricoh) can be used. Most Canon compact cameras have a mini
USB type-B receptacle with five pins, but there are other types of USB ports, some
with only four pins. Thus, anyone planning to make such a cable should find detailed
instructions for his camera and type of USB port and follow them to the letter. Out of
the many references available I would to mention [youtube.remote 14].

Warning: It is important that the voltage does not exceed five volts. Use a multimeter
and check the voltage of your batteries. If the voltage is too high or if you have flipped
some batteries, your camera may be damaged.

The CHDK menu options and commands for remote operation are reached by the
menu sequence

main menu > CHDK settings > Remote Parameters > Enable remote
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In addition to just releasing the shutter and taking pictures, the CHDK remote
operation menus (Figure 4.30 shows some samples) o↵er four switch types as follows:

None. This is the default setting when the camera is turned on. This option
indicates that CHDK should not monitor the USB port. This feature is important in
cases where another CHDK script needs to use the USB port.

A one-press (or OnePush) switch type. The switch itself is just a basic pushbutton.
The CHDK software expects the switch to be pressed once and released. Pressing the
switch tells CHDK to send DIGIC a command to press the shutter release halfway. The
switch should be held in this way to give the camera time to focus and meter the light.
When the switch is released, CHDK sends a command to fully press the shutter release
and take the picture. If the user presses the switch for more than 10 seconds before
releasing it, the halfway press is cancelled.

A two-press (or TwoPush) switch type. The switch is again a basic pushbutton.
When it is pressed, CHDK sends a command for a half-press. The switch is then released
and must be pressed again within 0.5 s of releasing it, for CHDK to fully press the shutter
button. If the second press comes too late, CHDK will cancel the entire sequence.

A CA-1 switch type. This is a special switch made by Ricoh, which can be pressed
either fully or halfway. When the switch is pressed halfway, CHDK causes a half-press
state. When the switch is fully pressed, CHDK sends a command to press the camera’s
shutter button fully.

There are also several CHDK control modes that interpret switch presses in various
ways as follows:

None. Tells CHDK to ignore switch inputs.

Normal. Switch presses are interpreted as signals for shutter release. CHDK sends
commands for half-press and full-press as discussed earlier. This option supports the
Sync mode, explained below.

Quick. On detecting voltage in the USB port (a switch has been pressed), CHDK
sends DIGIC commands to take a picture as soon as possible. This is useful in cases
where the user wants to shoot a quick sequence of images. This option does not support
the Sync mode.

Burst. This is similar to the continuous shooting mode of the camera. As long as
the switch is pressed to indicate a half-press, the camera will shoot continuously. Sync
is not available in this mode.

Bracket. Recall that CHDK has a Bracketing in Continuous Mode setting (Sec-
tion 4.5), which makes it possible to shoot bracketed sequences of images. The Bracket
mode uses this setting to shoot such a sequence as long as the external switch goes
through a half-press–full-press sequence. Sync is not available in this mode.

Zoom. The external switch is pressed (pulsed) several times to zoom the lens. Each
pulse must be on for at least 100 msec and o↵ for at least 50 msec. The pulses may
be combined into sequences, with gaps of at least 500 msec between sequences. Each
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Figure 4.30: Some CHDK Parameters and Commands for Remote Control.

sequence may contain between one and five pulses that are interpreted by CHDK as
follows:

1 pulse = zoom in one step
2 pulses = zoom out one step
3 pulses = shoot
4 pulses = zoom completely in
5 pulses = zoom completely out
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Video. Starts shooting video when the external switch sends a half-press signal.
The next half-press stops the filming. The camera should be in video mode before this
starts. Sync is not available in this mode.

In addition, the Remote Parameters menu o↵ers several options, two of which are
the following:

Multi-Camera Synchronization (Sync). An external switch and several cameras can
be hooked up to a USB hub in order to work in sync. The cameras may be of di↵erent
models and have di↵erent speeds, which is why they may not fire at exactly the same
time, but the Sync feature is nevertheless useful when several pictures of the same event
should be taken simultaneously from several locations. The switch should send a half-
press pulse, then wait until the slowest camera has focused and metered (but not more
than 10 s), and then send a full-press pulse.

Enable Sync Delay. When set to a nonzero value (in units of 0.1 msec), this time
delay will be added to each camera. This is useful to adjust for di↵erences in speed
between the cameras being synced.

4.11 Zeikos lenses

Compact, point-and-shoot cameras are very popular nowadays. They take excellent
pictures, are easy to use, and are constantly getting more powerful, with wider zoom
ranges (currently up to 50x), more scene modes, and better flash units. The lenses of
these cameras, however, are non-interchangeable, and this has long been a source of
frustration for users. Not surprisingly, several makers of lenses and camera accessories
have decided to correct this situation and have come up with ingenious systems where
extra lenses can be attached to the camera’s original lens with adaptors. It seems that
as long as compact cameras will remain popular, clever manufacturers will come up with
simple, inexpensive lens systems that extend the capabilities of the camera.

⇧ Exercise 4.10: Is there a reason to think that compact cameras may become unpopu-
lar?

This section describes the Zeikos system [Zeikos 13] of detachable lenses for compact
cameras. The system consists of a universal lens adaptor, several 37 mm lenses (tele-
photo, wide-angle/macro, and fisheye), and several step-up adaptor rings that make it
possible to attach di↵erent-diameter lenses (25, 27, 28, 30, 30.5, 34, and 40.5 mm) to
the universal adaptor. Figures 4.31 through 4.34 illustrate these items and how they
attach to the camera (a Sony Cyber-shot DSC-WX50 in the figure) and fit together.

My experience with this system has generally been positive. Once one of the lenses
is attached to a compact camera, it does the job and widens the range of focal lengths.
Prices are also extremely low, especially when compared with prices of interchangeable
telephoto and wide-angle lenses for high-end cameras. Based on my personal experience,
this system increases the performance of a compact camera and should be considered
by anyone who is interested in getting more “power” from a compact. However, there
are several points that make this system (and perhaps other, similar lens systems) less
than ideal. The main shortcomings of the Zeikos system are as follows:
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The quality of the lenses is not great and is judged poor by many discriminating
users. Often, there are noticeable vignetting e↵ects. Also, the telephoto lens is not
super-telephoto.

The universal lens adaptor does not fit all compacts. Often, the diameter of the
camera’s lens housing is too big, so the adaptor does not fit over it. Sometimes, the
little L-shaped platform has to be flipped over to fit the Zeikos lens over the original
camera lens.

When the camera is turned on and the lens extended, care should be taken that it
slides inside the universal lens adaptor and does not hit it.

The system involves more than just replacing a lens, so some users may find it
clunky, awkward, and more of a hassle than a benefit.
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Figure 4.31: Zeikos Lens System, Part 1 of 4.
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Figure 4.32: Zeikos Lens System, Part 2 of 4.
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Figure 4.33: Zeikos Lens System, Part 3 of 4.
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Figure 4.34: Zeikos Lens System, Part 4 of 4.

A piece of art is a compact form of the universe.

—Thomas Kinkade
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High Dynamic Range

The concept of high dynamic range (HDR) has already been mentioned in Section 4.6.
This chapter treats HDR in more detail and discusses the main approaches, techniques,
and algorithms used in this important area of photography. Out of the myriad books,
articles, videos, and websites that deal with HDR, and discuss and explain it, I would to
mention just one, the excellent site http://farbspiel-photo.com of Klaus Herrmann.

The names High dynamic range (HDR) and High-dynamic-range imaging (HDRI)
refer to a group of techniques used in photography (and in imaging in general) to create
images with a wide range of brightness levels, wider than any camera or image sensor
can achieve. A complex scene with very bright (sunlit) and very dark (shaded) areas
is said to have high dynamic range (HDR). Such a scene cannot be fully captured on
current image sensors and cannot be displayed or printed on most monitors and printers,
because these devices cannot handle very di↵erent levels of brightness. Not every scene
has a high dynamic range. A scene whose dynamic range is lower than that of the
output device (the display monitor or the printer that eventually output the image) is
considered low dynamic range (LDR). Similarly, a scene whose dynamic range is similar
to that of the output device is said to have a standard dynamic range (SDR). HDR
techniques can achieve a wide range of luminance levels by taking several photographs
with di↵erent exposures and combining them with special software.

(Fog, mist, haze, and dust di↵use the light and mu✏e its sources, and in this
way reduce the dynamic range of a scene. However, even in such a scene, there may
be locations and viewpoints where the sun breaks through the clouds and the scene
suddenly appears to have a higher dynamic range.)

Chiaroscuro

HDR is a photographic style or genre that emphasizes detail and that opens up any
parts of the scene that are fully dark or completely bright. In an HDR photo, every
part of the scene is visible in detail, but as always in life, some photographers prefer
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the opposite approach. They prefer images with strong contrasts, where certain dark
parts are completely black and many details are lost. Such an approach to photography
(and to art in general) is referred to as chiaroscuro. The term chiaroscuro comes from
the Italian chiaro (light) and scuro, (dark) and is sometimes employed by painters, cine-
matographers, and photographers to achieve a sense of depth in a flat, two-dimensional
picture.

In practice, a chiaroscuro photograph is obtained by adjusting the light to fall
directly on parts of the scene, while keeping other parts of the scene in darkness. A
similar technique is employed in low-key photography, a genre similar to chiaroscuro.

Low-key photography prefers dark-colored scenes where the light falls directly on
several areas in the scene while leaving the rest in darkness, to be guessed at by the
viewer. This creates an image that radiates a dramatic, enigmatic, and mysterious
atmosphere, where various shapes are only suggested, and are meant to be viewed and
interpreted by the user.

Figure 5.1 shows a few chiaroscuro and low-key images. Some of the images of
Figure 8.32 are also examples of low-key and chiaroscuro images. One of the most
reproduced portraits in the history of photography is the well-known 1941 photograph
The Roaring Lion, a portrait of Winston Churchill by Yousuf Karsh. This well-known
photograph is a classic example of a low-key, black-on-black picture.

5.1 Definitions and Units of HDR

As in any field, it is important to start by defining what we are talking about. What is
dynamic range? We are constantly surrounded by various signals. Visible light, radio
waves, sound, and electrical voltage are just a few examples of signals that pass by us,
hit us, and are either invisible to us or are sensed by us in some way. Those signals vary
from very weak to very strong and our sensors, natural or artificial, may detect only
certain levels of a signal. The term Dynamic Range has to do with the ability of a sensor
to distinguish between levels of a signal. A sensitive sensor can di↵erentiate many levels
of a signal, so we say that such a sensor has a high dynamic range (HDR). Fed with the
same signal, a cheap sensor may be able to detect only a few distinct levels, so such a
sensor is said to feature a low dynamic range (LDR).

In principle, dynamic range is defined as a contrast ratio. It is the ratio of the
brightest to the darkest areas of an image. However, this simple definition becomes
complicated when we consider the way image sensors work and their physical limitations.
Recall (from Section 2.11) that we can think of a photosite as a bucket in which electrons
are collected in response to photons. Ideally, the minimum signal in a photosite is one
electron, corresponding to one photon that hit the site. In practice, however, the world
is full of noise. A photosite is a↵ected by electronic noises such as the photon shot noise
and dark noise discussed in Section 2.8. We therefore say that the minimum signal in a
photosite (the black level) is the smallest charge that can be distinguished from noise.
The maximum signal (the white level) is just below that electric charge that would cause
the photosite to saturate and overflow.
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Courtesy of alessandro zambon
low key, unsplash.com

Courtesy of sadman sakib
chiaroscuro, unsplash.com

Courtesy of alicia steels
chiaroscuro, unsplash.com

Gerrit van Honthorst, De koppelaarster
Public domain, chiaroscuro

Courtesy of tommy tong
low key, unsplash.com

Courtesy of jon eric marababol
chiaroscuro, unsplash.com

Figure 5.1: Chiaroscuro and Low-Key Images.
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This di↵erence between the ideal world and the real, physical world complicates the
definition of dynamic range. Dynamic range is not the simple ratio of maximum to min-
imum contrasts, but before we state the definition, it is important to mention the units
of dynamic range. These units can be ratios, stops (also referred to as exposure values
or EVs), bits, and decibels (dB). Notice that these are pure, dimensionless numbers.
Here is what they mean.

Ratio. The dynamic range of a sensor is the ratio of the full range of the signal to
the smallest step it can measure. For example, a voltmeter that can measure a maximum
of 220 V in 0.1 V steps features a dynamic range of 220:0.1 or 2200:1. In photography,
a dynamic range is measured as ratios of contrasts and will be denoted here by C.
(Specifically, the dynamic range of a camera is the ratio of saturation to noise. More
accurately, it is ratio of the intensity that just saturates the image sensor to the intensity
that just increases the sensor’s response one standard deviation above its natural noise
level.) It also makes sense to explain the use of ratio by imagining two pieces of dull
(di↵use) paper, one painted intense white and the other painted deep black. When the
same light is shined at these pieces, the white one will reflect 100 times more photons
each second than the black one.

Decibel. A decibel (dB) is a logarithmic unit. In the case of dynamic range, it
is defined by dB = 20 log10 C. Thus, the decibel expresses dynamic range in units of
base-10 logarithm.

EVs or stops. In photography, the term stop means to double or to halve. The
term EV refers to doubling or halving the correct exposure. Thus, 0EV indicates the
amount of light needed for a correct exposure, 1EV is double that amount, while �2EV
is 1/4 that amount (two stops below 0EV). EVs are related to ratios by C = 2EV or
EV = log2 C. Thus, EVs express dynamic range in units of base-2 logarithm.

Bits. This is the number of bits needed to express the EVs in the entire dynamic
range. Thus, if the dynamic range of a sensor consists of 16 EVs, then it is expressed in
four bits.

In practical work in photography and imaging, the dynamic range is measured as
the ratio of two luminance values that are themselves expressed in candelas per square
meter. Figure 5.2 illustrates the variation in luminance on a base-10 logarithmic scale
where, for example, the di↵erence between 0.1 and 1 is the same as between 100 and 1000.
The luminance of starlight is about 10�3cd/m2, that of direct sunlight is approximately
105cd/m2, and the human eye has a luminance scale of more than 10,000:1. (These
values vary from source to source, because the intensity of starlight or sunlight varies
from place to place and from day to day.)
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Figure 5.2: Luminance Logarithmic Scale.

5.2 The HDR Problem

Once the concept of dynamic range has been defined, we can consider the dynamic ranges
that are common in photography. Recall that the process of capturing an image with a
digital camera starts when photons hit the photosites in the image sensor. The photosites
convert the photons into electrical charges that are then digitized to become binary
numbers. The image sensors in most cameras produce 10-bit numbers per photosite,
which corresponds to a dynamic range of 10EV or a contrast ratio of 210 = 1,024 levels.
If the image is saved in JPEG, this is reduced to just eight bits per pixel, implying a
dynamic range of 8EV or a ratio of 256:1. The sensors in many high-end cameras produce
14-bit numbers per photosite, which corresponds to a theoretical dynamic range of 14EV.
However, because of high internal noise, the real dynamic range is only about 13EV.

Here is a practical example. Given an image sensor with a bit-depth of 12 implies a
theoretical dynamic range of 4,096:1. In practice, the captured dynamic range is much
lower and may often be only 1000:1 because of noise in the photosites.

When we compare the above values to the dynamic range of the human eye, we
begin to comprehend the problem of high dynamic range (HDR). The problem is that,
as far as dynamic range is concerned, our eyes are much better than current image
sensors. The eye can easily distinguish 12–14EV of luminance levels (i.e., a ratio of
about 16,000:1) even without varying its pupil. With the help of the pupil, the eye can
handle around 24EV (a ratio of 16,800,000:1) and in some people even 26–28EV (the
latter corresponds to a ratio of 256,000,000:1). Thus, you may stand in a relatively dark
room on a sunny day and see clearly the objects in the room (even small objects in
dark corners) as well as the very bright scene outside the room through the windows. A
camera, on the other hand, has a limited dynamic range and therefore cannot capture
all the brightness levels in such a scene. It may expose properly either the interior of
the room or the scene outside the room, but not both. In the former case, the outside
scene would be too bright (overexposed or saturated), while in the latter case the interior
would be very dark (underexposed) or even completely black. This is the essence of the
HDR problem. Simply stated, the problem is how to capture all the brightness levels of
a given scene.

Everyone agrees that one of the qualities that made [Chuck] Yeager into a legendary
pilot was his exceptional eyes. With 20/10 vision, he could see tiny specks 50 miles
away from the cockpit. He saw the enemy coming long before anyone else did.

—From artofmanliness.com, January 2010
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The solution, as has already been discussed in Section 4.6, is to take several (at
least three or five) pictures of the same scene but with di↵erent exposures (a tripod may
prove useful). The first shot may employ the correct exposure (this is referred to as
0EV), the second one may be overexposed (perhaps with +1EV or +2EV to capture the
dark tones), while the third exposure is underexposed by the same amount to capture
the highlights. This is referred to as a bracketed sequence of images and it is why many
cameras allow the user to override the decision of the automatic exposure (AE) meter
and to set the camera to over- or under-expose any shot. Figure 5.3 shows the large
exposure-compensation control wheel (pointed to by the red arrow) on the Fuji X100
and X100S cameras. Figures 2.130 and 4.1 prove that even low-end compact cameras
o↵er the photographer control over exposure compensation and thus make it possible
(albeit inconvenient) to shoot bracketed sequences of images.

Figure 5.3: EV Control on the Fuji X100.

When taking a sequence of bracketed HDR images, keep in mind the following
guidelines:

The darkest image should have no blown (saturated) highlights in areas where you
want to capture detail.

The brightest image should be bright enough to show details in the darkest regions
of the image.

The bracketed images should be separated by one to two stops. Controls for expo-
sure compensation allow for steps as small as 1/3 of a stop, and these may be fine for
scenes with medium dynamic range, but high dynamic range scenes require larger steps
in the bracketed images.

The scene being shot should be static as much as possible. Moving objects (even
slow ocean waves) are in di↵erent locations in the bracketed images and appear as
annoying ghosts in the final image. Variations in brightness as a result of moving clouds
may confuse the HDR software and result in a less-than-satisfactory final image.
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Reference [trey 14] has the thoughts of an HDR expert about good, better, and best
cameras for shooting HDR.

Section 4.7.2 discusses the technique of taking a single photograph and extending
it to an entire bracketed sequence. This should be done only as a last resort, when it is
impossible to shoot a complete sequence.

Once the exposure-bracketed images are ready, special software is used to create
the final image. There are two approaches to HDR processing, exposure fusion and
HDR/tone-mapping. Both approaches start with a sequence of bracketed images (often
referred to as the source images) and both produce an LDR image that contains the
tonal details of the entire dynamic range captured by the source images.

Exposure fusion (or exposure blending) is the process of combining a set of bracketed
images by selecting the pixels with the highlight details from the underexposed source
images and selecting the pixels with the shadows details from the overexposed images.
Those pixels are then combined into the final LDR file. This process does not change
the bit-depth of the pixels, which is why exposure fusion can be considered a weighted
average of the original, bracketed images.

An exposure fusion algorithm (Section 5.4) constructs the final image pixel by pixel.
For each position P in the final image, the algorithm scans positions P in each of the
bracketed images and selects the best pixel from one of the images based on selection
criteria such as exposure, contrast, and saturation. The algorithm does not process
any pixels, does not perform any numerical manipulations, does not generate an HDR
file, and does not perform tone mapping. (Variants of such an algorithm may perform
certain comparisons, averages, and other computations.) The final LDR file is created
in a format that can be directly displayed and printed.

The advantage of this approach is that every pixel in the final LDR image comes
from one of the original, bracketed images. No pixel has been created by processing,
editing, or by computing. The result is an LDR file that looks natural because none of
the original colors has been modified.

An alternative approach to HDR is tone mapping (more accurately, HDR/tone-
mapping). This a two-step process described in Section 5.6. In the first step (the HDR
step), the software merges the individual bracketed images (which typically have 10–13
bits per pixel) into a single HDR image with perhaps 32 bits per color (i.e., 96-bit pixels).
Pixels in such a file can have billions of luminance levels, but (1) the file is very large
and (2) few current output devices can print or display so many levels. In the second,
tone-mapping step, this huge HDR image is cut back to 10–12-bit colors (i.e., 30–36-bit
pixels) if it is to be saved in raw format or even 8-bit colors for JPEG, in a process
known as tone mapping.

Tone Mapping is the process of converting the brightness values of an image from a
wide range to a narrow interval. In a typical case, an HDR image with a dynamic range
of 100,000:1 may be converted into an image with 8-bit brightness values ranging from
0 to 255.

Thus, the final result, the tone-mapped image output by the second step, is not an
HDR image. It is an LDR image because it does not represent the original pixel values
captured by the image sensor. A tone-mapped image contains only the dynamic range
that can be displayed on standard monitors or printed on paper. Many users do not
realize that the contrast ratio of standard monitors is rather low and is much smaller
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than the dynamic range of a scene that features very bright and very dark areas.
Sometimes, the high dynamic range of a scene can be captured without the heavy

machinery of HDR. Experience shows that often a camera will choose an exposure to
protect the highlights in a scene, but this tends to underexpose darker areas in the scene.
However, if the scene features gradual change of brightness, it may be possible to brighten
up the darker areas and even out the exposure by means of a special filter. Consider
the scene shown in Figure 5.4, which varies gradually from bright at the top to dark
at the bottom. It is possible to tone-map such a scene simply by holding a graduated
neutral density filter (GND) in front of the lens, as illustrated in the figure. Such a filter
extends the dynamic range while blending the brightness levels and maintaining local
contrast. Clearly, a GND is suitable for many landscape images, because such an image
tends to start bright at the top (sky) and gradually darken toward the bottom (land).
For a scene with moving objects, a GND filter produces better results than HDR.

Bright filter

Gradual blend

Dark filter

Figure 5.4: Blending with a GND Filter.
(Image courtesy of Dan / FreeDigitalPhotos.net.)

⇧ Exercise 5.1: Suggest some common scenes that are bright at the bottom and become
darker toward the top.

An alternative to the GND is to process such an image (a raw image with gradual
brightness variations) in image processing software. A typical candidate is the gradient
mask tool of Adobe Camera Raw.

Bit depth and dynamic range. The two important concepts of bit depth and
dynamic range are related but are not the same. Bit depth is the number of bits per
color or per pixel (bpp, illustrated in Figure 5.5). Dynamic range is a contrast ratio.
Dynamic range requires a large bit depth, but just having such a bit depth does not
imply a large dynamic range. Here are some examples. An 8-bit color bit depth implies
28 = 256 colors. A pixel is fully specified by three colors, so the bit depth of a pixel
is 3 ⇥ 8 = 24 and the pixel can therefore have one of 224 ⇡ 16.8 million colors, a large
number! However, the maximum theoretical dynamic range is the (very small) ratio
256:1, and the real dynamic range is likely to be much smaller and thus completely
useless for many interesting images.

Often, an image is saved in a 16-bit TIFF format. In such a format, the color bit
depth is 16 and the pixel bit depth is 3 ⇥ 16 = 48. However, the image sensor often
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Figure 5.5: Colors with Bit-Depths From 8 bpp to 24 bpp.
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captures only 12 bits of color, which is why four of the 16 bits of each color in the TIFF
file are zeros. The dynamic range is only 212 : 1, not 216 : 1.

When a bracketed set of images is merged into a large, 32-bit HDR file, the 32 bits
of each color are often stored in a floating-point format, not as an integer. This allows
for extremely large numbers, numbers that for all practical purposes can be considered
infinite. The downside of the floating-point number representation is that not all the
real numbers between 0 and a certain maximum can be represented (after all, there
are infinitely many of them in even the smallest interval). For those who need more
information, Section 5.9 explains how floating-point numbers are defined and organized.

The conclusion so far is simple; HDR is a tool for overcoming the limited dynamic
range of current sensor technology. Future image sensors may have a wide dynamic
range, which would render current HDR techniques obsolete.

5.3 Shooting HDR Bracketed Images

Given a scene to shoot, how does the photographer know whether to shoot for HDR?
A beginner may use the camera’s automatic exposure (AE) meter set to the spot mode
(Section 2.15). In this mode, the light meter measures the light coming from a small
region at the center of the scene. Make sure the AF in your camera is set to single-point
focusing. Focus the camera at the center object in the scene and switch o↵ the AF, so
the focus will not change during the actual shooting. Set the camera to the aperture
priority mode, move it so that the darkest part of the scene is at the center of the
viewfinder, and notice the shutter speed. Now move the camera such that the brightest
part of the scene is at the center and again notice the shutter speed. If the di↵erence
is more than 7–9 EVs, shoot a bracketed sequence of images for HDR. An experienced
photographer, on the other hand, would rarely go to such trouble and would shoot for
HDR simply if this seems appropriate.

Shooting a bracketed sequence of images can be done by varying any of the three
components of the golden trio of exposure. Thus, either the aperture, shutter speed, or
ISO can be varied to achieve the desired e↵ect, but each method has its downside as
follows:

Varying the aperture is a common way of adjusting exposure, but this also a↵ects
the DOF (Section 2.6) and the vignetting. As we open the diaphragm to allow more
light, we also shrink the DOF; the opposite happens when the diaphragm is partly closed
for shooting the underexposed images. The result may be bright images with a shallow
DOF and dark images with a large DOF, which confuses the HDR software.

Varying the shutter speed is normally the best choice, but even this may not work
if some objects in the scene move, especially during the slow shots.

Varying the ISO may often be a good choice, especially in a camera that can produce
sharp pictures even at high ISO values. The only trouble with ISO is that the bracketed
images shot with large ISO may feature graininess that may later interfere with the
HDR software.
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The following rules should be observed when shooting an HDR bracketed sequence
of images:

Use a tripod. This is important (but see Subsection 5.3.1).

Set the camera to its lowest ISO value and select the aperture priority (Av) mode.
Select an appropriate aperture setting.

Set the camera to spot metering (Section 2.15), point the camera such that the
brightest part of the scene is at the center of the screen, and note the shutter speed T1.
Do the same for the darkest part of the scene and note the new shutter speed T2.

Use these numbers to determine the number of shots in the bracketed sequence and
the best exposure compensation. Assuming an exposure compensation of 1EV, start
with T1 and double it until you reach T2 or very near it. The number of doublings is
the number of bracketed shots needed. If you decide on exposure compensation of 2EV,
then start with T1 and multiply it by four until you get close to T2. Note that in many
cameras the exposure compensation can be varied in steps of 1/3.

High-end cameras often feature an auto exposure bracketing (AEB) mode, where
the user selects the number of exposures, the exposure component (aperture, shutter
speed, or ISO) to be varied, and the step (in stops or EV units) between shots. Pressing
the shutter-release once triggers the camera to shoot the entire sequence while varying
(bracketing) the exposure automatically. The first shot is taken with the correct expo-
sure, the second one uses increased exposure (which illuminates the darker part of the
scene), and the third picture is taken with lower exposure, to provide more details in
the brightest parts of the scene. In a low-end camera, the user has to adjust the shutter
speed between shots, which causes vibrations and tends to result in images that are
not properly aligned. A good solution is to use CHDK (Section 4.1), but this useful
extension is available only for Canon cameras.

The list of cameras at [AEB.list 13] shows that, for example, the AEB feature of
the Canon 5D Mark III can handle 2, 3, 5, or 7 auto-bracketed images with a maximum
EV step increment of 3 at a rate of six fps.

⇧ Exercise 5.2: What is the maximum EV range of AEB on this camera?

The next two subsections discuss (1) how to shoot a bracketed sequence of images
without a tripod and (2) how to use the AEB mode to shoot more than three bracketed
images. The ideas, approaches, and techniques presented here are based on the excellent
articles available at http://farbspiel-photo.com as well as on my own experience.

5.3.1 Handheld HDR Shooting

A tripod is important when shooting a sequence of HDR bracketed images, but this
section explains how it is possible to shoot such a sequence handheld. This should be
done only as a last resort, when a tripod is not available or cannot be used. First, let’s
see when and why such a situation may occur.

Today’s cameras are small and lightweight. Most compacts and even many higher-
end cameras can easily be carried in a pocket or on a shoulder strap, which is why
photography enthusiasts always carry at least a small camera with them. A tripod, on
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the other hand, is bigger and heavier, and is often left (accidentally or out of laziness) at
home or in the car. Many museums and churches do not allow tripods. In sports events
and other public gatherings, the large crowds may not leave any room for a tripod.

⇧ Exercise 5.3: What can be another reason for shooting an HDR bracketed sequence
without a tripod?

The principle of shooting an HDR bracketed sequence handheld is to (1) set the
camera properly and (2) hold it securely while shooting. Much advice is given here,
but this advice can be helpful only if the right type of camera is used. In my opinion,
shooting an HDR sequence without a tripod calls for a DSLR. This is because of its
speed, its many focusing and metering options, and its good performance in high ISO
values.

A compact camera may produce excellent pictures, but only in low ISO settings. In
handheld shooting, it is important to have fast shutter speeds. In low-light situations,
such speeds can be achieved only by increasing the ISO. However, high ISO values in a
compact often result in pictures with much image noise. DSLRs, with their larger sen-
sors, perform much better in high ISO settings. Compacts are also too slow. The shutter
lag, the time from pressing the shutter button to taking the actual shot, is too long
for handheld shooting. A compact camera would inevitably move and vibrate between
shots, resulting in unaligned images that cannot be aligned by the HDR software.

An important point in HDR handheld shooting is to disable the flash. HDR images
normally span large scenes, too large to be illuminated by a flash. If the flash is set to
automatic, the camera may fire it in several of the bracketed images, thereby ruining
the entire sequence.

The following are some features that your camera should have if you plan to do
handheld HDR shooting.

The auto exposure bracketing (AEB) mode has already been mentioned. It is best to
use a camera that has this mode, but at the time of writing this means a DSLR. The only
alternative to a DSLR is a Canon camera with CHDK (Section 4.1), but such a camera
should be as fast as possible. AEB is needed to vary the shutter speed automatically
between HDR shots. Varying the shutter speed manually while the camera is held by
hand would inevitably cause camera movement and misaligned images. The conclusion
is simple; you need a camera with AEB, either built-in or available with CHDK or a
similar firmware/software package. Experience shows that the simplest AEB features,
those that allow only for three exposures and only at steps of ±1EV, are not always
su�cient. I strongly recommend a camera with AEB that allows for either more than
three AEB exposures (sometimes nine or even 11 exposures provide ideal results) or for
bigger steps, or both.

Another crucial feature that should be considered when selecting a camera for hand-
held HDR shooting is speed, measured in frames-per-second (fps). Experts generally
agree that speeds lower than three fps are too slow and good results cannot be guaran-
teed for speeds of less than six fps.

Check your camera’s performance for high ISO values. For satisfactory handheld
HDR shots it is important to have a camera that produces sharp images at high ISO
settings; the higher the better. All new camera models are reviewed independently
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by several experts and such reviews include performance at high ISOs. Check several
reviews before buying a camera.

The camera should save images in raw format.

It should have an aperture priority (Av) mode.

It should have exposure compensation settings (but most current cameras, even
cheap compacts, allow for manual exposure compensation).

If the camera has interchangeable lenses, select one with a wide aperture (small
f/stop). Image stabilization is also a very desired feature.

Once the right camera is available, it should be set properly before handheld shoot-
ing can begin. Following is a list of the best settings, but it should be stressed that these
require a good knowledge of the camera. Thus, before trying to shoot HDR, make sure
to read the user’s manual and become familiar with the various settings and controls of
your camera. Current DSLRs have lots of switches, pushbuttons, control wheels, and
sometimes a joystick. In addition, virtually all cameras have menus and options that
can be selected from the LCD monitor.

When all else fails, read the instructions.
—A popular saying

Find out how to lock the focus and exposure (AF and
AE) on your camera. On current Canon DSLRs you first focus
by half-pressing the shutter button, and then lock the exposure
by pressing the * button on the back of the camera (see also Fig-
ure A.3). Many Nikon DSLRs have an AF/AE-Lock button that
locks both the focus and exposure. Locking both focus and ex-
posure guarantees that the bracketed images would have uniform focusing and exposure,
except for the di↵erent exposures caused by varying the shutter speeds.

Some cameras allow you to slow their speed (measured in fps). Make sure your
camera is set to its maximum speed. The idea is to complete the entire sequence before
conditions change (clouds vary the lighting, wind causes movement, birds fly into the
scene).

You may have to select the continuous shooting mode. In some cameras this mode
is required if you want the AEB feature to shoot the entire bracketed sequence with one
press of the shutter button.

Recall that the flipping mirror in a DSLR causes vibrations. This is why many
DSLRs have a mirror lock-up function, which works as follows. (1) Select mirror lockup.
(2) Focus and press the shutter button all the way; the mirror flips up, leaving you
blind. (3) Press the shutter button again all the way; the picture is taken and the
mirror swings down. When shooting handheld, it is important to minimize the number
of button presses, which is why mirror lockup should not be selected.

Set AEB to the number of exposures and exposure step you want. If the camera is
already in aperture priority (Av) mode, AEB will vary the shutter speed between shots.
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When the camera is set for HDR shooting and you are located at the scene, check
the following points.

Make sure the camera is set to aperture priority (Av) mode and single-
point focusing mode. It is generally recommended to choose the matrix
metering mode for HDR shooting. Now compose the scene and check the
shutter speed. Remember that several pictures will be taken at ±1EV or even ±2EV.
So, if the normal shutter speed (referred to as 0EV) is 100, the +2EV picture would be
shot at shutter speed of 100/4 = 25, which may be too slow for a handheld shot. If you
are in a similar situation, try to increase the ISO or open the aperture, if at all possible.
Very fast shutter speeds will result in dark images, but this, of course, is part of our
goal. Choose the highest ISO setting that still results in sharp pictures (you need to
check your camera in advance and experiment with higher and higher ISO values).

Now we come to the shooting itself. There is nothing new here. The technique
of stabilizing your body while shooting handheld has been covered in detail in Subsec-
tion 2.3.4, so only the main points are mentioned here.

Brace yourself by leaning against a solid object, kneeling, or sitting. It is useful to
have your body touch the ground or a wall in at least three points.

Grip the camera firmly with both hands and bring your elbows as close to your
body as possible.

Hold the camera by placing some fingers on top and other fingers at the bottom.
After pressing the shutter release half way and focusing, press the button all the way by
squeezing your hand rather than pressing with the top fingers.

While holding the camera with your right hand, place it on your left shoulder and
support your right arm with your left hand. This creates a stable platform for the
camera. Now turn your head to the left, look at the viewfinder with your left eye, and
shoot.

Alternatively, place the camera on a hard, stable surface, such as the ground, a rock,
or a tree stump. The camera can be tilted a little if necessary by placing a pebble or a
lens cap under it. If a cable release is not available, try to set the timer to a two-second
delay.

Try to choose a natural pose (standing or kneeling, but no bending or squatting),
stay relaxed and calm when you follow the techniques described here. Moderation in
all!

Check the bracketed images as soon as possible. It is easy to make mistakes and
mess up the entire sequence. If you wait, the opportunity of repeating the HDR shots
may disappear (the church may close, the sun may go down, the museum may become
too crowded).

5.3.2 Semi-Manual HDR Shooting

The previous section dealt with the situation where a tripod is not an option and the
HDR bracketed sequence has to be shot with the camera held by hand. This section
assumes that a tripod is available, the camera has an AEB mode, but that mode is
limited to only three exposures, perhaps with a maximum exposure step of 2EV. We
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explain how the basic AEB mode of your camera can be extended to shoot a longer
HDR sequence, in some cases up to 12 exposures long. Such bracketed sequences may
save the day in cases where the scene has a very high dynamic range (VHDR).

The basic idea is very simple, but it takes some practice to make it perform flaw-
lessly. You set the AEB mode to three images, set the camera to aperture priority (Av),
shoot three bracketed images, change the camera to manual (M) mode, and shoot an-
other sequence of three bracketed images. Care should be taken to adjust the exposure
compensation, so the right exposures would be used in each sequence of three shots.

The main point is to do all this without moving the camera, which requires practice.
Changing the shooting mode is done by turning a control wheel, and this may move the
camera slightly and disrupt the composition. High-end DSLRs often have one or two
custom modes (labeled C1 and C2 on Canon and U1, U2 on Nikon cameras). Each
of these modes can be exploited to add three more bracketed images in AEB to the
sequence, for a total of 12 such images.

Here are the main steps to obtain a bracketed sequence of six HDR shots in modes
Av and M. We first show how to program the camera.

Set the camera to Av mode. Set the ISO and aperture to the correct values.

Set the AEB mode to three exposures with an exposure step of 1EV (i.e., +1EV,
0EV, �1EV).

Compose and check the shutter speed. This will be the 0EV-exposure shutter speed.
Write it down (let’s say it is 200).

Now set the camera’s exposure compensation to +1EV. This important step has
the e↵ect of shifting the bracketed sequence up 1EV, ending up with +2EV, +1EV, and
0EV exposures.

Carefully change to manual mode. Set the camera to the same aperture and make
sure the ISO is the same as before.

Now comes the simple “trick.” The Av mode is going to produce the +2EV, +1EV,
and 0EV exposures (at, say, a shutter speed of 200), so the M mode should produce the
�1EV, �2EV, and �3EV exposures. This is easily achieved by twice doubling the 200
shutter speed to 800.

Once this is done, the bracketed images are shot in a sequence similar to the fol-
lowing:

Switch to the Av mode and leave your fingers on the mode control. You will have
to switch to the M mode soon, and you should be able to do this without looking at the
control wheel.

Make sure you still have the correct composition and that the shutter speed is the
same as before (we assumed 200, but because of the 1EV exposure compensation it
should now be 100).

Press the shutter release to take the first three bracketed shots. It is best to use a
cable release and operate it with your other hand.

Switch to the M mode carefully, making sure not to disturb the composition.
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Press the shutter release again to take the second set of three exposures.
That’s all, but check the entire sequence immediately. Experience with this tech-

nique indicates that the most crucial step is to turn the mode control wheel from Av
to M without disturbing the camera’s position and orientation. With some experience,
however, you may be able to obtain a sequence of six exposures that can later be pre-
cisely aligned by software. Some users claim that it is better to have the camera on a
solid surface instead of on a tripod, and to press it with one hand for extra stability, but
you should judge for yourself.

⇧ Exercise 5.4: Show how to take a sequence of six HDR images using just the manual
(M) mode.

⇧ Exercise 5.5: Is it always better to shoot more bracketed images?

The remainder of this chapter discusses exposure fusion and tone mapping in some
detail. A few simple algorithms are described.

It is more important to click with people than to click the shutter.
—Alfred Eisenstaedt.

5.4 Exposure Fusion

Exposure fusion (or exposure blending) is the process of combining a set of bracketed
images by selecting the pixels with the highlight details from the underexposed images
and selecting the pixels with the shadows details from the overexposed ones. Those
pixels are then combined into the final LDR file. This process does not change the bit-
depth of the pixels, which is why exposure fusion can be considered a weighted average
of the original, bracketed images.

An exposure fusion algorithm constructs the final image pixel by pixel. For each
position P in the final image, the algorithm scans position P in each of the bracketed
images and selects the best pixel from one of them based on selection criteria such as
exposure, contrast, and saturation. The algorithm does not process any pixels, does
not perform any numerical manipulations, does not generate an HDR file, and does not
perform tone mapping. The final LDR file is created in a format that can be directly
displayed and printed.

However, like any approach, technique, or algorithm, exposure fusion may have
variants. For example, it is possible to simply average the pixels of the bracketed images.
Given five images, the software scans them pixel by pixel. It adds five corresponding
pixels, divides the result by 5 and rounds it o↵. (This can easily be obtained in Photoshop
by combining layers.) Alternatively, the software may ask the user to assign weights to
the images, and compute each final pixel as a weighted sum.

The advantages of exposure fusion are the following:

Every pixel in the final LDR image comes from one of the original, bracketed images.
No pixel has been created by processing, editing or by computing. The result is an LDR
file that looks natural because none of the original colors has been modified.
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Exposure fusion does not amplify image noise the way local tone-mapping does.
(Image noise may be the result of high ISO, night photography, or shallow DOF.)

Exposure fusion is more intuitive than tone mapping, so users find it easier to use
and to learn the meaning of the various parameters.

However, exposure fusion has its shortcomings, the chief ones of which are the
following:

The final LDR image has little local contrast. This can be improved by image
processing software later.

The method is fast, but the entire set of bracketed images should reside in memory.
If you hate to wait a long time, make sure the computer has much memory available
(preferably physical, not virtual, memory).

Exposure fusion requires several bracketed images. Tone mapping may sometimes
produce acceptable results from a single image.

The precise details of the exposure fusion algorithms used in commercial software
are proprietary, but the following paragraphs describe a few approaches to such an
algorithm, the main controls and parameters available to the user, and how they a↵ect
the final blending of the bracketed images.

The simplest approach is to blend images manually, using photoshop or similar
software that supports layer masks. Each bracketed image becomes a layer and the
user selects the best part of each layer while masking o↵ the rest. We can refer to this
technique as handmade HDR (more accurately, handmade exposure fusion). In most
cases, this approach is too time consuming, but with patience and experience, a user
may obtain perfect results every time

An interesting variant of this technique is to first use tone-mapping to generate an
HDR file, and then use layer masks to manually combine this file with the best parts of
the bracketed images.

Another simple technique is to simply average all the bracketed images. If the result
is satisfactory, there is no need to do anything else, unless the user wants to try other
approaches.

A slightly more time consuming is to average just two of the bracketed images. If
there are, for example, five such images, then two can be selected from among them in�5
2

�
= 10 ways, several of which may produce satisfactory results.
More complex approaches may involve an algorithm that generates the final LDR

image pixel by pixel. When working on the pixel at location P , the algorithm checks
the pixels at this location in all the bracketed images and selects one of them based on
the values of parameters set by the user, or computes an average of some of these pixels.
Here are some of the parameters used in practical algorithms.

Strength (or accentuation). This parameter adjusts the amount of local contrast
enhancements. In a high contrast area of an image, it is common to have pixels that di↵er
much from their near neighbors. At each pixel location P in the final LDR image, the
algorithm checks the local contrasts of the pixels in location P in each of the bracketed
images and selects the image that corresponds to the value of the strength parameter.
If this parameter is set to a large value, the algorithm selects the image where location



626 5.4 Exposure Fusion

P has the largest contrast and copies the pixel found there to the final LDR image.
If the parameter is set to a smaller value, the algorithm may select the image where
location P has the second or third largest contrast and copies the pixel located there to
the final LDR image. Thus, this parameter controls the amount of detail in areas where
the bracketed images feature local contrast.

Blending Point. Often, we want to brighten or darken an image non-uniformly. We
may want to brighten the bright areas in order to see more details in the shadows in
these areas. Alternatively, we may want to brighten the dark regions, in order to see
more of the weak highlights in those regions. The blending-point parameter controls
the weighting assigned to the overexposed and underexposed images. Higher values of
this parameter favor those bracketed images that are overexposed, which results in a
brighter final LDR image. Lower values favor the underexposed bracketed images, and
this produces a somewhat darker final image. Another way of describing this control is:
It lets the user see either more of the bright source images with their highlights or more
of the darker images with details in their shadow areas.

Shadows. If the entire scene is dark, the user may want to brighten the dark areas
(shadows) without a↵ecting the midtones and highlights. This adjustment is controlled
by the shadows parameter, which is very similar to the Shadow/Highlight dialog box in
Photoshop.

Sharpness. As its name implies, this parameter controls the amount of sharpness in
the final LDR image. Sharpening an image is an important operation found in any image
processing software. It is achieved by increasing the contrast between pixels located on
the two sides of an edge. The software has to identify an edge (a narrow path in the
image where the pixels on one side are bright and the pixels on the other side are dark)
and increase the contrast by darkening the dark pixels and brightening the bright ones.
In the case of exposure fusion, the software has first to locate an edge in at least two of
the bracketed images. It then moves along the edge, selecting at each position the image
where the two pixels have the largest contrast. These pixels are moved to the final LDR
image.

The problem with sharpening an image is overdoing it. It is easy to end up with
a noisy image that also features pronounced thin halos around edges in the final, sharp
image. Halos are a problem with tone mapping, which is why one of the advantages
of exposure fusion is being able to avoid halos. Thus, be careful with this parameter.
Large values of the sharpness parameter produce a final image that may look surreal.

Professionally, sharpening is done by increasing the acutance. Acutance is a measure
that describes how quickly image data transitions at an edge. High acutance implies an
image with sharp transitions and detail; a sharp image.

Color Saturation. In order to select a pixel for location P in the final image,
the software checks location P in each of the bracketed images and selects an image
depending on the value of the color saturation parameter. If this parameter is as its
minimum, the least saturated image is selected and the pixel at location P is moved to
the final image. (Large saturation corresponds to intense colors.)

Black Clip. This parameter specifies a certain shade of gray as a threshold. The
software then clips gray pixels that are below the threshold and changes them to black.
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The e↵ect is to remove details in the dark areas of the final image.

White Clip. All bright pixels above a certain gray threshold are changed to pure
white. This removes details in bright areas. In a sense, the two clip parameters serve as
brightening and contrast controls.

Midtones Adjustment. In addition to adjusting the bright and dark areas of an
image, the user might want to control contrast by brightening or darkening only the
midtones, which is done by this parameter. Positive values of the parameter brighten
the image but reduce the overall contrast. Negative values darken the image and increase
overall contrast.

By setting the parameters above to di↵erent values and experimenting, the user
can control the amounts of brightness, darkness, and contrasts in certain parts of the
final image, and in this way bring out details in the shadows, midtones, or highlights.
Properly done, such a process generates a final LDR image whose dynamic range is
greater than that of any of the original bracketed images.

A variant is a similar algorithm that assigns default values to these parameters, so
that the user can run the algorithm without making any decisions. Such an algorithm
is fully automatic, but may fail in many situations.

Radius. This parameter is more complex than the ones described above. It may
require a long execution time, but may also produce better (i.e., higher dynamic range)
results. The exposure fusion algorithm computes each pixel P in the final image as a
weighted average of the pixels at location P in all the bracketed images. The weights
vary all the time and are determined by looking at an area centered on P . The radius
parameter specifies the size of the area. The more uniform the area, the higher the
weight assigned to the bracketed image. Larger areas tend to reduce halos and result in
a finer final image, at the price of slow execution.

5.5 HDR Radiance Maps

Exposure fusion is one approach to HDR. The other approach is HDR/tone-mapping,
a two-step process. First, the set of bracketed images is scanned and its pixel values
are used to prepare a large HDR file where each color component of a pixel is typically
assigned 32 bits, so it may represent a huge range of brightness (luminance) values. The
formal name of such a file is an HDR radiance map, because it maps radiance (brightness
or luminance) values from LDR images to an HDR file. In the second step, the radiance
map is used by a tone-mapping algorithm to create a small, LDR file, where all areas
of the scene are visible. Very bright areas are now less bright, details in saturated areas
that used to be invisible are now visible, and very dark areas are now bright enough for
many of their details to be clearly visible. This section discusses an algorithm, due to
[Debevec and Malik 97], to create a radiance map from a set of bracketed images.

Shutter speed (actually, exposure duration) is one of the three components of ex-
posure. Varying the shutter speed is one way of increasing and decreasing the exposure.
Specifically, doubling the exposure duration doubles the amount of light arriving at the
image sensor, while halving the exposure duration cuts the amount of light in half. Thus,
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we can express the exposure X itself as the product E �t, where E is the luminance (or
radiance, in units of candela per square meter) and �t is the exposure duration. It is
easy to reduce any of these quantities while increasing the other without a↵ecting the
total exposure X. This fact, which is also true for film, is referred to as reciprocity and
it lies at the bottom of our algorithm.

The process of preparing a picture in a digital camera is discussed in Section 2.11.4.
The shutter opens to expose the image sensor to light and the electrical charges in the
photosites are converted to numbers (grayscale values) that are stored in the camera’s
internal memory bu↵er (not the flash memory card) to become the future image file
(raw or JPEG). This is followed by raw conversion where some demosaicing algorithm
is employed.

Each pixel is now stored in the image file as three numbers, for the three color
channels. We now separate the image into three color arrays and apply the algorithm
separately to each array. In each array, each pixel is a number that we denote by Z. The
first step is to determine the relation between the actual exposure X and the final pixel
value Z. These quantities are related; the stronger the exposure X, the larger the final
pixel value Z, but the relation is not simple (it is not linear) because of the ever-present
noise in the photosites and because of the complex procedures that lead from the initial
exposure to the final, digital pixel values. We therefore denote Z = f(X), where f is
an unknown, nonlinear function. All we know about f is that it is monotonic; larger
X values must result in larger Z values. Because it is monotonic, f has an inverse and
we can write X = f�1(Z). (Figure 5.6 shows why a non-monotonic function does not
have an inverse. The function y = f(x) in the figure has the value y for both x1 and x2.
Thus, f�1(y) is not uniquely defined.)

f(x)

x
1

x
2

x

y

Figure 5.6: A Non-monotonic Function.

Once function f has been determined, we can use the Z values to compute the
corresponding X values, and from them, the radiance values E from X = E �t (natu-
rally, the shutter speeds of the bracketed images are known). What we are looking for
are the radiance values for points in the original scene, and we assume that these are
proportional to the radiance values E that the algorithm would compute. Thus, the E
values computed for all the color channels of all the pixels would become the radiance
map, and the assumption is that this map is proportional to the actual radiance values
of the scene.

The input to our algorithm is the set of P bracketed images j, each consisting of
N pixels and each exposed for a known duration �tj . We assume that the images are
perfectly aligned and that the original scene was static (no moving objects). Another,
implied assumption is that the images were shot fast enough, so that lighting conditions
did not change during the exposures. We denote the final number assigned to pixel i of



5 High Dynamic Range 629

image j by Zij , where index i varies from 1 to N . Based on these assumptions and on
the reciprocity of images, we can write

Zij = f(Ei�tj) or f�1(Zij) = Ei�tj .

Taking the natural logarithm of both sides yields

ln f�1(Zij) = lnEi + ln�tj or g(Zij) = lnEi + ln�tj , (5.1)

where g
def= ln f�1. Notice that Zij and �tj are known, whereas both g and the N

radiance values Ei are the unknowns in Equation (5.1). This equation is really a set of
P ·N equations for the P bracketed images and the N pixels of each. Notice that we do
not need the precise mathematical expression for g, only the P ·N values it computes for
the Zij values that constitute its (finite) domain. The developers of this algorithm use
the technique of linear least squares (whose details are outside the scope of this book)
to obtain this information, and once it is available, Equation (5.1) can be rewritten with
the remaining unknowns Ei on the left side in the form

lnEi = g(Zij)� ln�tj . (5.2)

In principle, Equation (5.2) can now be solved and the P unknown luminance
values Ei determined and written on the final radiance map file. However, a substantial
improvement is obtained when this equation is generalized to include all j bracketed
images with weights assigned to each. Higher weights are given to those images j where
Zij , the number assigned to pixel i, is close to the middle of the range of the response
function g. The e↵ect of such weights is that saturated pixels are ignored. To define
these weights, we first determine the smallest and largest Zij values in all the bracketed
images and denote them by Zmin and Zmax, respectively. We then define the weights
w(z) as

w(z) =
⇢

z � Zmin, for z  1
2 (Zmin + Zmax)

Zmax � z, for z > 1
2 (Zmin + Zmax) . (5.3)

Finally, Equation (5.2) can be rewritten, with the weights defined by Equation (5.3), as
the weighted sum

lnEi =
PP

j=1 w(Zij)[g(Zij)� ln�tj ]PP
j=1 w(Zij)

. (5.4)

Equation (5.4) is written and solved N times, for all N pixels, and the only remain-
ing decision is how to write such numbers, that may vary over a huge range, on the final
radiance map. Pixel values are integers, which is why image file formats use integers
to represent color values. However, because of the wide range of the radiance values, it
makes sense to use floating-point numbers (Section 5.9) to represent them. The simplest
floating-point representation assigns a single-precision floating-point number to each ra-
diance value. Much space can be saved in the file by having a common floating-point
exponent for the three color channels of a pixel. In this way, each pixel is written on
the file as four numbers, three mantissas and one exponent. It now takes four numbers
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to express a pixel, instead of the three traditional integers, so the file space needed
is increased by a factor of 4/3 or about 33%. This scheme, known as the hdr format
and described here, originated with the RADIANCE simulation and rendering software
[Ward 94], where each of the four numbers of a pixel is stored in a byte. Another popular
format for radiance maps is OpenEXR [openexr 14].

The hdr format stores each radiance value in a four-byte rgbe scheme where the
first three bytes contain the floating-point mantissas of the rgb color channels and the
fourth byte is the common floating-point exponent. (The exponent consists of a sign
bit followed by seven bits of magnitude.) The floating-point value of, for example, the
green channel, is obtained by

byte2 + 0.5
28

· 2(byte4�128).

The 8-bit mantissa is divided by 28 because it is a fraction. The constant 128 = 27 is
subtracted from the exponent in order to convert it to a 7-bit two’s complement integer.

There are other formats suitable for a radiance map. A common format is floating-
point ti↵ which uses four bytes per color channel, for 12 bytes per radiance value. This
requires three times the storage space used by the hdr format, but allows for a huge
range of values, up to about 79 orders of magnitude.

5.6 Tone Mapping

An alternative to exposure fusion is HDR/tone-mapping. This is a two-step process
where step 1 (HDR) scans the entire set of bracketed images and generates a radiance
map (a large HDR file). This file is converted, in step 2 (the tone mapping), to a smaller
LDR file, while preserving the details of the highlights and shadows in the original
scene. The LDR file, whose dynamic range is limited, can then be displayed or printed
on common output devices. This seems like getting something for nothing, but as always
there is a price to pay. With tone mapping, the price is in the form of artificial colors,
which create the so-called HDR look. The colors of the final LDR file are di↵erent from
those of the objects in the scene, and one of the aims of any tone-mapping algorithm is
to end up with colors that resemble the original ones, that look natural, and that result
in a photographically-pleasing image that does not resemble a cartoon.

⇧ Exercise 5.6: HDR is one of the areas that elicit strong opinions and responses from
photographers, users, and readers. One claim is that HDR is unethical because it is
based on false colors and therefore distorts the truth that lies at the heart of the image.
Discuss this claim.

Formally, tone-mapping is a mapping from the wide range of luminance values in
the HDR file (radiance map) to a narrow range of values in the final, LDR file. Thus,
tone-mapping amounts to a compression of the luminance values. In principle, there
may be situations where tone-mapping expands a narrow range of values into a wider
range, but in practice we are interested in displaying or printing a scene with many
brightness levels on a display monitor or printer that is capable of handling only a small
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number of levels. The main goal of a tone-mapping algorithm is to end up with an image
that resembles the visual impression the photographer had when the original bracketed
pictures were taken. Another important goal of such an algorithm is to end up with an
LDR file whose dynamic range matches that of a typical display monitor or a current
printer. There are two types of tone-mapping algorithms, global and local.

Global algorithms (also known as global operators) perform the same operations on
each pixel regardless of its location in the image. Such algorithms tend to be simple and
are satisfactory for scenes with moderate dynamic range. Experience indicates that for
scenes of wide dynamic ranges, global tone-mapping algorithms tend to compress the
tonal range too much, with much loss of contrast and detail that leads to flat, detailless
LDR images. Given an HDR file with a wide dynamic range, its bright and dark areas
should ideally be treated di↵erently to preserve the big di↵erence between them. An
example of a global tone-mapping algorithm is gamma compression.

Currently, most digital images are in color, where a pixel is represented by three
numbers, normally the three color channels. A global tone-mapping method is applied to
the three color channels independently; the same operations are performed three times.

Local algorithms (also known as local operators) process a pixel depending both
on its brightness and its location in a bright or a dark area of the image. When a
local algorithm gets to the next pixel, the neighborhood of the pixel is first examined,
to determine how to map the pixel. Thus, local algorithms tend to be more complex
and slower than global tone-mapping methods. An example of a local tone-mapping
algorithm is adaptive histogram equalization.

Experience shows that treating the three color channels of a pixel independently
in a local tone-mapping algorithm often leads to colors that look artificial and wrong.
Thus, such an algorithm starts by transforming the color space of the source image
from three colors (such as RGB) to a luminance/chrominance color space. Such a space
consists of one achromatic component (called luminance even though it is not the same
as the luminance discussed in this chapter) and two chromatic components (often with
opponent colors such as red-green and yellow-blue). The local tone-mapping algorithm
is then applied only to the achromatic (luminance) channel.

We follow with a few simple global tone-mapping algorithms (see also Section 4.8).
Logarithm. A wide dynamic range W can be compressed to a narrow range N

by the simple rule N = log W . The base of the logarithm is normally 10 but can be
di↵erent. Figure 5.7 shows how the logarithm function compresses the input value in a
nonlinear fashion, a↵ecting mostly large input values. Thus, when the input W varies
from 1 to 10, the output N varies by one unit, from 0 to 1, but in order to vary the
output one more unit, from 1 to 2, the input has to vary from 10 to 100.

If the input range is the interval W = [0, a], then the transformation rule becomes
N = log(W +1). This is because the logarithm of zero is undefined. The smallest trans-
formed value is log 1 = 0 and the largest one is log(a + 1) def= b. Thus, the transformed
values lie in the interval [0, b]. If a di↵erent interval, for example [c, d], is needed, we use
the simple rule

log(a + 1)
d� c

b
+ c.

This rule transforms the number 1 to log 1 + c = c and transform b to bd�c
b + c = d.
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⇧ Exercise 5.7: In the United States, the credit worthiness of a person is often expressed
by one number called FICO. There are several FICO measures, of which the generic or
classic FICO score is an integer in the interval [300, 850]. Derive the rule to transform
this interval to [0, 100].

The logarithm tone-mapping algorithm is simple and does not always produce good
results. Its justification is that the response of the human visual system to large varia-
tions in luminance is also logarithmic (Section 2.11.11).

Power law. It turns out that the function x1/3 is very similar to the base-10
logarithm in the interval [1, 100], which is why it can be used as a global tone-mapping
algorithm. Figure 5.7 shows plots of both functions in this interval, generated by the
single Mathematica statement Plot[{Log10[x], 0.5 x^(1/3)}, {x, 1, 100}].
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Figure 5.7: Logarithm and 1/3 Power Law.

Ratio. The simple ratio function L/(L + 1) varies from 0 for very small L values
to 1 for very large values. Its plot is similar to those of the logarithm and power law.
An even more sophisticated choice of a ratio function is

L
h
1 + L

L2
w

i
L + 1

.

Figure 5.8 shows the behavior of this function for various values of the parameter Lw.
Notice that for large Lw, such as Lw = 100, this function reduces to the simpler L/(L+1).
For small values of Lw this function provides less compression of large inputs, which is
why it makes sense to include it in a global tone-mapping algorithm with Lw as a
user-controlled parameter.

Gamma. The gamma correction of Section 2.11.11 can also be used as a simple
global tone-mapping algorithm. The rule O = I1/� , with � > 1 compresses input values
I nonlinearly to output values O. This rule should be applied to each of the three color
components of a pixel. Typical � values are around 2.2.

Gamma correction with an image key. This is an interactive method based
on gamma correction, where the software computes a quantity called the image key, and
the user selects a gamma value based on this key. With experience, the user can often
select the right gamma value just by glancing at the key. The key L is defined as the
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g[Lw_] := (L (1 + (L/Lw^2)))/(1 + L);
Plot[{g[0.5], g[1], g[2], g[3], g[100]}, {L, 0, 5},
PlotRange -> {{0, 5}, {0, 1}}]

Figure 5.8: Ratios for Lw = 0.5, 1, 2, 3, and 100.

Euler constant e raised to the power of the average of the logarithms of the luminance
components l of the image pixels p. Thus

L = exp

2
4 1

N

NX
p2I

log(✏ + l(p))

3
5 ,

where I is an image with N pixels p and ✏ is a small value needed to make sure that the
logarithms are always defined (even if the luminance is zero).

The image key defined in this way corresponds to the overall brightness of the image,
a quantity that can be estimated from the histogram. An image with a low key would
be dark overall, with a histogram that peaks toward the left end. See the fourth image
from the top of Figure 2.144.

Black and white point correction. This transformation of pixels is not a com-
plete tone mapping, but should be included in any tone-mapping algorithm, or performed
as post-processing. It identifies two luminance values, perceived black b and perceived
white w, in the image. It then changes the pixels that have those values to pure black
and pure white, and finally transforms all the other pixels to lie in the interval [b, w].
The result is a reproduction of color that usually seems more pleasing to the eye.

The perceived black and white points are not simply the darkest and brightest pixels
of the image, because those may be outliers. (One pixel may be very dark because of
image noise and may therefore not represent the darkest tones of the image.) Instead,
both b and w are defined statistically, by means of the histogram of the image. We
first convert the pixel representation to a luminance/chrominance color space and then
construct the histogram of the luminance values. Suppose that there are n distinct
luminance values and there are h(i) pixels with luminance value i (h is a bin in the
histogram). Denoting the total number of pixels by N , we therefore have

N =
nX

i=1

h(i).
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Now consider the cumulative histogram H(j), the total number of pixels in the first j
histogram bins

H(j) =
jX

k=1

h(k).

As j gets bigger, H(j) grows or stays the same, but never shrinks. We now define b as
the luminance value associated with bin j where H(j) is the closest to 0.01N (i.e., 1%
of N). Similarly, w is defined as the luminance value associated with bin j where H(j)
is the closest to 0.99N .

Once b and w have been determined, the N pixels of the image are scaled by the
rule

O(p) = (I(p)� b)/(w � b),

where I(p) is a color component of pixel p. The three color components of each pixel
are transformed. If the result O(p) is negative, it is clipped to 0. If it is greater than
w, it is clipped to 1. Thus, a scaled color component of a pixel is always located in the
interval [0, 1].

5.6.1 Photomatix Tone Mapping

As has already been mentioned, tone-mapping algorithms in commercial software are
proprietary and their details are fiercely guarded by software makers. This section
discusses the options and controls o↵ered by the tone-mapping algorithm of photomatix.

Brightness. Adjusts the overall brightness of the tone-mapped image.

Tonal range compression. Moving this control to the right shifts both shadows and
highlights toward the midtones. This limits (or compresses) the dynamic range. Sliding
to the left emphasizes the di↵erence between bright and dark tones ad results in less
compression (and higher dynamic range). This control a↵ects the way that tones from
the large, 32-bit HDR file are compressed into the smaller tonal space, but the overall
e↵ect is a contrast change.

Contrast adaptation. As the software scans and processes pixels, it has to decide
how much the average brightness of the entire image should a↵ect the intensity of the
current pixel that’s being processed. Moving to the right results in more pronounced
colors, while sliding this control to the left tends to create a natural look.

The first three controls work together to adjust overall brightness and contrast.

White point. Selects the value of the maximum of the tone-mapped image. Moving
to the right increases global contrast, while sliding to the left reduces highlights clipping.
Note that this slider and the next one do not work in real time. Their e↵ect is seen only
after the user lets go of them.

Black point. Selects the value of the minimum of the tone-mapped image. Moving
to the right increases global contrast, while sliding to the left reduces shadows clipping.
It helps to think of the two “point” controls as the white point and black point in the
“levels” dialog box that is commonly found in image editing program
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Color temperature. Adjusts the color warmth of the final, tone-mapped image
relative to the temperature of the large, HDR source image. Note that color warmth
(warm or cool), is not the same as the color temperature of Subsection 1.4.1. Moving
to the right produces warmer (yellow-orange) colors. Sliding to the left results in cooler
colors.

Color saturation. This adjusts the color saturation of the final, tone-mapped image.
The more saturation, the more intense the color, This slider a↵ects each color channel
equally. Note that the contrast adaptation control also adjusts saturation, but does
so adaptively, taking into account the average brightness of the entire image. Color
Saturation is a global saturation adjustment.

5.7 HDR Time-Lapse

Section 4.3 discusses the important topic of time-lapse and explains how to produce a
time-lapse sequence of images with the help of CHDK. Here, we discuss HDR time-
lapse, a combination of two major techniques of digital photography. The main steps
of this process are the following: (1) Shoot a sequence of HDR image sets, where each
set consists of a small number, typically three or five, of bracketed HDR images. (2)
Convert each set to a single HDR image. (3) Convert the resulting set of HDR images
to a single time-lapse.

We first discuss the steps required in the field, to prepare the camera and inter-
valometer for such a time-lapse. The first step is to prepare the camera for HDR. It is
important to maintain the same DOF throughout the shooting, so the camera should
be set to aperture-priority mode and the correct aperture dialed. The user should also
select an appropriate ISO value and set the camera to shoot bracketed sets of 3, 5, or
even 7 images per set, bracketed by the appropriate number of stops. (In some cameras
these values may have to be explicitly saved before they can be used.) Choosing the
appropriate values for the aperture, ISO, and stops is, like many things in photography,
a matter of taste and can be acquired and honed with practice and experience. Next
comes the drive (or burst speed) mode. The camera should be set to automatically take
a number of shots each time it is triggered. Finally, the metering type (spot, evaluative,
center-weighted, etc.), output format (raw or the highest-quality jpeg) have to be se-
lected and set. It is important to use the correct settings because the shooting may take
hours or more; better do it right the first time. The details discussed here may di↵er
from camera to camera, but an experienced photographer can easily master them.

An intervalometer is important for any time-lapse project, and especially so when
HDR is also included. Here are the typical settings for our time-lapse project. Assuming
that the camera is set to take three shots per second and each HDR set consists of three
shots, the intervalometer should be set for (1) one second shots, (2) every, say, 15
seconds, and (3) the total number of shots (or it can simply be set to infinity, which
means continue until stopped by the user). In the absence of an intervalometer it is
possible to tether the camera to a computer and use remote control software to trigger
the camera.

The next step is to verify that the tripod is stable (no vibrations during the long
process), the camera’s shoulder strap is o↵ (to minimize vibrations in windy conditions),
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the battery is fully charged (or there is another power source), the memory card has
room for the huge amount of images expected, and the composition is right.

Finally, we are ready. The “start” button on the intervalometer is pressed and
shooting starts. It is important to listen to the shutter, making sure it clicks the right
number of times every 15 seconds, so as not to waste hours producing a bad sequence
of images. The user can now leave the camera to do its job, but don’t go far away. Like
many other small, expensive items, cameras and photographic equipment can and do
get stolen.

Once the shooting is over, the remaining work is done indoors, at the computer. The
large sequence of images is first downloaded into the computer from the memory card.
Next comes the job of producing an HDR image from each sequence of 3 or 5 bracketed
images. It is important to have HDR software that can process a batch of bracketed sets,
and one candidate for this is PhotomatixPro from hdrsoft.com. It already has many
competitors and more are expected in the future. Such software has to be told certain
things such as (1) batch processing needed, (2) how many bracketed images in each set,
(3) the format of the output (raw or jpeg), (4) the particular tone mapping algorithm
the user wants, (5) whether to align the images (important, especially for long time-
lapses, because even small vibrations may become magnified in the HDR processing).
Once done, the software starts running, displaying a progress report, but not showing
any images.

Note. It makes sense to save the sequence of final HDR images in jpeg, in order to
save space, and also because commercial time-lapse software often requires its input to
be in this format.

Once the HDR software has run for a minute or two, it should be paused and the
first few HDR images that it had produced be checked by the user. This saves time
because HDR processing of long sequences may take hours.

When the batch HDR has finished, its output becomes the input for the last step,
that of stitching the HDR images into a time-lapse video. Several software systems are
available for this task, they run on di↵erent platforms and may range in price from free,
to inexpensive, to moderately priced. Such software has to be told the following: (1)
The video codec (such as h.264, MPEG-4, DivX), (2) the quality of the output, (3) the
number of frames per second (fps), (4) the size and perhaps also the aspect ratio of the
final video frames, and (5) the name and location of the video file it will generate.

To summarize, The equipment needed in the field is a camera that supports bursts
of images and image bracketing, a sturdy tripod, and an intervalometer. On the com-
puter, at home, there should be HDR software that supports batch processing, and also
time-lapse software. However, the most important “thing” needed is the right scene!
Section 4.3 lists examples of suitable scenes for a time-lapse, but an HDR time-lapse
also requires a scene with a high dynamic range.
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5.8 HDR Software

No discussion of HDR is complete without a survey of the available software. The list
of HDR applications in this section is limited to only 10 choices. These are listed alpha-
betically, because any ranking is necessarily a matter of the writer’s opinion. Some, but
not much, information is included with each application, because my private experience
with them varies considerably.

Artizen HDR, from www.supportingcomputers.net. This software includes an
image editor and has many features, but is available only for Windows.

Dynamic-Photo HDR, from www.mediachance.com. It has simple controls and is
available for both Windows and Macintosh, but seems less powerful and general than
other solutions.

easyHDR, from www.easyhdr.com. Simple and easy to use, generates good results
in many cases. Inexpensive. Available only for Windows. One point to note is that this
software cannot save presets, which may annoy experienced users.

Essential HDR, from www.imagingluminary.com. Ease of use is the main selling
point of this software, which is available only for Windows. The final LDR images
produced by this software seem interesting, but may sometimes be far from the original
scene. We may perhaps consider the result more artistic than realistic, but there is
nothing wrong with that.

HDR Darkroom, from www.everimaging.com/. Another easy-to-use software, in-
expensive and available for both Windows and Macintosh. It seems that its makers have
tried hard to fine-tune this software to produce realistic results.

HDR PhotoStudio, from www.unifiedcolor.com. Similar to the above. Simple
and easy to use. Produces realistic, rather than artistic, LDR images, which may be all
that certain users want.

Luminance HDR, available from qtpfsgui.sourceforge.net, so it is free! It is
still being developed and improved, but at present it seems a bit cumbersome to use.
Available for both platforms.

Photomatix Pro, from www.hdrsoft.com. Considering its power and performance
relative to its price, this HDR software, available for both platforms, is highly recom-
mended, and not only by me. It o↵ers both exposure fusion and tone mapping, with
many controls and options. This software is under continual development, so we can
expect even more performance in the future.

Photoshop CS5 HDR Pro, from adobe.com. Obviously, photoshop is much more
than an HDR tool, which is why it is so pricey. However, doing HDR in photoshop has
the advantage that the image can be edited easily and that so many photographers are
familiar with the software.

Picturenaut, from www.hdrlabs.com is available only for Windows but is simple to
use and is free! In spite of its limited set of features, it generates realistic images
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⇧ Exercise 5.8: Search for more HDR applications.

Photography is a love a↵air with life.
—Burk Uzzle.

5.9 Floating-Point Numbers

We use decimal numbers because we have 10 fingers. Computers use binary numbers
because (1) it is easier to build electronic devices with two states than it is with 10
states and (2) arithmetic operations with binary numbers are especially simple and can
be expressed as logical operations. More information on binary numbers can be found
in any text on computer organization.

Binary integers are easy to understand. Each bit corresponds to a power of 2 and
those powers increase as we move from right to left. Thus, the integer 1101001 has the
value 26 + 25 + 0 + 23 + 0 + 0 + 20 = 64 + 32 + 8 + 1 = 105. In mathematics, integers
can be large without limit, but space in a computer is limited. Thus, the memory of
a computer is divided into words and an integer can be stored either in one word (a
single-precision integer) or in several consecutive words (a multi-precision integer). A
word size of eight bits is known as a byte. The largest integer that fits in an n-bit word
consists of n ones and has the value 2n � 1.

In practice, negative numbers are often needed, so the binary integer representation
reserves an extra bit for the sign; 1 for negative and 0 for a nonnegative integer. An
n-bit word is divided into the sign bit (on the left) followed by n� 1 bits of magnitude.
The maximum integer value stored in such a word is therefore 2n�1 � 1.

For several important reasons, negative integers are constructed as two’s comple-
ment. The positive value is first complemented (each bit is swapped with its comple-
ment) and the result is incremented by 1. Thus, the two’s complement of +5 = 0|101 is
obtained by

0|101! 1|010 + 1 = 1|011.

This is a general rule. It is used to obtain the two’s complement of either a positive
or a negative number. The reader can easily verify this by applying the rule to the �5
above.

A two’s complement integer stored in an n-bit word has a sign bit (on the left) and
n � 1 bits of magnitude. The total amount of signed integers that can be represented
in n bits is 2n. Of these, 2n�1 � 1 are positive, one is zero, and the remaining 2n�1

numbers are negative. In the two’s complement representation there is always one more
negative integer than positive integers.

In addition to integers, non-integers are also required in computations. Such num-
bers are represented in current computers in a format called floating-point. Floating-
point numbers can be positive or negative, and they can also be very large or very
small fractions (i.e., very close to zero). The price we pay for this convenient feature is
precision. The representation of signed integers is precise. Any integer in the interval
[�2n�1, 2n�1�1] can be represented exactly in an n-bit word, but when the same n bits
are used to represent floating-point numbers, there can only be 2n such numbers. In
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principle, any interval of real numbers, even the smallest one, contains infinitely many
real numbers, but in the computer we are limited to a finite number of them.

A floating-point number is constructed as a pair of integers a (the mantissa) and b
(the exponent), where a is assigned more bits than b. Both parts are packed in one or
several words. We later show that the mantissa is actually a fraction, not an integer, but
for now we treat it as an integer. The floating-point number is now defined as a ·2b. This
is somewhat similar to the common scientific notation 123 ·10�17. Figure 5.9 shows how
an n-bit word is divided into a 1-bit sign, a large mantissa field and a small exponent
field.

b a s exp mantissa

(a) (b)
Figure 5.9: Floating-point numbers, (a) as two integers, (b) with a sign bit.

The word mantissa is a Latin term, perhaps of Etruscan origin, meaning a makeweight,
a small weight added to a scale to calibrate it.

Table 5.10 shows simple examples of floating-point numbers as pairs of two integers.
Note that none of the integers is very large or very small, yet some of the floating-point
numbers obtained are extremely large or are very small fractions. Also, some floating-
point numbers happen to be integers, although in general they are not.

a b a⇥ 2b value
1. 1 1 1⇥ 21 2
2. 1 10 1⇥ 210 1024
3. 1 20 1⇥ 220 ⇡ 106

4. 1 21 1⇥ 221 ⇡ 2⇥ 106

5. 15 �3 15⇥ 2�3 15/8 = 1.875
6. 1 �10 1⇥ 2�10 ⇡ 0.001
7. 10 �20 10⇥ 2�20 ⇡ 10⇥ 10�6 = 10�5

8. 100 �1 100⇥ 2�1 50
9. 1234 �100 1234⇥ 2�100 ⇡ 1234⇥ 10�30

10. 1235 �100 1235⇥ 2�100 ⇡ 1235⇥ 10�30

Table 5.10: Examples of floating-point numbers.

The following important properties of floating point numbers are clearly illustrated
by the table:

The magnitude of the number is sensitive to the size of the exponent b.

The sign of b is an indication of whether the number is large or small. Values of b
around 20 result in floating-point numbers in the range of a million, and a small change
in b (as, for example, from 20 to 21) doubles the value of the floating-point number.
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Floating-point numbers with positive b tend to be large, while those with negative
b tend to be small (often less than 1). This is not always true, as example 8 shows, but
that example is atypical.

The function of the mantissa a is not immediately clear from the table, but is not
di�cult to see. The mantissa contributes the significant digits to the floating-point
number. The numbers in examples 9 and 10 are both very small fractions; they are not
much di↵erent (the di↵erence between them is 10�26), but they are not the same.

This section is just a short survey of floating-point numbers. The only detail dis-
cussed here is floating-point multiplication, because this explains why the mantissa is a
fraction, not an integer. Given the two floating-point numbers x = a · 2b and y = c · 2d,
their product is x · y = (a · c)2b+d. The exponents are added and the mantissas are
multiplied.

It is easy to multiply integers, but the product a · c may often be too big. Recall
that the product of two n-bit integers can be up to 2n bits long. When this happens, the
least-significant bits of the product a · c should be cut o↵, resulting in an approximate
floating-point product x · y. Such truncation is natural when the mantissa is a fraction
of the form 0.bbb . . ..

This is why the mantissa of a floating-point number is always a fraction, rather than
an integer. Thus, a mantissa of 10110 . . . 0 equals 0.10112 = 2�1 + 2�3 + 2�4 = 11/16.
The mantissa is stored in the floating-point number as 10110 . . . 0, and the (binary) point
is assumed to be to the left of the mantissa. This explains the term mantissa and also
implies that the examples in Table 5.10, where the mantissas are integers, are wrong.
The examples of Table 5.11 feature fractional mantissas and are realistic. The values of
the exponents and the mantissas are listed in Table 5.11 in both binary and decimal.
It is clear that the smallest m-bit mantissa is 00 . . . 01 = 0.00 . . . 012 = 2�m (a small
fraction), and the largest one is 11 . . . 1 = 0.11 . . . 12 ⇡ 0.99 . . . 910 (very close to 1).

From the Dictionary
The decimal part of a logarithm is called mantissa. This word comes from the Latin
mantisa, meaning addition or make weight, because the decimal part comes in addition
to the integral part (the characteristic) of the logarithm.

a (binary) a (decimal) b (binary) b (decimal) a⇥ 2b value

1 1000 2�1 = .5 1000 0 1/2⇥ 20 1/2
2 0100 2�2 = .25 1001 1 1/4⇥ 21 2/4 = 1/2
3 0010 2�3 = 1/8 1010 2 1/8⇥ 22 4/8 = 1/2
4 0001 2�4 = 1/16 1011 3 1/16⇥ 23 8/16 = 1/2
5 1010 2�1 + 2�3 = 5/8 0001 �7 5/8⇥ 2�7 .0048828125
6 1111 15/16 0110 �2 15/16⇥ 2�2 .234375

Table 5.11: More examples of floating-point numbers.

Another feature of floating-point numbers is apparent from Table 5.11. Examples
1–4, even though di↵erent, all represent the same number, namely 0.5. It turns out
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that there are usually several (even many) ways of representing a given number as a
floating-point number, as illustrated here

mantissa exp. mantissa exp. mantissa exp. mantissa exp.
10002 4 01002 5 00102 6 00012 7

These four numbers have the same value (what is it?), because each was obtained from
its predecessor in two steps. First the exponent was incremented by 1—which resulted
in multiplying the number by 2—then the mantissa was shifted to the right—which has
divided by number by 2—e↵ectively canceling the change in the exponent.

Which of those di↵erent representations is the best? The first one, because this is
where the mantissa is shifted to the left as much as possible, allowing for the maximum
number of significant digits. This representation is called the normalized representation
of the floating point number, and every floating point number, except zero, has a unique
normalized representation. Zero, by the way, can be represented as a floating-point
number, with a mantissa of 0 and any exponent. However, the best representation of
floating-point zero is a number of all zeros, since this makes floating-point zero identical
to integer zero, simplifying a comparison between them.

We therefore conclude that the smallest normalized mantissa is 10 . . . 0 = 0.12 = 0.5,
regardless of the size of the mantissa.

The arithmetic hardware circuits of current computers are therefore designed to
normalize every floating point result when it is generated, and also to test the mantissa
of every new floating-point result. If the mantissa is zero, the entire number is cleared
to make it a true floating-point zero.

(A joke.) Q: What is the dynamic range
of a bass trombone? A: On or o↵.



6
History of Photography

The following topics and periods in the history of photography are discussed in this
chapter: Early attempts, the miracle year 1839, collodion and wet-plate photography,
the dry-plate competition, George Eastman and Kodak, the emergence of 35 mm pho-
tography, the mature SLRs of Nikon and Pentax, the digital photography revolution, and
a short history of mobile cameras. The chapter concludes with biographies of eminent
and intriguing photographers and with a detailed timeline of photography.

The history of photography is a vast subject. Many a richly illustrated tome has
been written on this topic, and it is obvious that this chapter, long as it is, cannot
do this topic the justice it deserves. The reader will discover that some topics (color
photography, for example) are missing, and others are not given the detailed treatment
they deserve. However, I feel that any photography bu↵ who is not yet familiar with
the history of his field would find this chapter both useful and helpful.

The following books are just a few of the many references available on this topic,
[Newhall 82], [Hirsch 08], [Hannavy 07], [Warren 05], and [Gustavson 12]. Website
[Butkus 14] is invaluable for those interested in user’s manuals of old cameras.

There are also many online resources. A huge online Encyclopedia of photography
is available at [answers 14] and a 12-part video that explores the earliest days of the
photographic process can be found at [invention 15]. A long, illustrated, and very nicely
organized timeline of photographic history can be found in [historiccamera 19].

The following links may also be useful
rleggat.com/photohistory/index.html
photographymuseum.com, and
primenet.com/~sos/photopage.html.
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6.1 The Main Question

After many early attempts and fruitless trials, the first practical photographic methods
were developed in 1839, which begs the question of why was such an important invention
made so late in history? We know that all the materials and chemicals required for
photography were already available in the 15th century, as were the many brilliant
artists, engineers, architects, and renaissance men who were active during this period.
In principle, photography could have been invented and developed in the 1400’s, but
it had to wait 400 years until people started thinking of a machine that employs light
to automatically capture images. We first list the materials and chemicals needed for a
camera, for a light sensitive plate, and for fixing the image.

For the light-sensitive plate (metal or glass): Salt, soda, silver (for a silver chloride
or silver nitrate emulsion), gun cotton (for its nitrogen), sulfur dioxide, powdered sulfur,
sulfuric acid, and nitric acid.

For the aperture and shutter mechanisms: Cloth (for shutter curtains), iron (for
springs).

For the camera body: Wood, black paint, nails, strings, and leather.

For the lens: Glass (and how to cast and polish it).
Next is a list of renaissance figures that could have invented and improved photog-

raphy.

When Leonardo da Vinci moved to Milan in 1482, he presented its ruler, Ludovico
Sforza with a letter describing his talents and experience. Rather than painting him-
self as an artist, he claimed to be an engineer, proficient in the construction of war
machines. Not anticipating any war, Sforza saw Leonardo mostly as an engineer to
build machines for entertaining his guests. Unlike his paintings, most of which were
never completed, Leonardo’s entertainment devices were successful and helped secure
his name as a brilliant man of many talents. The following is an English translation of
the first few paragraphs of Leonardo’s letter:

Most illustrious Lord, Having now su�ciently considered the specimens of
all those who proclaim themselves skilled contrivers of instruments of war, and
that the invention and operation of the said instruments are nothing di↵erent
to those in common use: I shall endeavor, without prejudice to any one else,
to explain myself to your Excellency showing your Lordship my secrets, and
then o↵ering them to your best pleasure and approbation to work with e↵ect
at opportune moments as well as all those things which, in part, shall be briefly
noted below.

1) I have a sort of extremely light and strong bridges, adapted to be
most easily carried, and with them you may pursue, and at any time flee from
the enemy; and others, secure and indestructible by fire and battle, easy and
convenient to lift and place. Also methods of burning and destroying those of
the enemy.

2) I know how, when a place is besieged, to take the water out of the
trenches, and make endless variety of bridges, and covered ways and ladders,
and other machines pertaining to such expeditions.
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3) Item. If, by reason of the height of the banks, or the strength of the
place and its position, it is impossible, when besieging a place, to avail oneself
of the plan of bombardment, I have methods for destroying every rock or other
fortress, even if it were founded on a rock.

The many biographies of Leonardo make it clear that he had more than enough
talent, knowledge, and curiosity to come up with a breakthrough in photography. He
was also familiar with the camera obscura and understood its principles, and yet he did
not take the leap needed to record and fix photographic images.

Filippo Brunelleschi is best known today as the architect and builder of the great
dome of Santa Maria del Fiore cathedral in Florence. In addition to this great achieve-
ment he was also a jeweler, a sculptor, a re-discoverer of antiquity, and possibly also
the originator of the important technique of perspective. He was certainly a notable
example of a renaissance man, and yet he never seems to have wondered how to harness
the sun to draw pictures for him.

Leon Battista Alberti was perhaps the epitome of the renaissance man. He was a
humanist author, artist, architect, poet, priest, linguist, philosopher, and cryptographer.
He could easily have brought together the various building blocks of photography, but
he did not.

Antony van Leeuwenhoek was not a renaissance figure. He was a draper in Delft,
Holland. He became interested in lenses and some time before 1668 he discovered a
technique for making precision lenses. His lenses were extremely small, but their quality
was comparable to what is made today. He kept his method secret and used it to make
simple microscopes, with which he made many ground breaking observations. His story
shows that high quality, precision lenses were already available in the 1600s, yet at the
time no one thought of using them to make photographs.

Think about it. If photography had existed in the 1400’s or 1500’s, we might have
photographs of Leonardo at work, painting the Mona Lisa, of Michaelangelo painting the
ceiling of the Sistine chapel, of Shakespeare writing Hamlet, and of Johann Sebastian
Bach writing and performing music in Leipzig. Imagine images of Columbus, Vasco
da Gama, Magellan, and other important discoverers together with pictures from their
travels. The list of important historical photographs that we are “missing” is long.

Why is it that no one in the 1400’s, 1500’s, and even the 1600’s had the idea of
harnessing light to draw pictures? I believe the reason is that no one in those times
thought of the entities that we perceive with our senses as real-world quantities that
can be collected, manipulated, processed, and recorded. We can convince ourselves that
this claim is true by examining the way renaissance people were interested in automata.
Leonardo and others became experts in building machines that could mimic human
activities such as writing, playing music, walking, and dancing, and the point is that
their machines always took a human form. Today, a writing machine (typewriter or
printer) does not resemble a person, but inventors in the past thought it natural that
such a machine should look like a person writing. Today, a music player (CD player or
audio recorder) resembles a box, but in the past, music playing automata looked like a
person sitting at a piano or standing, holding a violin. The idea of printing (recording
text by machine) is old, but sound recording came much later, in 1877.
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Thus, the idea of employing light to record images had to wait until engineers and
inventors slowly abandoned the idea that machines that play should look like humans
that play and machines that write should look like humans that write. Once this mental
leap was made, the road was clear for inventions such as photography, sound recording,
the typewriter, the sewing machine, and others.

The following is a quotation from Secret Knowledge, a 2001 BBC documentary by
David Hockney.

Photography is usually seen as the start of something, but it is in fact the end
of something. The artist’s hand in the camera [obscura] was replaced by chemicals.
After the invention of photography, painters no longer had the monopoly on images you
could call “real,” “natural,” and true to life, so artists began to look elsewhere for other
ways of depicting reality. This 1889 van Gogh (Figure 6.1a) is not considered “real”
like a photograph. It’s a reaction against the photograph. Nor is this Byzantine Christ
(Figure 6.1b) considered true to life. It was done before artists discovered optics could
be used to make pictures.

Around 1870, an avant-garde emerged. They wanted to find fresh ways depicting
the world. Cézanne doubts the position of things. He is using two eyes. It’s more human.
Cubism in the early 20th century combines multiple viewpoints. But in the end, a single
viewpoint, a frozen moment, triumphed. With the advent of film and television, the
tyranny of the lens was complete. With the moving image, it is almost impossible to
have more than one viewpoint, but we are now at the end of chemical photography. A
new tool has arrived, the computer.

The computer allows us to manipulate images. Manipulate means to use the hand.
The hand is back in the camera. Chemical photography only lasted about 170 years.
Look carefully at this painting (Figure 6.1c, The Wave, by Bouguereau), painted in 1896.
Art history says Cézanne triumphed over this kind of painting, a kind which he thought
was dishonest madness. But the problem is, Bouguereau is closer to what we are seeing
today. In the 1890’s, Bouguereau was probably projecting photographs to make this.
You can see quite clearly the girl is lying on a table, oblivious to the wave about to crash
over her. It’s really an absurd picture. All he did is put in a back projection. He could
have placed her anywhere, just as you do on the computer today.

We seem to live in an arrogant age. In fact, the idea that there is not much to learn
from the past is rather disturbing. In some ways we might say we do know more, but we
seem to have forgotten some things that they knew in the past. We could say we still live
in a perspective nightmare. A single point of view will always restrict our perceptions.
There seems to be a great, big, beautiful world out there and we are hemmed in. Don’t
you want to get out, to see a bigger space? A bigger picture? I think we do. Exciting
times could be ahead.

David Hockney, Secret Knowledge, BBC 2001.
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(a) (b) (c)

Figure 6.1: Figures For Hockney Quote.

6.2 Early Attempts

Modern photography has its origins in the late 1830’s when two branches of knowledge,
one optical and the other chemical, converged in the work of several people and became
a practical reality. The optical component of photography was the camera obscura,
the predecessor of the camera. The chemical component was the discovery that certain
silver compounds are sensitive to light. We start with a short survey of these early
developments.

The literal meaning of the Latin term camera obscura is “darkened room,” and
the first surviving mention of the principle of this device appears in China in the early
5th century b.c.. It took a long time to realize that the camera obscura can create an
image of the scene in front of it. This important fact was first described by Alhazen
(Ibn al-Haytham) around a.d. 1000. The term camera obscura was coined by Johannes
Kepler in 1604. Painters in the 1500’s already employed dark rooms to draw and paint
pictures in correct perspective. The original idea was to darken a room and leave a
small hole in one of the walls. The scene outside that wall was then projected into the
room and was captured, upside down, on a screen or an easel. The artist simply traced
the outlines of the projected image, filled-in the details, and eventually added colors.
Reference [obscurajournal 14] is a short timeline of this historically-important device.

Rooms are stationary, which is why the scenes that can be observed from any
given room are limited, so the next step was to construct a camera obscura in a box, a
portable device which can be carried around and placed in front of an interesting subject.
Figure 6.2a shows the principle and illustrates how the projected image is upside down.
Part (b) of the figure shows how the image can be projected right-side up by installing
a 45� slanted mirror inside the box and projecting the image to the top, where it can
be traced.

One downside of the basic camera obscura was the dark projection, because very
little light passed through the small peephole. In 1589, in the 2nd edition of his important
book Magia Naturalis, Giovanni Battista Della Porta mentions the use of a convex lens
instead of the peephole. This simple improvement has greatly extended the capabilities
and popularity of the camera obscura.

Once it became possible, even easy, to trace and draw a scene with the help of a
camera obscura, the next natural step was to find a mechanical substitute for artistic
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(a)

(b)

Figure 6.2: A Camera Obscura.

skill, i.e., a way to automatically capture the scene projected in the camera obscura,
in all its small details, on a sheet of glass or paper. Recall that the term photography
means drawing with light, so the essence of photography is to eliminate any manual
drawing and let light itself produce an exact copy of nature. This is where the second,
chemical component of photography comes into play.

The chemical side of photographic history has to do with the e↵ect of light on certain
materials, most notably silver halides, such as silver bromide, chloride, and iodide. For
centuries, people have noticed that dyed fabrics fade and chlorophyll in plants turns
green when exposed to the sun. Over time, several observant scientists noticed the
special properties of silver salts. In 1661, Robert Boyle reported to the Royal Society
that silver chloride turned dark when exposed. Initially he believed that this was due
to air, but he later realized that this chemical was sensitive to light.

In 1614, Angelo Sala reported in a pamphlet that when powdered silver nitrate is
exposed to the sun, “it turns as black as ink.”

Johann Heinrich Schulze discovered in 1727 that silver nitrate is sensitive to light.
He dipped a piece of chalk in aqua regia (nitric acid) trying to repeat someone else’s
experiment, but the aqua regia he used was impure. It had a small amount of silver
nitrate. When he exposed the chalk to the sun he noticed that the exposed side turned
deep purple, while the unexposed side remained white. He tried to generate images of
objects in this way, but failed to fix them and make them permanent. After a while,
each image became completely black.

In 1806, Thomas Wedgwood, son of the well-known potter Josiah Wedgwood, tried
to produce silhouettes of objects placed on light-sensitive materials. He was assisted in
this work by the eminent chemist Sir Humphrey Davy, but even this distinguished pair
failed to keep their images, which they termed sun prints, permanent.

A halide is a combination of an element, such as silver, and a halogen. The halogens
are the chemical elements fluorine (F), chlorine (Cl), bromine (Br), iodine (I), and
astatine (At). When a silver halide molecule is exposed to light, the halide is separated,
leaving pure metallic silver that looks dark because it is unpolished.
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The following sections describe the early attempts that led to the birth of modern
photography. Specifically, the people and experiments that culminated in the annus
mirabilis of photography, the year 1839, where all of a sudden light has yielded its
secrets to several inventors and became the obedient servant of anyone who wanted
accurate copies of nature.

Wedgwood

The well-known potter Josiah Wedgwood employed a camera obscura to trace the
silhouettes of country homes and use them to decorate his plates. His son Thomas must
have been familiar with this device and he also knew about the light sensitivity of silver
salts discovered by Johann Schulze. It was therefore natural for him to try to create
photographs (writings of light). In the late 1790’s, helped by his friend Humphrey Davy,
he performed several experiments. In a typical experiment they would sensitize a sheet
of paper or white leather with silver nitrate, place on it a small flat object, such as a
leaf, and expose it to sunlight. The exposed parts of the paper would darken, go through
shades of gray and brown and end up being black. The unexposed parts remained white,
so that the resulting image was (what we call) a negative.

Davy published their results in the Journal of the Royal Institution in 1802 and
remarked on the transient nature of the photographic images. Wedgwood had to keep
them in the dark and show them only rarely, quickly, and by the light of a candle
to prevent them from becoming completely black. Davy was an eminent chemist (he
discovered several chemical elements and invented a safety lamp for miners) and yet he
and Wedgwood were unable to desensitize their images and make them permanent.

After several years of frustration, and a↵ected by bad health, Wedgwood gave up
on his photographic experiments. Today he is considered a pioneer, but not an inventor,
of photography.

A madness, an extraordinary fanaticism took possession of all these
new sun-worshippers.

—Charles Baudelaire

Niépce

Given the early interest in silver salts and their eventual common use in photog-
raphy, it is surprising that the first photographic (limited) success was due to asphalt,
more specifically, bitumen. Joseph Nicéphore Niépce was a French inventor who lived in
Saint Loup de Varennes, a village near the small town of Chalon-sur-Saône (60 km south
of Dijon). The new invention of lithography was introduced to France in 1815 and he
tried to improve it. For this, he needed drawings, and having little artistic skill he de-
cided to use light to do his drawings for him. (He also realized the financial possibilities
of a technique that could produce multiple copies of existing paintings and drawings.)

He first tried to use silver salts, but then realized that the resulting images were
negatives and therefore useless for his purpose. In addition, he, like his predecessors,
was unable to fix the images, which always faded quickly. These drawbacks convinced
him to look for a di↵erent light-sensitive material.
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Born in 1765 in Chalon-sur-Saône, France, Joseph Nicéphore Niépce
had a typical middle-class upbringing. After finishing school, working
for a while as a teacher, and serving in the military, he returned to
his village in 1801 to manage his family estate, Le Gras. Both Niépce
and his brother Claude were interested in science and became inven-
tors. Around 1793, when Joseph was in his early twenties, the brothers
became interested in using light to reproduce images. Their interest
moved from discussions to experiment in 1816. Their progress was slow because their
main interest, e↵orts, and money were spent on a combustion engine that they termed
pyreolophore. Early models of this engine looked promising; they managed to power
a model boat on local waters, which was why Claude decided to move to England to
promote the engine.

In 1815, the newly invented art of lithography became popular in France. Joseph
Niépce became interested in the new process and decided to improve it. Not being much
of an artist, he started thinking of producing and copying drawings automatically, and
it was this interest that led to his work on photography and to his ultimate (but limited)
success.

In September 1827, Niépce traveled to England to visit the ailing Claude (stopping
in Paris on his way to visit Daguerre). While in London, he met and was introduced
to Francis Bauer, a botanical illustrator at Kew gardens. Bauer encouraged Niépce in
his work and helped him to present it to the Royal Society. In his presentation, Niépce
described his images as the first results obtained spontaneously by the action of light,
but refused to fully disclose his process.

Returning to France, Niépce continued his experiments. In 1829, he entered into
a ten-year partnership with Louis Daguerre, but the two had di↵erent approaches to
photography and did not fully benefit from their collaboration. Niépce died suddenly, of
a stroke, in 1833. In 1839, when the daguerreotype became an overnight success, Niépce
and his heliographs receded into the background and were virtually forgotten.

In the early 1820’s, Niépce heard about the light sensitivity of bitumen of Judea.
(In antiquity this material was collected from the surface of the dead sea, hence the
name Judea.) This material is a form of asphalt, used mainly for road surfacing because
it hardens when exposed to light. It has another property that made it useful to Niépce.
While bitumen is soft, it can be dissolved in oil, but the harder it gets, the less soluble
it becomes. Thus, Niépce developed the following technique: He would clean and polish
a pewter plate, dissolve some bitumen in oil, and spread the mixture on the plate.
He would then take a very thin, translucent sheet of metal or white paper that had a
drawing or engraving on it, place it on top of his sensitized pewter plate, and expose the
entire assembly to light for a long time (perhaps an entire day). He would then remove
the original drawing, dip the plate in a solvent that dissolved and removed the bitumen
from the areas on the plate not a↵ected by light (the areas covered by the dark parts of
the drawing or engraving). The bitumen in the areas a↵ected by the light was hardened
and would not dissolve. At that point, it was already possible to see the image on the
plate, but Niépce added a step where he fixed the image. He would place the plate in
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a weak solution of acid that etched its exposed parts, thus creating an engraving that
was a positive copy of the original. The hard bitumen, corresponding to the light parts
of the image, could then be removed, leaving those parts of the pewter plate bright and
clean.

Once this technique was perfected and worked with drawings on paper or metal
as originals, Niépce tried it in a camera obscura. He would place his sensitized pewter
plates in this device and expose them for at least several hours. We don’t know how
successful he was, because the only existing example of his Heliographs (sun drawings)
is not very impressive. This image (view from the window at Le Gras, Figure 6.3), now
carefully kept at the University of Texas at Austin, shows the view from an upper floor
window of his house in 1826 or 1827. It takes a while to identify the window casement
and some outbuildings, listed in the figure. The tree was in the orchard and the fence
separated the courtyard from the orchard. Nevertheless, because it is permanent and
hasn’t faded since 1827, we can consider this small image (16⇥20 cm or 6.3⇥7.9 inches)
the first photograph. It is unclear why this is the only image of Niépce that has survived
and came down to us. Perhaps because he left it in London in early 1828, when he came
to visit his brother.

This historically-significant picture is mentioned in many books, videos, and web-
sites, where it is often claimed that it took eight hours to expose and that it is light
because it was insu�ciently exposed. However, Niépce himself did not indicate the
exposure time and the eight hour estimate is the result of careful examination of the
image itself. During the day, the sun moves in the sky, lighting both sides of objects, and
shadows move accordingly. Examining the lights and shadows in the picture suggests
an exposure of eight to nine hours, but the precise time is unknown.

Today, Niépce’s house is a museum opened to the public in summers. Reference
[niepce.museum 14] has more information.

The photographic technique developed by Niépce did not involve a negative, which
is why his images (the ones created in a camera obscura) were one-of-a-kind. In addition
to the image of Figure 6.3 there are copies of other heliographs created by Niépce, but
their originals did not survive. In 1822, Niépce created a heliograph from an engraving
of Pope Pius VII, but this intriguing image was destroyed later in an attempt to copy
it.

In 1829, Niépce and Daguerre entered into a 10-year partnership that did not pro-
duce any important results. Their approaches, personalities, and geographical locations
were too distant. It is known that Daguerre visited Niépce for two weeks in June 1830
and again in June and November 1832. After Niépce’s death (of a stroke) in 1833,
Daguerre tried to work with Isidore, Niépce’s son, but the latter was not as technically
savvy as his father. Thus, from 1833 Daguerre worked alone until he was ready, in 1839.

In some sense, we can consider Niépce the inventor of photography and his works the
first photographs. Finally, in 1822–1827, the power of the camera obscura, the necessary
chemistry, and the quest for permanency all came together in his work. However, because
of the use of coarse-grained bitumen, his images are coarse. They feature very low
resolution and look primitive compared to what came in 1839. Thus, today Niépce is
considered one of the inventors of photography.

Daguerre
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Figure 6.3: The First Photograph.
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Much is known about the life, work, and achievements
of Louis Daguerre because his most important innovation—
the Daguerreotype, announced to the public in 1839—was the
first successful photographic technique and ushered-in the age
of photography. The Daguerreotype required training, time,
and patience. It was di�cult to produce and required much
work and the use of dangerous mercury vapors, but it was
the wonder of its time because for the first time it became
possible to produce a high-resolution image of anything that
the camera obscura could see. The portrait shown here is
a Daguerreotype taken in 1844, when Daguerre was in his late 50s, by Jean-Baptiste
Sabatier-Blot.

Out of the many biographies and other material on Daguerre’s life and work, only
[Gernsheim 68] and [Smith 07] are mentioned here (the latter is a fictional biography).
There is currently a large and active Daguerre society at www.daguerre.org/.

Born in 1787 to Louis Jacques Daguerre and Anne Hauterre, little Louis started his
career attending public school in Orléans. He later became an architect’s apprentice in
that town, before becoming employed, in 1807 (age 21), by Pierre Prévost in painting
the large panoramas that were then very fashionable all over Europe.

Panorama, from the Greek “all” (⇡↵⌫) and “sight” (o⇢↵µ↵) is a very-wide-angle
view of space. The term was coined in 1792 by Robert Barker who also painted several
large panoramas. Today, in the age of digital cameras, it is easy to create both hori-
zontal and vertical panoramas (the latter are also dubbed vertoramas), but in the past,
panoramas were hand painted. The panoramas painted by Prévost and his team were
shaped like a cylinder, 350 feet in circumference and 50 feet high. A special building was
constructed in Paris to house the new panoramas. A viewer would enter from below and
climb some dark steps to find himself standing on a small platform at the bottom of a
huge, brilliantly lit cylinder depicting a beautiful scene such as an ancient city or a well-
known historical event. People would crane their necks, stroll on the platform and turn
around to view and absorb the entire picture. It was an overwhelming, unforgettable
experience.

In addition to Daguerre and Prévost, large panoramas were painted by Robert
Barker in England, Hendrik Mesdag in Holland, and others in Europe and the United
States. Several large panoramas have survived to this day and serve as tourist attrac-
tions.

Daguerre’s panorama work with Prévost paid handsomely. In 1816, while a student
apprentice at the Paris opéra, he became the chief decorator (stage designer) of the
Ambigu-Comique, one of the most popular theaters in Paris. His first creation in this
theater was ready in 1817 and was declared by critics more important than the play it
was supposed to decorate. Over time, Daguerre became more proficient and original,
using oil lamps to include lighting e↵ects in his large stage designs. A moonlit scene in
1818 caused such a sensation, that only Daguerre’s name (and not even the playwright’s
name) was mentioned in the newspapers in connection with the play. In 1819 he went a
step further and added motion to his scenes. Concealed cables caused the moon to rise
over the stage.

Thus, over a period of just a few years, Daguerre single-handedly changed the pub-
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lic’s approach to the art of the theater. It was no longer enough to have a plot, dialog,
costumes, and music in a theater. The public demanded more and more visual and illu-
sionistic e↵ects in each production and critics started claiming that a play should include
illusion, realism (trompe-l’oeil), and idealism in addition to the traditional elements of
speech and movement.

(Trompe-l’oeil is an art technique that uses realistic imagery to create the optical
illusion that the displayed objects exist in three dimensions.)

Daguerre’s success at the Ambigu-Comique attracted the attention of the prestigious
Paris Opéra and in 1820 he was o↵ered a position as a stage designer, responsible for
designing and painting large scenes for operas. As can be expected, he proved successful
in this new environment and his scenes for the opera Aladdin or the Marvelous Lamp
(by Charles Guillaume Etienne with music by Nicolo Isouard) were highly praised by
the critics who specifically mentioned the palace designed by Daguerre for the last scene
(the palace of light) of this opera. This was a large, magnificent painting complete
with glittering glass pieces and a sun moving across the sky. This scene was an artistic
fantasy that received its illumination from gas lights, itself a novelty in a theater. From
that point on, gaslight, which always carries some danger of fire, was regularly used in
theater productions in Paris and elsewhere.

The Diorama

Encouraged by his great success, Daguerre decided on his next, revolutionary step.
He would no longer just paint scenes. From now on, he would use his artistic touch
and long experience to create pictures that vary with time. A panorama managed to
trick the viewers into believing that they were inside the scene, but their experience
was static; the scene did not change. The new productions were going to be dynamic.
The spectators would see a shifting scene that would resemble the movies and videos
of today. These unusual productions, which he dubbed “dioramas” were very di↵erent
from the moving pictures developed by the Lumière brothers and by Thomas Edison in
the mid 1890’s.

Currently, the term diorama refers to a three-dimensional model of a scene that may
include structures and figures. A diorama may either be a miniature or a large-scale
museum exhibit. In the past, this term referred to a scenic painting, viewed through
a peephole, where variations of color and direction of illumination created the e↵ects
of time passing (weather changing, sun moving during the day, etc.).

In 1822, Daguerre teamed up with Charles-Marie Bouton, a painter and a former
student of Prévost, to create diorama shows in an original style that they developed.
A diorama made by them was a large (typically 14 m or 45 ft high and 22 m or 72 ft
wide) painting on translucent material, made such that parts of it responded di↵erently
to di↵erent lighting conditions and colors.

Always a practical businessman, Daguerre designed a special building, la salle du
diorama, for the diorama shows. Money for construction came from a group of investors,
while the two partners spent eight to nine months preparing the huge paintings for each
show. The idea was to have two scenes in each diorama show, each displayed for 15
minutes. The scenes were on di↵erent topics and were displayed separately. From the
street, viewers passed through a short corridor, climbed some stairs, and were seated
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on a viewing platform (with room for 350 people), facing a large opening. Through this
opening they saw, from a distance of 42 ft, the first scene painted on a huge screen.
The scene varied, sometimes slowly and sometimes in quick steps, as the light changed
(the shows took place during the day, employing natural light), completely capturing
the attention of the viewers. After watching the first scene for about 15 minutes, the
entire viewing platform rotated and the viewers found themselves looking at another
scene through a similar large opening. Thus, a complete diorama show lasted about 30
minutes, but viewers could stay on and watch the same show again. To spectators in
the 1820’s this was a magical, unforgettable experience.

The success of Daguerre’s dioramas in Paris led to a diorama house in London,
managed by Daguerre’s brother-in-law, John Arrowsmith. For years, each diorama was
moved to London after its successful run in Paris

The dioramas prospered for about a decade. Their popularity then started declining
and finally the theater burned down. At that point, the diorama was Daguerre’s only
source of income, so this event must have been a serious blow to him. It is, of course,
possible that the demise of the diorama simply gave Daguerre more time to work on his
next invention. He may also have saved money during the good years and may have also
been compensated by insurance. In any event, the diorama never came back; end of an
era.

Daguerre managed to master light to such an extent, that the spectators became
convinced that they were actually watching a shifting scene and not a static painting
on a vast screen. The daylight entered the diorama building from high windows and
skylights invisible to the audience, and was manipulated by workers by means of shutters
and blinds, so that it entered the large screen from the front, from the back, or from
various angles as needed to achieve the desired e↵ect. In addition, translucent panels
in various colors could be moved by the workers with ropes to control the lighting even
more.

The diorama was such a revolutionary concept in art and entertainment that every-
one, public and critics alike, were amazed and remained completely satisfied for more
than a decade. However, human nature is such that people get used to any new inven-
tion, discovery, and progress, and start demanding more, which is why in 1834 some
critics started complaining that the diorama, even though amazing, had an element of
stillness or immobility to it. The quick response of Daguerre to this mild criticism was
to add the illusion of motion to the already magical diorama.

Daguerre extended his diorama technique by moving his light sources around the
painted screen. Certain parts of the huge painting were clearly visible when the light
came from the back and passed through the material (refraction), while other parts
became visible when the light came from the front and was reflected. Reference [dio-
rama 12] is a short video illustrating this technique, and Figure 6.4 depicts a typical
diorama from 1836. This was a successful show that commemorated a real catastrophe,
an avalanche that buried a Swiss village in 1806. (Daguerre must have been familiar
with people’s fascination with natural disasters.) An alpine village is seen first during
a quiet day. Cow bells are tinkling and the atmosphere suggests peace and tranquility.
The weather starts deteriorating, it gets dark, rain starts falling, the wind howls, and
flashes of lightning illuminate the village periodically. Suddenly, an ominous sound of
rock and snow sliding from the mountain behind the village is heard. When the scene
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brightens next morning, it is quiet again, but the houses in the background have disap-
peared, buried in deep snow. The dark parts of this diorama were seen in transmitted
light and the bright parts became visible in reflected light.

This impressive illusion and others like it were achieved by Daguerre solely by
varying the e↵ects of light on transparent and translucent colored surfaces. Nothing
really moved in the scene, which made the illusion seem magical. Daguerre was hailed
as a magician of light, which was perhaps what prompted him to take his next step and
make the light itself paint images automatically, without manual intervention.

I thought I saw an eye doctor on an Alaskan island, but it turned out to be an optical
Aleutian.

—Seen on the Internet.
The panorama and diorama employed the skill of artists to create the illusion of

reality in the minds of the viewers. Emboldened by these successes, Daguerre decided
(we don’t know exactly when) to create similar illusions by mechanical means and thus
to eliminate the need for artists. He started looking for ways to automatically and ac-
curately create multiple permanent prints of the fleeting images projected by a camera
obscura without having to trace them by hand. Many people used the camera obscura
over the centuries, but tracing its images was a job for the artistically talented. Daguerre
must have noticed that those with no natural skill in drawing generally ended up frus-
trated after trying long and hard to copy images projected on the camera obscura. He
must have reasoned that any invention that would automatically (i.e., without manual
intervention) transfer such images to paper, glass, or a metal plate would be successful,
especially if it could create multiple copies.

It is unknown precisely when Daguerre started thinking of this problem, but we can
assume that it was in the early 1820’s, when he struggled with the early problems of his
dioramas. He had to explore the interactions of light with the various types of paints
and pigments on his huge screens and discover how to make only one side of a screen
visible. These explorations must have demanded many experiments, which in turn have
taught him how light behaves when refracted or reflected by various materials.

Assuming that Daguerre started working on what we now call photography in the
early 1820’s, it took him close to 20 years to accomplish his goal. One reason for the
long period was that Daguerre was an artist, not a scientist. His ultimate invention, the
Daguerreotype, uses a camera obscura and chemicals to create and fix the image. He
therefore had to develop sharp lenses and figure out what chemicals were the best for
his purpose. These aspects of his work must have been time consuming and full of trial
and error. Another reason for the long development period was his involvement with
the diorama and with his work in theaters. Making money was important to him and
left him little time for his optical and chemical experiments. He also tried to keep his
activity secret, and today it is believed that his fellow Parisians had heard of it only in
the late 1830’s, when he was close to his final goal. Like his predecessors, he knew about
the useful properties of silver halides, and like them he too struggled with the problem
of fixing his images once they were formed on a surface.
The Partnership

Then an important event occurred. In 1826, having made almost no progress in
his photographic work, Daguerre happened to hear about Nicéphore Niépce. This came
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Parts seen in reflected light

Parts seen in refracted light

Figure 6.4: A Day and Night Diorama.
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about in the following way. Early in 1826, Niépce asked his cousin, Colonel David
Niépce, to purchase a camera obscura for him in Paris, to help in his experiments. As
it happened, this cousin walked into the store of Charles Chevalier, an optician and
instrument maker who was a friend of Daguerre’s. (Chevalier was well known at that
time for the achromatic lenses invented by his father Vincent, and for the lenses and
prisms both he and his father developed and made for their camera obscuras.) While at
the store, David Niépce must have told Chevalier of his cousin’s interest and experiments
in producing images. The surprised Chevalier said nothing about Daguerre and his
work, but managed to obtain Nicéphore Niépce’s address from the Colonel. Soon, the
unexpected information and the address found their way to Daguerre, who decided to
get in touch with Niépce.

Niépce always tried to keep his work secret. He even used a secret code in the notes
he wrote about his work. He was therefore surprised to receive a letter from Daguerre,
but eventually agreed to meet with him and discuss their work, their common goal, and
their di↵erent approaches to photography. Daguerre and Niépce met for the first time
in Paris in the summer of 1827, on the latter’s way to London to visit his ailing brother.
Upon Niépce’s return to France in February 1828, the two met again and discussed the
possibility of working together. However, it took them almost 18 months to resume
contact when, in October 1829, Niépce sent Daguerre an example of his work, an image,
no longer extant, similar to Figure 6.3.

Even though this image no longer exists, we know what it was from the comments
sent back by Daguerre. Niépce asked Daguerre to comment on his work and criticize it,
and Daguerre was happy to comply. He started by saying that Niépce’s “discovery could
not be more extraordinary,” but followed with its main drawback, the very long exposure
time. Because of this long time, the sun has illuminated both sides of the structures
shown in the image, resulting in loss of realism. The objects appeared indistinct and
the entire image became incomprehensible as a result. Thus, the most important step
according to Daguerre is to reduce the exposure time. Trying to end up on the positive
side, Daguerre encouraged Niépce to continue improving his important discovery, to use
sharper lenses in his camera obscura, and to persevere, even if the work might take
years.

As a result of this and other communications between Daguerre and Niépce, the
two entered into a formal partnership and signed a 10-year agreement on December 14,
1829, during Daguerre’s first visit to Niépce’s house. For the next four years, the two
tried to collaborate, both through (encrypted) correspondence and in person. However,
their basic approaches to the problem of photography were so di↵erent, that while each
made progress on his own, the partnership itself did not benefit. Daguerre put the stress
on short exposure times, which he hoped would lead to images with people, animals,
and moving objects. Daguerre even sent Niépce a camera obscura to try to influence
his partner, but to no avail. Niépce, on the other hand, was interested in copying prints
and drawings, as well as in images of nature. He therefore did not consider the long
exposure times a serious drawback. This di↵erence of approach is mentioned in their
letters several times.

The most important result of the Niépce-Daguerre partnership was the invention, in
1832, of physautotype (in English, fizz-auto-type, in French, physautotypie). This was a
photographic process where the light-sensitive emulsion was not a silver compound but
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the resin extracted from lavender oil, which was then dissolved in alcohol. This emulsion
was spread on a silver or glass plate that had to let dry overnight and then was exposed
in a camera obscura for several hours to create an image. Long exposures were needed
because the light-sensitivity of this emulsion is extremely weak. The resolution, however,
is excellent. Once ready, the image was developed and fixed by placing the plate upside-
down over a container of turpentine or paint thinner and letting the fumes do the job.
The main advantage of this process is its being positive. Recall that emulsions of silver
halides become negative once they are exposed and fixed, but Niépce was interested in
positive images.

In 1833 Niépce suddenly died. His son Isidore tried unsuccessfully to take his
father’s place in the partnership and continue his work on photography, but he was not
an inventor and had no aptitude for technology. This was why, in May 1835, Daguerre
convinced Isidore to change the original contract. The new agreement changed the name
of the partnership from “Niépce-Daguerre” to “Daguerre and Isidore Niépce,” thereby
recognizing Daguerre’s progress with the daguerreotype, now using iodine and mercury.
It also stated that there were to be two di↵erent photographic systems, and Daguerre
continued to develop his method, while Isidore Niépce made no progress. In a letter
to Isidore in December 1834, Daguerre mentions a new way to make his plates more
sensitive to light (although his exposures times were still 3–4 hours) and in August 1835
he talks about his managing to cut the exposure times significantly. However, these and
other letters do not provide any details and instead create the impression that Daguerre
no longer considered Isidore a viable partner.

The Daguerreotype

What now seems certain is that by 1835 Daguerre was close to achieving his aim, a
practical process that was disclosed to the public in 1839 and dubbed the Daguerreotype.
We know this from friends who had on occasion communicated with Daguerre and
saw his results in the period 1835–1839. These friends in turn attracted the attention
of reporters so that news about something revolutionary being prepared by Daguerre
started circulating in Paris during those years. People who saw and examined the early
Daguerreotypes with magnifying glasses were amazed by the amount of detail shown in
them. It was obvious that no artist could produce such detail in a hand-drawn picture
or a print. These must have been images created by light itself.

Reference [Lowry 98] has a history of the Daguerreotype with many examples.
Daguerre used the period 1835–1839 to finalize his process, to cut down the exposure

times and improve the fixing of his images. He realized the importance of permanency.
Images that fade with time may be a novelty, but they do not constitute mature tech-
nology. Based on his progress during this time, he again modified his contract with
Niépce. In June 1837, he and Isidore signed an agreement (the final contract) proclaim-
ing Daguerre as the sole inventor of the new process. From then on, while Nicéphore’s
name would be mentioned in public announcements of the process, only Daguerre’s name
would appear as the inventor.

Also in 1837, Daguerre felt he was so close to the final version of his process that
he started talking about it. He showed one of his images, still life with casts, to the
chief curator at the Louvre, knowing that word of this image, and others like it, would
get around. In a letter to Isidore in 1838 he also mentioned that he decided to use the
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name Daguerreotype for his method. Then, in 1838, with success at hand, Daguerre
started to think of the future of his invention. The problem was how to exploit his hard
work commercially, how to turn the Daguerreotype into a financial success. Daguerre
understood only too well that a process such as his was easy to steal and use freely. It
had to be protected, and what Daguerre initially had in mind was a patent. He discussed
this with Isidore, who was very much interested because he was in financial di�culties
at the time. Isidore suggested setting up a corporation and selling shares, but Daguerre
doubted that investors would risk their money in a process that was easy to pirate and
that was by no means a sure success.

M. Dumas related the following anecdote of Daguerre: In 1825 he was lecturing in
the Theatre of Sorbonne, on chemistry. At the close of his lecture a lady came up to him
and said: “Monsieur Dumas, as a man of science I have a question of no small moment
to me to ask you. I am the wife of Daguerre, the painter. For some time he has let the
idea seize upon him that he can fix the image of the camera. Do you think it possible?
He is always at the thought; he can’t sleep at night for it. I am afraid he is out of his
mind. Do you, as a man of science, think it can ever be done, or is he mad?”

“In the present state of knowledge,” said Dumas, “it cannot be done; but I cannot
say it will always remain impossible, nor set the man down as mad who seeks to do it.”
This was twelve years before Daguerre worked his idea out, and fixed the images; but
many a man so haunted by a possibility has been tormented into a mad-house.

—From Boston Daily Evening Transcript, 23 December 1851.

Fortunately, both for Daguerre and Isidore and for posterity, in late 1838 Daguerre
went to see François Arago, an astronomer and the permanent secretary of the French
Academy of Sciences (Académie des Sciences). Listening to Daguerre and looking at
sample Daguerreotypes, Arago immediately realized the tremendous importance of the
invention and its great potential. He then suggested an ideal solution. Let the French
government buy the patent from Daguerre, pay him a pension for life, and then make
the process freely available to anyone. Daguerre agreed and immediately (in early 1839)
wrote to Isidore about this unexpected development. Arago managed to convince, first
the French Academy of Sciences and then the appropriate minister, in the importance
of the invention and of the goodwill his proposal would bring the country once this
invention is given by France as a gift to the entire world.

As a result, Daguerre and Isidore were given the modest life pensions of 6,000 and
4,000 francs a year, respectively. Daguerre lasted another 12 years, during which the
popularity of the Daguerreotype dwindled steadily because of competitions from better
photographic processes. In 1842 came Talbot’s calotype and in 1850 the much superior
collodion process was introduced by Frederick Scott Archer. By 1860, few photographers
were still using Daguerre’s process.

Here is what Arago did to promote the Daguerreotype. In January 1839, during the
meeting of the Academy of Sciences he announced the new breakthrough and showed
samples of the new images to the members. Finally, after centuries of e↵ort, a way
had been found to automatically record the images projected by a camera obscura. In
Arago’s own words, the dream has come to pass. Finally, a way had been discovered to
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make light itself copy a natural scene without the intervention of an artist. The images
produced by Daguerre are accurate and extremely detailed. They are in black-and-
white, but the realism and rich detail more than compensate for this minor drawback.
The academy members agreed with Arago that the best way to handle the invention is
for France to buy the rights to this process and o↵er it freely to the world.

At that point, Daguerre, still keeping his process secret, started to show more of
his images to curious onlookers and especially to reporters. He was still careful. Each
Daguerreotype was displayed covered with glass and fully framed to hide its edges. Nev-
ertheless, spectators were amazed at the accuracy and minute details that were clearly
visible even under a magnifying glass (provided by Daguerre himself). Newspapers
hailed the new process with comments such as “nature drew itself,” “the invention bor-
ders on the fantastic,” “marvels from a fairy tale,” and “fabulous but true.” Viewers
described the Daguerreotype as a mirror that retains every detail it reflected. It was
the permanence of the images that added much to the surprise. The metal plate of the
Daguerreotype could be taken away from the scene it depicted, and yet the image on it
remained unchanged.

Daguerre’s contemporaries could not imagine a painting with such minute details as a
Daguerreotype, but the young, hyperrealist South Korean painter Joongwon Charles
Jeong creates extremely detailed works of art, many of which are based on classic
paintings or sculptures. His works are big and as detailed and real as a photograph.
They should be seen from close up to be believed.

Critics tried to compare the Daguerreotype to other art forms known at the time.
Most agreed that Daguerre’s new images were not paintings because of the lack of
color. They were not drawings either because they depicted the details of the scene by
subtly varying the light intensity, while drawings and prints used lines, curves and cross-
hatching to outline objects and to shade areas. Most art experts came to the conclusion
that the Daguerreotype was a new art form, similar to the newly introduced aquatint.
Some called it pencil of nature.

(Aquatint is a form of etching, invented by the painter and printmaker Jan van
de Velde in Amsterdam, around 1650. In this method, the boundaries (outlines) of an
object are not defined by lines and curves but rather by subtle variations of shades and
by fine tonal gradations.)

. . . the photographic industry was the refuge of every would-be painter, every painter
too ill-endowed or too lazy to complete his studies.

—Charles Baudelaire, On Photography, from The Salon of 1859.

Arago’s presentation in January 1839 was transmitted by newspapers, mailed to
the rest of the world, and came as a shock to Fox Talbot in England. Talbot, a known
and experienced scientist, was also working on photography and was in the last steps
of perfecting his process. He spent much time, e↵ort, and money on his work, and
felt threatened by Daguerre’s fame and especially by the free use of the Daguerreotype.
Without waiting for the details of Daguerre’s process to be published, Talbot started
publicizing his process immediately, in January 1839, and placed examples of it at the
Royal Institution. These examples went back to 1835 and Talbot, believing that they
were identical to the Daguerreotype, was trying to establish priority. However, Talbot’s
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process was very di↵erent from Daguerre’s. The fibers of the (paper) negative degraded
the image quality and reduced its e↵ective resolution. Talbot’s images did not compare
with the amazing details hidden in the Daguerreotype.

In a sense, the announcement of the Daguerreotype in late 1838 was a boon to
Talbot. After achieving early results in 1835, he neglected his photography work, but
now he had a strong incentive to continue and bring it to its successful conclusion.
Talbot’s final process, which later replaced the Daguerreotype and became the basis
of film photography until the digital photography revolution around 1990, was still
incomplete in 1838. It was very di↵erent from Daguerre’s and involved a paper negative
(with silver chloride emulsion) that had to be developed, fixed, and printed as a positive.
We now know that Talbot’s work at that point was similar to what Niépce had achieved
20 years before, with the di↵erence that Niépce never found a way to fix his images,
and ended up using bitumen. Talbot, on the other hand, managed to make his images
permanent by treating them with a strong solution of common salt.

Talbot sent Arago and the French academy an open letter with information about
his process, including sample images, but Arago rejected Talbot’s claim because (1)
his method was inferior to that of Daguerre and Niépce and was still incomplete, (2)
Daguerre and Niépce started working on photography 20 years before, and (3) Talbot
was trying to steal the glory of France. Based on this response of Arago, Daguerre
applied for a British patent on the Daguerreotype just a month before he publicized
his method. Thus, the Daguerreotype became free everywhere except in England. A
situation that helped competing techniques to develop in that country.

In early March 1839, Daguerre’s studio burned to the ground and with it were lost
most of his Daguerreotypes and papers. He went to work to replenish his stock of images
which were needed both for the great public announcement of his discovery and to be
examined by a delegation of British scientists sent to compare the Daguerreotype with
Talbot’s images. These scientists, led by John Herschel and with the notable absence
of Talbot, indeed came to Paris in May 1839 to examine Daguerreotypes. Their report,
signed by Herschel, was clear. Like the French public, they were amazed by the quality
and clarity of the Daguerreotypes and called them miraculous. The incredible details
and subtle gradations of light and shade were especially praised.

Talbot must have been very disappointed by this report and by the enthusiasm
shown in England once the British public and press got to see Daguerreotypes displayed
in London. Luckily for the history of photography, he was not deterred by the superiority
of the Daguerreotype and continued with his work, which culminated in the Calotype
(or Talbotype) paper negative process of 1841.

After months of secrecy, in which Arago negotiated with the French government
and dealt with Talbot’s claims and the English delegates, there came an announcement,
in the summer of 1839, that the details of the Daguerreotype process would be revealed
in the regular meeting of the academy on August 19, 1839. Because of the interest in the
Daguerreotype, hundreds of curious Parisians flocked to the meeting, which also included
the members of the academy of fine arts. The large crowd filled up the auditorium and
spilled outside onto the adjacent plaza.

Arago rose to speak (Figure 6.6). He started by declaring that moment the cul-
mination of scientific researches and developments that started in the renaissance. He
mentioned the contributions made by Daguerre’s many predecessors who developed the
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Figure 6.5: Boulevard du Temple, Paris, 8 in the morning.

Figure 6.5 is a Daguerreotype of Boulevard du Temple, taken by Daguerre himself
at 8 am sometime in 1838 or 1839. It is old and badly scratched, but it is historically
important because of the presence of two figures (toward the bottom-left corner). These
are obviously a shoe-shiner and his customer, which make this photograph the first one
with people. But why are these two the only ones in the image?

Even in the 1830’s and especially at 8 am (rush hour) there must have been carriage
and pedestrian tra�c on this street, but none is visible in this figure because of its long
exposure time. It must have taken Daguerre 10 to 15 minutes to correctly expose this
image, thereby completely erasing the fleeting images of any moving objects.

Once a viewer notices these two figures, he might think: “Daguerre may not have
noticed them as he focused his camera obscura and opened the shutter. I can imagine
his delight when the mercury fumes revealed their presence during development.”

However, I would like to propose the intriguing possibility that Daguerre knew what
he was doing and may have placed those two people, which he perhaps knew well, in the
street and told them “don’t move until you get a signal from me.”

This daguerrotype ended up on display in a museum in Munich when, in 1937,
Beaumont Newhall, an eminent historian of photography, produced a very high-quality
(film) photograph of it (i.e. based on Talbot’s invention).

Ironically, this Daguerreotype survived the bombings of Munich in 1940 only to be
accidentally erased shortly after the war by an over-zealous museum curator who tried
to clean it. Daguerre himself, as well as many other Daguerreotypers, always protected
their images with a glass plate, but we have only a copy of this Daguerreotype, made
with the rival process of Talbot.

For videos illustrating the Daguerreotype process, search youtube.
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Figure 6.6: The Historical Announcement.
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camera obscura and discovered the special properties of silver halides. He talked about
how finally, Daguerre himself managed to unite all these achievements with his own dis-
coveries and end up with a practical way to coerce light itself to capture clear, beautiful,
and detailed images. Nicéphore Niépce’s help in the development of the Daguerreotype
was also acknowledged, followed by the many benefits the Daguerreotype was expected
to bring to the world in general and to science in particular (notably, portraiture was
not mentioned by Arago). Finally, the much-anticipated moment arrived when Arago
came to the details of the Daguerreotype process. He explained that the process is long
and tedious, so only its main steps can be presented in his speech. Also, no demonstra-
tion would be given because of the time and equipment required. However, a detailed,
79-page brochure (historique et description du procédé du Daguérreotype et du Diorama)
with specific instructions had been written and would be available for sale to the public.
It was also hoped that supply houses would soon stock the necessary chemicals and that
instrument makers would have for sale all the needed equipment. Arago then listed the
steps for taking, developing, and fixing the Daguerreotype. Many crucial details, such as
the times needed for each step, were missing from this speech, which is why the following
day many enthusiasts snatched all the available copies of the brochure, descended on
chemical supply stores and pharmacies to buy the chemicals, besieged optical stores to
obtain camera obscuras and lenses, and tried their luck creating Daguerreotypes, often
to bitter disappointment.

The following is an English translation of the main steps of Daguerre’s process as
listed by Arago. This was published in the London Globe on August 23, 1838.

We now come to the great discovery in the process for which M. Daguerre has
received a national reward. It is to the following e↵ect: A copper sheet, plated with
silver, well cleaned with diluted nitric acid, is exposed to the vapor of iodine, which forms
the first coating, which is very thin, as it does not exceed the millionth part of a meter in
thickness. There are certain indispensable precautions necessary to render this coating
uniform, the chief of which is the using of a rim of metal round the sheet. The sheet
thus prepared, is placed in the camera obscura, where it is allowed to remain from eight
to ten minutes. It is then taken out, but the most experienced eye can detect no trace
of the drawing. The sheet is now exposed to the vapor of mercury, and when it has been
heated to a temperature of sixty degrees of Reaumur, or one hundred and sixty-seven
degrees Fahrenheit, the drawings come forth as if by enchantment. One singular and
hitherto inexplicable fact in this process is, that the sheet, when exposed to the action
of the vapor, must be inclined; for if it were placed in a direct position over the vapor,
the results would be less satisfactory. The angle used is 48 degrees. The last part of the
process is to place the sheet in a large quantity of distilled water. The description of the
process appeared to excite great interest in the auditory, amongst whom we observed
many distinguished persons connected with science and the fine arts.

As expected, this historical speech was not su�cient for those who actually wanted
to go through the process and produce their own images. They needed more infor-
mation. Within a few days, Paris was full of disappointed would-be Daguerreotypists
who started doubting the reality of the great discovery. Perhaps the most important
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doubter was Jules Janin, a highly-regarded writer and critic who had been present at
the great meeting and announcement on August 19, but was later unable to produce
Daguerreotypes. Six days after the meeting Janin wrote in the journal L’artiste that the
Daguerreotype process as described at the meeting was so complex that it was either an
art reserved for a special few or simply a fraud.

Daguerre, anxious for both his reputation and his pension, devoted much time to
demonstrating his method to Janin and his friends, to the public, and especially to
reporters. Starting in early September 1839, he gave weekly public demonstrations and
advice. Each step of the process was clearly shown to a crowd of spectators, and the
final Daguerreotype was then passed around and examined closely by them. Newspaper
accounts of the time mention especially the last step, the mercury fumes that slowly and
magically brought the image to life on the metal plate.

Once Daguerre felt that his place in history (and his pension) were secure, he retired
to the village of Bry-sur-Marne, where he lived, tending his garden and having a good
time, until his death in July 1851, age 63. His is one of the 72 names inscribed on the
Ei↵el tower.

News about Daguerre and his process quickly spread all over France and then spilled
outside, mostly to the European countries and the United States. Daguerre’s brochure
went through 25 editions in five languages within the first three months, a sure sign of
popularity. Because of the technical nature of the process, those who wrote about it
often did not fully understand it, its significance, and its limitations and made many
mistakes as a result. In Paris, however, there was a growing group of artists and other
enthusiasts who communicated with one another, shared their experiences, climbed up
the slow learning curve, and managed, with dogged determination, to produce better
and better Daguerreotypes. They became so numerous, that Daguerre himself noted
that there was not a square in Paris that did not have a “three-legged dark box planted
in front of churches and palaces.” Within a few short years, all the important sites and
monuments in Paris were recorded for the enjoyment of their contemporaries and the
benefit of future generations. Following that, people simply trained their cameras on
anything seen through their windows. Like any other type of art, Daguerreotypes were
o↵ered for sale (at high prices), but not just in galleries; they could also be bought in
chemical and optical stores.

The quality and minute detail of the Daguerreotype worried some people, especially
artists. The famous landscape painter Joseph Turner is said to have remarked that he
was glad he had had his day. Charles Baudelaire, the well-known French poet, critic,
and acclaimed translator, said: “A revengeful God has given ear to the prayers of this
multitude. Daguerre was his Messiah. And now the faithful says to himself ‘Since
photography gives us every guarantee of exactitude that we could desire (they really
believe that, the mad fools!), then photography and art are the same thing.’ ”

The popularity of the Daguerreotype also gave rise to jokes (Figure 6.7), anecdotes,
and stories.
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Figure 6.7: Enthusiastic Daguerreotypist.

Enthusiastic Daguerreotypist: Beautiful! beautiful! keep up exactly that ex-
pression, and we shall obtain a charming picture! (From The New York Journal;
An Illustrated Literary Periodical, Vol. 2, No. 11, June 1854, page 258.)

With due solemnity on 19 August 1839, Paul Delaroche, one of the most popular
and respected French painters of the 19th century, solemnly reported “after today,
painting is dead.” Paradoxically, he made this statement while working on a 27 meter
painting for the École des Beaux Arts depicting the history of art. The death knell
came in response to the most spectacular event in the history of figurative art: the gift
to the world by the French government of a dazzling new patent: the Daguerreotype.

—Frank Wynne, I Was Vermeer, 2006.

The high costs of both the Daguerreotypes and the necessary equipment did not
deter those early amateur photographers, so Daguerre sent a representative to the United
States to teach the process, to consult and advise, but also to sell Daguerreotypes and
equipment. To those living at the time, the popularity of the Daguerreotype was obvious,
it was a novelty, it was accurate, it had a hypnotic e↵ect, and it featured amazing detail.
It was clear that no artist could draw the precise details seen in those images with the
help of a magnifying glass. This was an artistic and scientific achievement.

One subtle point was discovered very quickly by these armies of Daguerreotype
enthusiasts, the image projected by a camera obscura was right-side up, but created
mirror images of the scene. Thus, the Louvre was on the left bank of the Seine and store
signs, even though sharp under a magnifying glass, were unreadable. In the brochure he
prepared, Daguerre noted this point and showed how a reversing prism could be placed
inside the camera obscura to correct this slightly annoying e↵ect (while unfortunately
also increasing the exposure time).

Another unexpected “feature” of the Daguerreotype was also quickly discovered. It
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was easy to wipe o↵ a finished Daguerreotype plate and completely destroy the image.
Thus, Daguerreotypes had to be protected with a glass plate. However, the ease of
erasing a plate meant it was recyclable. An unsatisfactory image was easy to get rid of
and the plate could be reused.

Today’s photographers are used to easy picture taking and may be amazed to realize
how complex was the process of creating a Daguerreotype. It was not simply a process
of letting the light act as your pencil. Errors could easily be made in any step—artistic,
optical, and chemical—along the way. The metal plate had to be cleaned and polished
thoroughly, the lens had to be sharp, the exposure time had to be just right, and the
mercury fumes had to be at the right temperature. Any deviation from the optimal
conditions resulted in an inferior image where the gradations of light and dark were not
delicate enough, the highlights were too dark, or the shadows too bright. In spite of
the di�culties, many people considered the rewards very high. They persisted and were
willing and happy to learn from their mistakes and develop the necessary skills.

With the increased popularity of the Daguerreotype came the question of copies. A
Daguerreotype was unique and neither Daguerre nor anyone else was able to reproduce
it with the help of light alone. Travelers to all parts of the world carried their camera
obscuras and chemicals with them, took pictures, created Daguerreotypes, and brought
them back home, only to discover that they could either keep an image or part with it
forever (sell it or give it away), but no copies could be made.

It is therefore no wonder that several inventors tried to solve this problem and find
ways to copy Daguerreotypes. The general idea was to etch the Daguerreotype plate
with acids or other chemicals, so that the image could later be impressed on paper as
was done with engravings. Success was very limited. The delicate balance between light
and dark areas, as well as many of the small details, were lost. The Daguerreotype
was simply more delicate than any hand-made engravings. Some people hired artists to
copy Daguerreotypes by hand and then duplicate those drawings by conventional means.
Such prints became known as “from Daguerreotypes” and also became popular. The
irony was that the Daguerreotype was invented in the first place to eliminate manual
artistic labor.

Another area where the Daguerreotype was lacking was portraiture. With exposure
times of 10–20 minutes it was impossible to produce sharp images of people or animals.
In addition to remaining immobile for an impossibly long period, the sitter had to close
his eyes, to avoid the eerie dead look (caused by involuntary eye movement) in the
final image. It’s not surprising that most of the early daguerreotype portraits feature
grim, slightly desperate faces. This is why many of Daguerre’s successors concentrated
their e↵orts on reducing the exposure time either by finding chemicals that were more
sensitive to light or by making faster lenses. Here are a few examples.

Already in 1839, Dr. Paul Beck Goddard, a physician in Philadelphia, started
experimenting with chlorine, bromine, and iodine. He soon discovered that these addi-
tives accelerated the chemical reaction on the Daguerreotype plate and thus shrank the
exposure time from minutes to seconds. Goddard and his assistant Robert Cornelius
(Page 814) realized the value of this discovery, so they kept it secret and started ex-
ploiting it commercially by o↵ering to take portraits in seconds. After three successful
years, the partnership broke for unknown reasons and Goddard went back to practicing
medicine and medical research.
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In 1840, Josef Max Petzval, an Austro-Hungarian mathematician,
inventor, and physicist, succeeded in developing a lens much faster (f/3.7)
than those used by Daguerre and his contemporaries. Petzval’s portrait
objective lens consisted of a cemented double lens in front (f/5) and
a double lens with a gap in the back. The two lenses in each group
were made of crown glass and flint glass. This lens cut the exposure time from the
impossible 10–20 minutes to about 15–30 seconds, thus opening the way for amateurs
to take snapshots. Today, the Petzval lens is outdated, but not hopelessly so. It is
possible to buy an 85 mm Petzval lens with either a Nikon or Canon bayonet mount
from lomography.com (Subsection 3.12.2). In 1840, Peter Wilhelm von Voigtländer
started producing such lenses commercially and they became standard for many years.
The Voigtländer company, which still exists, also brought out the world’s first all-metal
daguerrotype camera (Ganzmetallkamera) in 1841.

In 1840, Hippolyte Fizeau, a French physicist, discovered that by rinsing the devel-
oped plate in gold chloride, the image became more brilliant as well as more durable.
Here is a detailed description from 1841 in (old style) English translation:

M. Fizeau communicated a method of fixing photographic impressions
obtained with the daguerreotype, by means of a chlorure of gold. The mixture
employed was one gramme of chlorure of gold dissolved in half a litre of pure
water (distilled), to be mixed with three grammes of hyposulphite of soda, also
dissolved in half a litre of water. The two mixtures to be poured gradually
together, and well stirred. The plate with the impression is to have some drops
of alcohol poured on its iodised surface, so as to wet it completely, and it is
then dipped successively in pure water and the solution of the hyposulphite.
The plate is then fixed over a lamp, with the impression upwards, so as to be
well heated, and a quantity of the solution of this salt of gold is poured on it,
so as completely to cover it. In three or four minutes the impression begins to
get much more strong and clear: the liquid should then be poured o↵, and the
plate washed and dried.
(Fizeau was an eminent scientist. In 1848 he predicted the redshifting of electro-

magnetic waves, and in 1849 he measured the speed of light to within 5% of its modern
value.)

A completely di↵erent, but unsuccessful approach was the head clamp or a similar
restraining system. The idea was to make it impossible for the subject to move his head
during the long exposure, but people reacted instinctively and negatively to any attempt
of restraining.

Alexander Wolcott and the Mirror Camera

Alexander Simon Wolcott was a dentist turned machinist turned a photographer
and inventor. Already in early October 1839, Wolcott and his partner John Johnson
managed to produce a Daguerreotype, but not just any Daguerreotype; theirs was a
portrait! Today, it is unclear whether this was the first Daguerreotype portrait, because
Samuel Morse and John Draper made similar claims at about the same time. However,
Wolcott and Johnson also opened a portrait studio, perhaps the first one in history, in
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New York in March 1840. It was in this studio that they made Daguerreotype portraits
with the aid of their new, patented mirror camera (often referred to as a lensless camera).

This unusual and original device (Figure 6.8, compare with Figure 1.30) was de-
veloped specifically for portraiture. The idea was to let more light into the camera
and thereby to shorten the exposure time considerably. Instead of a lens, this camera
had a large, five-inch hole that let the light into the camera and onto a highly-polished
metallic concave mirror, similar to the ones used in reflecting telescopes. The light was
reflected from the mirror and focused on a small, 2.5-inch-square Daguerreotype plate
holder positioned behind the hole and in front of the mirror. Even though lacking a
lens, this camera had the impressive f-stop of f/1.7.

Figure 6.8: Alexander Wolcott’s Mirror Camera.

This camera design reduced the exposure time for portraits from 30 minutes to
about five minutes; a revolution that transformed portraiture from an impractical dream
to a commercial reality. In addition, the lensless design eliminated chromatic aberra-
tions, a significant advantage in portrait photography. Wolcott became the first Ameri-
can to receive a patent (United States patent #1852) in the new field of photography.

In spite of its originality and optical advantages, the mirror camera never became
a commercial success, because of the small size of its images. The square plate holder
was only about 2.5 inches on a side and was not removable. It had to be loaded in a
darkroom or under a cover, which made it unattractive to home users. It seems that
the size and weight of the large mirror placed a practical limit on the size of the camera
and plate holder and thereby restricted its use to professionals only.

Thus, within a few years the Daguerreotype portraiture problem was solved and
started a revolution in this type of art. Soon, artists that for years specialized in paint-
ing miniature portraits suddenly found themselves out of work. It took many sittings to
paint a miniature portrait and the result was not always an accurate likeness. The Da-
guerreotype, on the other hand, required only seconds to take and minutes to develop. It
was accurate, but its quality depended on the light available and on the experience and
expertise of the photographer (Daguerreotypist). For many people, their Daguerreotype
was the first time they saw a static picture of themselves (as opposed to a dynamic image
in a mirror) and they did not always like it. The adage “truth is unpleasant” applied
to them as it did to so many others. Surviving account books of early portrait Da-
guerreotypists often carry the words rejected, unacceptable, and horrible. Nevertheless,
with each passing year the photographic equipment improved, technical di�culties got



6 History of Photography 671

solved, experience grew, professional literature became widely available, and the quality
of the portraits went up.

Figure 6.9, courtesy of The J. Paul Getty Museum, aptly illustrates the response of
the public to the new invention. This lithograph by Théodore Maurisset from December
1839 is titled La Daguerreotypomanie (Daguerreotypomania) and makes plain the mania
of those times for the Daguerreotype.

Finally, the following anecdote, by N. G. Burgess, from The Photographic and Fine
Art Journal, 8(6):190, June 1855, illustrates one of the side e↵ects of long exposure
times.

An instance of forgetfulness was mentioned as occurring many years ago,
when it required five or ten minutes sitting. A sitter was requested to await
the return of the artist who thoughtlessly went to his dinner, and actually
forgot that he had a sitter in his chair. When at least half an hour had expired
the sitter’s patience became exhausted, he left the seat, and sought in vain,
for the artist and it was several minutes before he returned when he humbly
demanded pardon, for his forgetfulness, and proceeded to take another, which
he presented him gratis; for his long forbearance and forgiving disposition.
Figure 6.12 is a (public domain) image of Daguerre’s signature and a street sign in

Paris honoring him.

Figure 6.12: Daguerre’s Signature.

J’ai capturé la lumière fugitive et l’ai imprisonnée! J’ai contraint le soleil à peindre
des images pour moi!
[I have captured the light and arrested its flight! I have forced the sun to draw images
for me!]

—Louis Daguerre to Charles Chevalier, 1839.
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Figure 6.9: La Daguerreotypomanie (Daguerreotypomania).
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Figure 6.10: Title page of Daguerréotype et du Diorama by Daguerre, 1839.

Figure 6.11: The Daguerre Monument by Jonathan Scott Hartley, located at the Smithsonian
Center for American Art and Portraiture, 7th and F St., NW, Washington, D.C.
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Daguerre’s contenders

Important ideas, inventions, and discoveries are often made by two or more people
at about the same time. Thus, the term multiple discovery has become a cornerstone
of the philosophy of science. This term is the hypothesis that most scientific discoveries
and inventions are made independently and more or less simultaneously by multiple
scientists and inventors. Perhaps the most common example is the invention of the
telephone, in 1876. The patent was issued to Alexander Graham Bell, who applied for
it in the United States patent o�ce in Washington, D.C. on February 14 of that year.
However, a patent lawyer for Elisha Gray submitted a similar application a few hours
later on the same day.

The following are other important examples of multiple discoveries:

The 17th-century development of the calculus independently by Isaac Newton and
Gottfried Wilhelm von Leibniz.

The 18th-century discovery of oxygen by Carl Wilhelm Scheele, Joseph Priestley,
Antoine Lavoisier, and others.

The theory of natural evolution of species, independently proposed in the 19th
century by Charles Darwin and Alfred Russel Wallace.

When the time is ripe for certain things, they appear at di↵erent places in the manner
of violets coming to light in early spring.

—Farkas Bolyai, to his son Janos,
urging him to claim the invention of non-Euclidean geometry without delay.

Current lists of fathers of various fields and disciplines normally mention the names
of Wedgwood, Niépce, Daguerre, and Talbot as the fathers and pioneers of photography,
but the true origins of photography are more complex.

The claims of Fox Talbot against Daguerre have already been mentioned, but due to
the importance of the Daguerreotype, several other priority claims were filed by people.
The most important contenders are listed here.

Hercules Florence was a French painter and inventor living in Brazil. In 1832, three
years before Daguerre but six years after Nicéphore Niépce, he developed a photographic
process using a negative that was then contact printed into a positive. Clear description
of his experiments and final process were found in his notebooks from the period 1833–
37. He even used the term photographia (in French, photographie) as early as 1834,
three or four years before John Herschel proposed this term.

Florence started his photographic work in 1832, with the help of a friend, Joaquim
Correa de Mello. They decided to follow the work of Thomas Wedgwood, using silver
nitrate as their emulsion and paper instead of glass or metal plates. Success came very
quickly and they were able to take clear pictures with a camera obscura and also fix
their images. Everything was well documented, but Florence did not appreciate the
importance of his method. Perhaps the fact that he lived far from the European centers
of science and art also contributed to his remaining unknown.

Florence and his work remained unknown for more than 150 years until, in 1976, the
Brazilian photographer and historian Boris Kossoy read his notebooks and announced
the surprising facts to the world.
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In addition to his great achievement in photography, Florence had developed a new
system, which he named “zoophonia,” of using musical notation to record the songs of
birds and vocalizations of animals. Later he invented a new process, polygraphia, to
copy illustrations. This was somewhat similar to the modern mimeograph. He used this
process commercially in his printing o�ce and later added colors to it. As if all this was
not enough, in 1836 Florence also founded O Paulista, the first newspaper in his city of
Campinas.

Hans Thøger Winther, a Norwegian lawyer, printer, and book publisher claimed that
as early as 1826 he was making positive images (direct, without producing a negative),
but there is no clear evidence for this. His later work is better known. From 1839,
he experimented with three techniques, direct positive on paper, negative/positive, and
diapositive. During the period 1839–1843 he developed what is now referred to as the
Winther’s Bichro-Silver process. This was documented in a book, Anviisning til paa
trende forskjellige Veie at frembringe og fastholde Lysbilleder paa Papir (later translated
into German), that he published in 1845. Following is a description of this method,
quoted verbatim.

The Winther Bichro-Silver process he developed in August 1842 is based
on two principles. No. 1 the highlights are created by exposure of paper in
the camera without any silver halides present, only the Potassium Dichromate
coating (hence the long exposure times). No. 2 the shadows are created after
washing and drying the dichromate mask by exposure to direct sun/daylight
after Silver Chloride is formed on the paper surface, as in salted paper. Later,
after curing, the hypo takes care of the unexposed silver while Nitric Acid (can
be avoided) clears the Dichromate o↵ the highlights leaving white paper there.
It is quite ingenuous and di↵erent from any other early positive processes but
exposure times are long, usually demanding an hour in full sun in the summer.
The resulting images are unique and like daguerreotypes are reversed.

Hippolyte Bayard is perhaps the most well-known and the most unlucky of Da-
guerre’s contenders. Neither an inventor, nor a scientist, Bayard was a clerk in the
French Ministry of Finance. In early January 1839, hearing of the Daguerreotype, Ba-
yard immediately sprang into action and started experimenting with the light-sensitive
properties of silver chloride. Already in early February he demonstrated tentative images
to César Despretz, a member of the French Academy of Sciences. These were silhouettes
of objects placed on light-sensitive materials, but he progressed fast. According to his
notebook, in late March he already showed his friends the first direct positives on paper.
In July 1839, just a few weeks before the historic introduction of the Daguerreotype at
the academy’s meetings, Bayard exhibited 30 photographs produced with his process.

In February 1840 Bayard first described his original photographic process. A sheet
of paper was soaked in a solution of sodium chloride and then dried. Next, it was
sensitized by floating it in a silver nitrate bath to create light-sensitive silver chloride.
The paper was then exposed to light until it had turned dark (the light converted the
silver chloride to pure silver metal). The black paper was then washed, dried, and kept
until needed. (This feature of Bayard’s method is significant. Preparing the papers in
advance significantly reduced the equipment needed to take an exposure.) The process
of taking a picture consisted of immersing the paper in a solution of potassium iodide
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and exposing it in a camera obscura. The areas exposed to strong light became bleached,
and thus bright, in proportion to the intensity of the light. The result was a positive
image. The image was then fixed in sodium thiosulfate and finally washed in a bath of
water and ammonia and dried.

By the end of May 1839 Bayard succeeded in cutting the exposure time from the
original one hour to about 15 minutes. Finally, on May 20, he showed samples to
Arago. According to Bayard, Arago convinced him to delay the publication of his
process because he (Arago) had a personal interest in Daguerre and his method. Thus,
Bayard came to feel cheated of his rightful place as one of the inventors, perhaps the
first inventor, of photography.

Bayard’s process was much cheaper, simpler and faster than the Daguerreotype,
the exposure time was about 12 minutes, but the resolution was lower. Because of
the heavy publicity surrounding the Daguerreotype, Bayard’s method was overlooked.
A year later (1840), highly disappointed for the lack of recognition and support, he
responded by photographing himself, half naked, in the pose of a drowned man, and
wrote on the back:

The corpse which you see here is that of M. Bayard, inventor of the pro-
cess that has just been shown to you. As far as I know this indefatigable
experimenter has been occupied for about three years with his discovery. The
Government, which has been only too generous to Monsieur Daguerre, has
said it can do nothing for Monsieur Bayard, and the poor wretch has drowned
himself. Oh the vagaries of human life. . . !
(This image is a parody of the well-known 1793 painting The Death of Marat, By

Jacques-Louis David.)
Instead of drowning himself, Bayard remained an important and productive member

of the French photographic community for the rest of his life. He continued his research
in photography, exploring methods for developing the latent image on paper. (A latent
image is an invisible image produced by exposing a photosensitive material to light.)
He also took many pictures, eventually abandoning his original direct positive paper
process and producing both Daguerreotypes and calotypes, until his death nearly fifty
years later. (After 1851, Bayard also employed the collodion wet plate process.) Here is
a summary of his main achievements in later life.

In 1843 he was invited to make Daguerreotypes of the Chateau de Blois and those
became the basis of a later restoration project of this important site. In 1849 he won
a silver medal for prints he made based on glass negatives, which were displayed at
the Paris industrial exhibition. In 1851 he was honored by a similar British medal for
images displayed at the Crystal Palace exhibition in London. Also in 1851 he was hired
by the French Government to establish (with others) the Mission Héliographique, a body
founded to document all the important sites and monuments in France by photographs.
In 1854 he became a founding member of the Societé Française de Photographie, and
served as its secretary from 1865 until 1881. In 1861, he founded a portrait studio
with a partner, where they made portraits, landscapes, and cartes de visite. Finally,
in 1863, came the ultimate honor, the medal of the Legion of Honor, awarded for his
contributions to photography. Rather than drowning himself in 1840, he died in 1887
after a long, honored, and productive life.

Reference [Gautrand 86] is a biography (in French) of Bayard.
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Photography is an art based on technology (i.e., a camera).
Photographers look at the world di↵erently.
Photography is a magnificent capture of time and life (light) meeting at the intersec-
tion of art and technology. It can be a hobby, a career, or a lifestyle.
Anyone can recognize the remarkable. The key is finding the remarkable in the ordi-
nary.
Pursuing photography is a journey. As long a journey as you want it to be.

—John Greengo (2018 lecture).

Talbot

We start with the game of the name. Henry Fox Talbot is
usually known today under this version of his name or simply as
Fox Talbot (a phrase that rolls o↵ the tongue smoothly and eas-
ily). However, Talbot himself greatly disliked these versions and
always made it known that he wished to be addressed as Henry
F. Talbot or H. F. Talbot. The name Fox was one of his middle
names, not his last name (it was his mother’s middle name). Nev-
ertheless both in his time and today, he was often referred to as
Fox Talbot and sometimes cataloged under F (for Fox). Today, his
most well-known likeness shows him probably in his seventies, old
and disappointed, but in the figure here he seems to be in his late forties or early fifties.
The following quotation is from an 1823 letter to his mother:

I observe you always direct to me Fox Talbot by way of discrimination, but
it does rather the contrary. For, the letters are here distributed from di↵erent
windows, according to the di↵erent letters of the Alphabet, and the other day
I found no letter for me under T, and accordingly asked for letters for Mr Fox
when they immediately produced one from you.

Finally, examining his many surviving letters, we do not find even one where the
word “Fox” appears in his signature.

At age 17, Talbot entered Trinity College, Cambridge. He was interested in the
classics and did well. However, after receiving his BA degree, his interests veered to-
ward mathematics. In 1824 he met and befriended John Herschel, who very likely
turned Talbot’s interest toward light and optics. In 1826, Talbot met Dr. David Brew-
ster, the Scottish physicist, mathematician, astronomer, inventor, and writer who was
also interested in optics. The two men remained lifelong friends, communicating and
corresponding frequently.

In the early 1830’s Talbot got married and was also elected member of Parliament.
His association with photography came in October 1833, during a recess of Parliament,
when he spent part of his honeymoon in Lake Como with his wife and sisters. Trying
the sketch the beautiful scenery around them, he discovered that he was the only one in
the group who was unable to produce satisfactory results even with the help of a camera
lucida. Even tracing the projections of a camera obscura failed. In his 1844 book The
Pencil of Nature he wrote: “when the eye was removed from the prism—in which all
had looked beautiful—I found that the faithless pencil had only left traces on the paper
melancholy to behold.” (He was referring to the prism of his camera lucida.)
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This experience led him to “reflect on the inimitable beauty of the pictures of
nature’s painting which the glass lens of the Camera throws upon the paper in its
focus—fairy pictures, creations of a moment, and destined as rapidly to fade away. . .
the idea occurred to me. . . how charming it would be if it were possible to cause these
natural images to imprint themselves durably, and remain fixed upon the paper.” This
was how the seed of photography was planted in his mind.

Unlike Daguerre, Talbot documented his life and activities methodically by means
of many letters and several notebooks. In his Notebook L he wrote a 77-word note
proposing the use of silver nitrate to produce images. This note—which was written in
the afternoon of Saturday, 5 October 1833 (Talbot’s Dies Mirabilis) at the Villa Melzi
on the shore of Lake Como—became the basis of Talbot’s many experiments that led to
his success in 1839. (The all-important notebook L from 1833–34 went missing for more
than 80 years and was finally discovered at Lacock Abbey in 2009.)

Back home from his honeymoon, notebook L tells us that Tablot started working
with silver nitrate in the spring of 1834. His first experiments consisted of preparing a
paper negative. By spreading layers of ordinary salt and silver nitrate he managed to
soak some light-sensitive silver chloride in the paper (the chlorine came from the salt).
Once dry, he would place this paper in the sun with an opaque object on top. The
exposed parts of the paper would become dark, leaving a bright silhouette of the object,
a negative (Figure 6.13). Talbot named his negatives sciagraphs (drawings of shadows).
The terms negative and positive (and also photography and emulsion) were proposed in
1839 by John Herschel.

Figure 6.13: Negative and Positive of a Silhouette by Talbot.

Spending some time in Geneva in the autumn of 1834, Talbot concentrated on the
problem of fixing the images on his negatives and enjoyed a quick success. His first
solution was to wash the negative with a solution of table salt. In 1835 he obtained
better results by washing them with potassium iodide. The principle of fixing a negative
is described by Talbot in his notebook L as follows:
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Two facts are singular. That a weak solution of salt discolours faster than
a strong one: and a small quantity of it acts much better than a large one.
The strong solution makes a slate color, but the weak solution makes it nearly
black.

Talbot immediately realized that if a strong salt solution slowed down the recording
of an image on his light-sensitive paper, then a saturated solution would prevent any
image recording. Thus, washing the paper in a bath of a saturated solution of salt after
the image has been recorded on it would desensitize the paper and prevent any future
changes to the image; in other words, this simple wash would fix the image, thereby
achieving the goal that eluded all the experimenters who preceded him. Fixing the
negative was Talbot’s first important achievement.

Also in 1835 he had his next great idea. He realized that he could generate a
positive image, in fact any number of positives, by printing the negative onto light-
sensitive paper, thus creating a negative of the negative. In a stroke (actually within
two years after his first ideas in Lake Como), he solved the important problem of copying
photographs, a problem that nagged other contemporary researchers for years.

The Story of the Latticed Window

One of the first negatives produced by Talbot, perhaps even the first one, is the
image of the latticed window in the south gallery of Lacock Abbey, taken by him in the
hot month of August 1835. A few years earlier, he replaced the original windows with
three oriel windows (a bay window which projects from the main wall of a building but
does not reach to the ground), facing his garden and the river Avon. He realized that
shooting a bright window from inside a dark room would produce a stark silhouette
even with the primitive photographic paper that he used at that time. He started with
a small piece of paper, about the size of a postage stamp, brushed a solution of sodium
chloride (known to us as table salt), let it dry, brushed a coat of silver nitrate on top of
that, let it dry, and added several pairs of layers of these chemicals. This slow process
created a layer of silver chloride on the paper, which made it much more sensitive to
light than Talbot’s earlier experiments, which used silver nitrate.

The finished paper was then placed in a simple camera obscura, of the type dubbed
by Mrs. Talbot a mousetrap (Figure 6.15), which itself was placed on a shelf in the
south gallery of Lacock Abbey, facing the window. We don’t know how long this historic
exposure was, perhaps somewhere between 15 minutes and an hour, but the result was a
clear (although not very sharp) image of the window, in which every small pane of glass,
about 200 diamond-shaped little pieces in all, was visible with the aid of a magnifying
glass. It was even possible to see several trees in the garden (Figures 6.14 and 6.15).

The small size and precise details of this negative have inspired Talbot to comment
“without great stretch of the imagination might be supposed to be the work of some
Lilliputian artist.”

If this really was the first negative, then it was the first step in the great photo-
graphic tradition that lasted for about 160 years, until the advent of digital photography.
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Figure 6.14: The 1835 Latticed Window.

“Latticed Window (with the Camera Obscura) 1835. When first made, the squares of
glass, about 200, could be counted with help of a lens.”

In 1935, Matilda Gilchrist-Clark, a niece of Talbot’s son Charles (who took the
name of Talbot), organized an exhibition of his work to celebrate the 100th anniversary
of the first negatives of the oriel window.

Figure 6.15: The 1835 Latticed Window and a Typical Mousetrap Camera.

The summer of 1835 was especially hot and bright, allowing Talbot to experiment.
He placed his sensitized sheets of paper in camera obscuras and recorded pictures of his
estate, Lacock Abbey. Images of its animated roofline and trees are still extant and about
them Talbot commented “In the summer of 1835 I made in this way a great number of
representations of my house in the country, which is well suited to the purpose. And
this building I believe to be the first that was ever yet known to have drawn its own
picture.” It seems that his process was ready in late 1835, but instead of publishing it,
he turned his attention to other topics.

He neglected his photographic work until hearing about Daguerre’s success in 1838.
During this period he attended Parliament scrupulously (although rarely speaking),
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made progress in optical research and mathematics, and published close to 20 scientific
papers and two books (with two more books in preparation).

Then came the miracle year of 1839. We know that in late 1838 Talbot had finally
prepared a presentation of his photographic work for the Royal Society, where just a
few weeks later he heard the news about Daguerre. This news was sketchy, no details
were available, which is why Talbot assumed that Daguerre’s work had paralleled his
own. It must have been a shock to him. He immediately sent some of his 1835 images
to Michael Faraday to be displayed, and hastily wrote a short account of his work, titled
Some Account of the Art of Photogenic Drawing, that within three weeks he presented
to the Royal Society. The title of this report was the source of the name “photogenic
drawing” that was attached to his early work.

As we know, Daguerre’s method was completely di↵erent from Talbot’s and was
disclosed to the public seven months later, in August 1839. Nevertheless, Daguerre was
hailed as a great inventor while Talbot’s work was initially deprecated and even ignored.
Then, in the winter of 1840, the sun came out unexpectedly, and Talbot used this rare
event to shoot pictures. Several months later he had a respectable portfolio of images
that were technically and artistically superior to his early work and were also easier
to produce than Daguerreotypes. On examining Talbot’s images of that year, many
modern critics agree that he was not just a photography pioneer and inventor, but also
the first photographic artist.

His next important step, developing the negatives, came in September of 1840.
Thus, Talbot’s three important breakthroughs were fixing, copying, and developing, in
this order. Talbot’s first photographic process, photogenic drawing, produced a negative
and he was already able to fix his negatives. However, the negatives came out of the
camera obscura with the image fully visible; the now-familiar step of developing was
missing. Obtaining such strong images required long exposures, and Talbot’s next great
idea was to realize that even after a short exposure, an image was fully formed on
the negative, only it was latent. Once Talbot found a way to increase the strength of
his negatives (i.e., to develop them), he could reduce the exposure times from minutes
(sometimes even hours) to seconds. He named this discovery, which he announced in the
spring of 1841, calotype from the Greek kalos, meaning beautiful. (Some of his friends
proposed the term Talbotype, but this never became popular.)

The crucial step of developing the latent image occurred when Talbot discovered
that coating his photographic paper with gallic acid before he brushed it with the lay-
ers of silver compounds has significantly increased the paper’s sensitivity to light. He
described this serendipitous discovery in a letter to the Literary Gazette in February
1841.

One day, last September, I had been trying pieces of sensitive paper, pre-
pared in di↵erent ways, in the camera obscura, allowing them to remain there
only a very short time, with the view of finding out which was the most sensi-
tive. One of these papers was taken out and examined by candlelight. There
was little or nothing to be seen upon it, and I left it lying on a table in a dark
room. Returning some time after, I took up the paper, and was very much
surprised to see upon it a distinct picture. I was certain there was nothing
of the kind when I had looked at it before; and, therefore (magic apart), the
only conclusion that could be drawn was, that the picture had unexpectedly
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developed itself by a spontaneous action.

Thinking of his many competitors—his investments of time, work, and money—and
listening to his mother and friends, Talbot immediately (in February 1841) applied for
and was granted a patent (No. 8842) to protect his calotype process, but as we will
shortly see, this caused him much grief later.

In a letter to an archeologist friend, Talbot described the calotype process thus:
The paper may be prepared in the evening by candlelight for use the fol-

lowing day.. . . Suppose that in traveling you arrive at some ruins unexpectedly,
which you wish to have drawn. You set up the camera, open the portfolio, and
take out a sheet of paper already prepared, slip it into the instrument, and
take it out again when you think that a su�cient time has elapsed, and in ten
minutes all is packed up again and you are proceeding on your journey.

Between 1841 and 1845 Talbot used his calotype method to shoot hundreds of pic-
tures, in England and elsewhere in Europe. In the fall of 1843 he set up a photofinishing
laboratory, The Talbotype Establishment, in Reading, to develop and print his images.
The ease of making calotype copies gave him the idea of publishing a book with pho-
tographs, the first of its kind. The Pencil of Nature was published between June 1844
and April 1846 and consisted of an introduction followed by 24 calotypes—mostly of
architecture, still life, and works of art—each accompanied by a page or two describing
the picture, its background, and its significance.

I hope it will be borne in mind by those who take an interest in this subject, that
in what I have hitherto done, I do not profess to have perfected an Art, but to have
commenced one; the limits of which it is not possible at present exactly to ascertain.
I only claim to have based this new Art upon a secure foundation: it will be for more
skillful hands than mine to rear the superstructure.

—Henry Fox Talbot, The Literary Gazette, 1839.

Figure 6.16 was taken in 1845. It shows a street in Reading and it is an outstanding
example of what Talbot’s process, combined with his professional expertise and artis-
tic talents, could produce. The technical and artistic qualities of this black-and-white
photograph are comparable with what can be achieved with current cameras.

Another reason for Talbot’s obtaining a patent on his calotype process was the
patent obtained by Daguerre in England and the fame and pension given Daguerre in
France. In contrast, the British government ignored Talbot and his work. He naturally
wanted to benefit from his time, work, and monetary investments, which is why he
initially charged the sti↵ fee of £20 for a license. Those who paid grumbled, which is
why he later dropped the fee to just £4. Still later he made it free for amateurs, but
£300/year for professional photographers. This led to bitter feelings against him, which
turned to severe criticism after 1851. In that year (when, incidentally Daguerre died),
the superior collodion process was publicized by Frederick Scott Archer. The collodion
was viewed by many as a superior version of the calotype (glass was used as the negative
base instead of porous paper), but Talbot felt that the collodion was an infringement
on his patent. He therefore announced that anyone buying a license to use collodion
would also have to buy a calotype license. At that point people started ignoring him
and pirating his method, forcing him to aggressively prosecute pirates and start several
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Figure 6.16: An 1845 Image by Talbot.

expensive law suits.
The original 14-year calotype patent expired in 1854, and Talbot applied for an

extension. However, as a result of a bitter lawsuit (Talbot v. Laroche), public opinion
turned against Talbot, causing him such mental anguish that he decided to forgo the
patent extension and give up his patent and any income from it. In a letter to the
Times of London of August 13, 1852, Talbot relinquished all control of his invention
except when used for commercial portraiture.

Talbot’s best income from the calotype patent was perhaps the sum of £1,000
that he received from Frederick and William Langenheim of Philadelphia, pioneer Da-
guerreotypists in America, for the exclusive American rights to his process. However,
the two brothers later wrote that the response in the United States to the calotype was
disappointing. Most American photographers in the 1840’s and 1850’s preferred the
Daguerreotype.

When the patent debacle was over, Talbot was in bad shape both physically and
mentally. It took him several years to recover, but in the early 1850’s he renewed his
activity. Figure 6.17 dates from this period. It was also at this period that he started
looking for a way to print his positives in printer’s ink, instead of the less permanent silver
halides. The result was a new photographic engraving process, published and patented
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in 1852, which produced an intaglio plate that could be printed on a regular printing
machine in stable printer’s ink. After six more years of experiments and development, the
improved version of this process, which he named photoglyphic engraving, was released
and patented in 1858. The modern photogravure process is the descendent of these early
attempts to produce permanent photographic images.

Figure 6.17: An 1853 Image by Talbot.

(Intaglio, Italian for carving, is a family of printing and printmaking techniques in
which the image is incised into a surface, and the incised line or sunken area holds the
ink. It is the direct opposite of a relief print.)

Today, Talbot’s country estate, Lacock Abbey, belongs to the National Trust and
is a museum devoted to him and his work.

6.3 Plates, Wet and Dry

The Daguerreotype ushered in the age of photography. It was a wonderful, magical
invention. Its images were extremely detailed, and it attracted everybody’s attention.
However, its practical execution was complex and required knowledge and experience.
Talbot’s calotype was somewhat simpler to produce, did not require the dangerous
mercury fumes, and allowed for multiple copies, but the images were not very detailed
(today, we refer to them as low resolution) because the silver emulsion was soaked
nonuniformly into the fibers of the paper negative. Thus, the masses who wanted to take
snapshots easily and quickly had to wait for further progress. It was in the 1850’s that
several photographic developments and inventions made simple, reliable photography
accessible to the average person.

In his classic book The History of Photography, Beaumont Newhall titles his chap-
ter 5, which is devoted to the three decades starting in 1851, Portraits for the Million,
an apt title (see reference [Newhall 82]). For the first time, it became possible to shoot,
develop, fix, and print high-quality photographs without much experience and with only
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a moderate expense. Thus, this was the period where many people became amateur
photographers.

The chief developments that made this quick progress possible are the collodion
process and his cousins, ambrotype, tintype, and cartes-de-visite. These are referred to
as wet-plate technologies. The much more useful dry-plate process came in 1871.

Archer and the collodion process

The fibers in the negative paper used by the calotype process became the weak
point of this technique. Researchers therefore tried to use a smooth glass base instead of
porous paper, but it proved di�cult to get the silver emulsion to stick to the glass. The
first tentative solution came in 1847, when Claude de St. Victor (a cousin of Nicéphore
Niépce) tried albumen (egg white) as glue to adhere the emulsion to glass. The result,
referred to as albumen plates, was successful and produced brilliant and very detailed
negatives whose resolution was close to that of the Daguerreotype. In addition, these
plates could be prepared in advance and carried by the photographer until needed. The
drawback of the albumen method was low light-sensitivity. It increased the exposure
times from seconds to hours, too long for practical use.

The next step in using albumen came in 1850, when Louis Désiré Blanquart Évrard
published a new technique for printing the positive. He realized that the paper on
which Calotype positives were printed had a rough surface into which the silver particles
carrying the image were embedded. This resulted in a soft, low-resolution positive.
Blanquart Évrard started coating his paper with albumen and let it dry before printing
the positive. This simple modification lifted the silver particles out of the fibers of
the paper and onto the smooth albumen surface, thereby resulting in a sharp positive
photograph.

Perhaps the ultimate step in improving Talbot’s Calotype method was taken by
Gustave Le Gray, a painter turned photographer. Talbot himself suggested that a fin-
ished Calotype negative should be waxed after development and fixing, in order to add
translucency and minimize the softening e↵ect the paper fibers caused during printing.
Le Gray went one step further and proposed waxing the photographic paper before it
was exposed. This step allowed the silver particles to sit on the smooth wax surface,
rather than inside the paper fibers. When combined with Blanquart Évrard’s method,
the resulting pictures were sharp and could be used for commercial portraiture. Finally,
the most serious shortcoming of the Calotype was removed and Talbot’s approach to
photography became a serious competitor of the Daguerreotype.

Felice Beato, an enthusiastic Italian/British photographer for many years, managed
to solve the long-exposure problem by developing his albumen plates. He would soak
an albumen negative in a saturated solution of gallic acid for several hours, a process
that amplified the latent image and cut the exposure time down to a few seconds.
Unfortunately, he kept his process secret for many years until after the albumen method
itself became obsolete.

The albumen process is based on a sheet of paper floating on a solution of albumen
(egg white). The steps are as follows: Open an egg, separate the white, add salt, beat it
up, and wait for it to settle. Float a sheet of paper on this liquid, take it out carefully,
dry it, and then float it on a solution of silver nitrate. When the silver nitrate combines
with the chloride of the salt, the paper becomes sensitive to light. Now place it on a
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negative (which could be obtained with any method) and expose it to light. The result
is a positive that often looks a little yellowish. The image printed on albumen print is
crisp, featuring fine detail and a smooth, glossy surface, because it is suspended on a
layer above the paper, rather than embedded inside it. This was the chief method for
printing a positive from 1850 to about 1890. It was precise, detailed, inexpensive, and
was easy to mass produce and distribute.

World Wet Plate Day, May 3rd 2014

This year the first Saturday in May can be booked as Wet Plate Day 2014. Block
your agenda for this sixth edition. Organize your Wet Plate Day event and have some
fun.

What is a Wet Plate Day?
World Wet Plate Day is a day to celebrate the work of the artists who practice

it today. Wet Plate Collodion is the photographic process of pouring Collodion onto
a plate of thin iron or glass, then exposing and developing that plate while it’s still
wet. This process was the primary photographic method from the early 1850’s until the
late 1880’s. It replaced paper negatives/Calotypes (Talbot) and Daguerreotypes (Louis
Daguerre). The current revival of the Wet Plate process is due in large part to the
ubiquity of digital photography and because of the unique Collodion “signature” and
aesthetic.

Who We Are and Why We Do This?
From reenactment tintypes, to still life ambrotypes, to studio portraits, photog-

raphers have embraced the ethereal look, handmade process, and arcane yet simple
materials of Wet Plate. Wet plate photographers can be artists, engineers, wilderness
travelers, studio operators or backyard hobbyists. But they all have been deeply im-
pacted by this beautiful technique.

Join.
By making Wet Plate Collodion images on the day of May 3, 2014, you will share

the experience with the 1850s founders, the 1870s portrait artist or traveling tintypist,
and today’s revivalists. By uploading your favorite plate, your work on that day can be
enjoyed by us all.

—From http://www.wetplateday.org.

Then came collodion. Collodion—from the Greek o��!�⌘& kollodis, gluey—is a
flammable, viscous solution of nitrocellulose (pyroxylin or gun cotton) in a mixture of
ether (as the solvent) and ethanol (as a diluent). Collodion was initially used medically,
to dress wounds, because it dries quickly and forms a tough, waterproof film.

In 1848, Frederick Scott Archer, a sculptor and numismatist, made a crucial dis-
covery. He tried to use collodion as an alternative to albumen on glass photographic
plates. Collodion seemed a good candidate because it is sticky, it is fairly uniform (has
very few grains), and is colorless. The experiment was a success, and he published it in
1851, starting a new era in popular photography, the era of the wet plate. Archer was
interested in photography because he wanted to mail accurate pictures of his sculptures
and coins to potential buyers.
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From 1851 until about 1880 the wet collodion process became the dominate method
for making photographs throughout Europe and North America. After 1880, it was
replaced by more industrialized photographic methods. Before collodion, photography
was a hobby enjoyed by few; after Archer, photography became a pastime for the masses.
Thus, Frederick Archer, whose name is obscure today, had democratized photography
and was one of its most important pioneers. He never patented his invention and died
poor a few years later.

Archer’s process was able to record microscopically fine detail as well as to print an
unlimited number of copies. These key features were improvements over the previous
two photograph processes, the daguerreotype and the calotype. On the other hand, the
new process required speed, skill, and experience, because its main chemical, collodion,
will dry up and lose its sensitivity after about 10 minutes. Here are the main steps of
the collodion process:

First, the edges of the glass plate should be smoothed with a sharpening stone to
help the collodion adhere better to the plate. The glass is then polished with a solvent,
such as rotten stone or glass wax.

Next, the glass is carefully cleaned again to remove any dust particles. Any remain-
ing particles would show up as dark spots on the final image. A mixture of iodides,
bromides, ether, and alcohol is added to the collodion to help make it photosensitive.
The solution is then left to mature for about a week.

Flowing the plate. The collodion is carefully poured onto the center of the glass.
It should cover the entire surface, because it enables the silver nitrate to adhere to the
plate.

The photographer should now go into the darkroom, where he dips the plate into
a bath containing silver nitrate, the chemical that will make the plate sensitive to light.
The plate is left in the bath for about three to five minutes. The photographer then
removes the sensitized plate from the silver bath and lays it inside the plate holder. The
collodion side is placed face down so that later, when it is placed inside the camera, it
would receive the light rays directly. Any excess silver nitrate is removed from the back.

The plate holder is closed and is removed from the darkroom. Before it is inserted
into the camera, the photographer has a last chance to make final adjustments to the
focusing and composition of the image. (Those who haven’t used a plate holder may try
the videos of references [collodion 20] and [collodion 21] to visualize this process.)

Exposure. The dark slide is now pulled out of the plate holder and the lens cap
is removed to expose the plate for the required amount of time. The lens cap is then
placed back over the lens and the dark slide inserted back in the plate holder. The plate
holder is removed from the camera.

In the darkroom, the glass plate is removed from the plate holder. Developer is
then poured onto the plate in an even, sweeping motion, because otherwise it would
leave ridges and markings on the final image. The image slowly appears on the plate.

When the photographer is satisfied with the image, water is poured over the plate
to stop the development. The plate is placed in a bath of fixer to permanently preserve
the image. The plate is removed and is washed thoroughly in water.

Once the plate is dry it should be varnished in order to protect the fragile image.
The plate is heated to facilitate this process, and a clear coat of varnish is floated on
it, much as the collodion was. This requires experience as the varnish can accidentally
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dissolve the image.
Once the plate is varnished, it can be used to make prints. Often, this was done

with albumen paper, as mentioned earlier. This produced prints featuring a lush, glossy
surface, and whose colors ranged from reddish to purplish-brown.

Thus, the photographer had to carry his darkroom and chemicals in addition to the
(most essential) tripod, and had to be fast (the entire process had to be done within
about 10–15 minutes). The portable darkroom was normally a tent (Figure 6.18), and
special tents were made, that were partly tied around the photographer’s waist. The
requirement for speed was the main drawback of the collodion process, which otherwise
combined the advantages of the Daguerreotype and calotype.

Figure 6.18: A Wet-Plate Photographer At Work (Unknown, circa 1877).

Another disadvantage of collodion was the silver nitrate bath. Over time and with
heavy use, it became contaminated with alcohol, ether, iodide, and bromide salts from
the plate, as well as with dust and other debris. This seriously reduced the quality of
the final images.

Archer himself noticed that the ether fumes had a↵ected his health, much as mercury
vapors are said to cut short the life of Louis Daguerre.

It is also important to note that the collodion process, as its predecessors, was
sensitive to blue light only. Blue is one of the cool colors, which is why scenes with
warm colors came out dark, while those with cool colors appeared bright. For example,
clouds on a blue sky became invisible because they contained the same amount of blue
as the sky. A white-and-blue tablecloth became uniformly white, and bright yellow and
pink clothes come out as black.
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The wet-plate process was really wet! Regardless of how careful and experienced a
photographer was, the collodion would always drip through the plate holder and stain
the camera. To a current collector, those stains are often a desirable feature that adds
character to an old camera and increases its value.

Like many inventions, the collodion process had another inventor, Gustave Le Gray,
who has been called “the most important French photographer of the nineteenth cen-
tury.” Le Gray described a collodion process in 1850, but his method was impractical.
Le Gray was much admired because of his technical innovations, his role as the teacher
of other noted photographers, and his photographic imagination.

Website http://www.frederickscottarcher.com/ is devoted to Archer’s life and
work. He did not patent his discovery and gave it freely to the world. He later became
one of the developers of the ambrotype process. The following description of his character
was written by John Beattie, a Bristol Daguerreotypist, in 1851.

Having got Mr. Archer’s address, without any introduction but the simple
plea of my curiosity and desire for knowledge, I called upon him. . . . I met
a thin, pale-faced, over-thoughtful man, possessing a manner so free, unsuspi-
cious, and gentle, that in a few minutes all idea of my being an intruder was
entirely removed. . . . He was profuse in description (as if I had paid him a
fee) and ended with the words, “Perhaps you would like to see me make a
picture?” . . . But Mr. Archer’s generosity did not end there. He wrote me a
list of chemicals which I was to procure, and told me to use his name at Horne
and Thornthwaite’s . . . He shook me by the hand as warmly as if I had been
obliging him.
In 1854, Archer published the collodion process on glass, a manual on his method.

This publication is currently available online at [samackenna 14].
Figure 6.19 is an 1871 print from a wet collodion negative. It was taken by Julia

Margaret Cameron and it depicts Alice Liddell, the model for Alice in Wonderland, aged
19.

For videos illustrating the collodion process, search youtube.

Poitevin and carbon printing

Albumen paper negatives tended to fade over time. This problem was already
familiar to Talbot, whose calotype process produced paper positives (prints) that also
got weaker with time. Thus, in 1856, Adolphe Louis Poitevin developed a printing
process based on carbon, rather than on silver compounds. The paper for the positive
image was first coated with a mixture of gelatin and light-sensitive potassium bichromate
to which carbon particles were added. This material hardened in proportion to the light
shining on it. The treated paper, now called a carbon tissue, was dried and then placed
on a negative and light was shined from under the negative. Once ready, the paper was
removed and the chemicals washed away from the unexposed areas, leaving a gelatin with
carbon particles embedded. The carbon provided a lasting print, but the gradations of
light and shade were coarse and unsatisfactory.

This process was later improved by Joseph Wilson Swan who patented his process
in 1864. Swan’s carbon printing became popular both because of its permanency and
the rich tones it featured. Soon, Swan developed a variety of non-carbon pigments that
could add subdued colors to the prints.
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Figure 6.19: Alice Liddell as a Young Woman.

Ambrotype

Already in 1839, John Herschel observed the interesting fact that weak negatives
(where the bright areas are light and the dark areas are transparent) appear positive
when viewed against a black background. In 1854, Frederick Archer wrote about “the
whitening of collodion pictures as positive.” A year later, in 1855, the name ambrotype
was coined to describe direct collodion positives. Ambrotypes were deliberately under-
exposed negatives made by the collodion process and optimized for viewing as positives.

The term ambrotype, also known as amphitype or as collodion positive, comes from
the Greek ↵µ�⇢o⇡o& (immortal) and ⌧�⇡o& (impression). This is a direct positive on
glass, made by a process similar to the original collodion. This positive cannot be copied
by a simple printing process.

The ambrotype process is straightforward. A glass plate is cleaned and one side of
it is coated with a thin layer of iodized collodion, then dipped in a silver nitrate solution.
The wet plate is then exposed in the camera, pulled out in a darkroom and is developed
and fixed. The result is a negative, but when this is viewed by reflected light against a
black background, it appears to be a positive image; the empty (white) areas look black,
and the exposed, dark areas appear relatively light. It helps to blacken the back of the
glass with a dark cloth or paper (or to coat it with black varnish). The image on the
front of the glass is fragile and should be protected by covering it with a thin sheet of
glass (which can also be cemented directly with a balsam resin).

The original ambrotype was later improved by adding camphor and potassium bro-
mide to the collodion.

The ambrotype’s greatest advantage was the short time for developing, fixing, and
finishing. A customer could walk into a photography studio, have his portrait taken,
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and come out in 30 minutes with a beautiful finished and framed ambrotype in his hands
(and a little less money in his pocket).

It is a novel experiment to illustrate a book of travels with photographs, a few years
back so perishable, and so di�cult to reproduce. But the art is now so far advanced,
that we can multiply the copies with the same facility, and print them with the same
materials as in the case of woodcuts or engravings.

—John Thomson, 1873.

Tintype

During the 1860s, the ambrotype was superseded by the tintype, a wet-plate process
that employs thin black-lacquered iron plates instead of glass. Tintype photos were hard
to distinguish from ambrotypes, especially when they were covered with protective glass.
The tintype process is based on a thin iron plate that is first enameled in black and then
coated with the light-sensitive emulsion. This process, invented in 1856 by Hamilton
L. Smith (U.S. Patent 14,300 of February 19), was later commercialized by Peter Ne↵.
He made and sold the tintype plates, which he named melainotype. In spring 1856 Ne↵
promoted tintyping by writing The Melaintotype Process, Complete, a short brochure.
By October, American innovator Victor Moreau Griswold applied for two patents to
improve the original tintype, in the process changing its name to the more appropriate
ferrotype.

The main advantage of tintype is that the iron plates were not breakable like glass.
They could therefore be mailed, carried on rough trips, and mounted in large albums.
The wet-plate processing was done quickly, as with the ambrotype, so the customer
could wait for the final image. The plates were also inexpensive. All these advantages
combined to make tintype very popular. It became another step in making photography
accessible to the millions.

Several formats were used for tintype negative plates. They ranged from a small,
postage-sized 1.5 ⇥ 2 cm (called gems) to large 21.5 ⇥ 33 cm “double whole” plates.
Tintype positives were often enhanced by the photographer by adding water- or oil-
based colors and a protective varnish coat for a glossy surface.

In sixty-one, any soldier with a dollar and seventy-five cents could have his aspect
recorded in the form of ambrotype, tintype, calotype, or daguerreotype. In those days
of war, Ada had found most of the ones she had seen comic.

—Charles Frazier, Cold Mountain, 2017.

For videos illustrating the tintype process, search youtube.

Carte-de-visite

The basic collodion process and its varieties did much to popularize photography,
but most of this success was due to the wet-plate collodion process known as carte-
de-visite. Its origins are uncertain, but it was patented in 1854 (French patent no.
21502) by André Disdéri, who wrote “in order to render photographic prints practical
to commercial needs, it would be necessary to diminish greatly the cost of production,
a result which I have obtained by my improvements.”
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The carte-de-visite approach to wet-plate photography was based on a special mul-
tiplying camera that had a moveable plate and four lenses. (Many types of multiplying
cameras were made, some with as many as 36 lenses.) Four exposures were taken in
sequence (all four or part could be exposed simultaneously), the plate was then slid hori-
zontally, and four more exposures were taken. The eight exposures (often with only 2, 3,
or 4 di↵erent poses, Figure 6.20) could be very similar or very di↵erent. Once exposed,
the plate emerged from the camera with eight negative images. It was then developed,
contact-printed on paper, and cut into eight 4 ⇥ 2.5 inch positives. The dimensions of
the positive were similar to those of the visiting (or calling) cards of the time, hence
the name of this process. (It was customary to present a calling card when visiting
someone.)

This technique meant that eight portraits could be taken in as little as a minute or
so, and then developed and fixed in just a few minutes. The customer walked out of the
studio with eight small copies and Disdéri’s studio in Paris was kept busy. In addition,
the process was simple, did not require special skills, and could easily be mastered by
anyone.

Figure 6.20: A Typical Carte-de-Visite.

The success of carte-de-visite photography generated much competition, and within
a few years the cardomania was all over, causing Disdéri himself to lose business steadily
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and become a victim of his own success. After reputedly being the richest photographer
in the world, making £48,000 in 1861, Disdéri became bankrupt in 1872.

The common rate charged in France was 30F for 25 cartes with two poses, 50F for
50 cartes with three poses, and 70F for 100 cartes with four poses.

Cartes-de-visite became a fad during the 1850’s and were commonly given as gifts
on birthdays and holidays. Today, the carte portraits of celebrities are collectors’ items.
The carte-de-visite album became a common feature of parlors and living rooms in the
west. Cardomania peaked in the mid 1860s, when it was superseded by the introduction
of the larger cabinet portrait.

Disdéri also invented the twin-lens reflex camera.

Cyanotype, the origins of blueprints

John Herschel has been mentioned in this book several times. He was a well-known
19th century astronomer and scientist who, in addition to many other achievements,
made important contributions to photography. Some might even claim that he could
have been the inventor of photography. The following is a short list of his main contri-
butions to this field:

In 1824 Herschel met and befriended Fox Talbot, and very likely turned Talbot’s
interest toward light and optics.

As part of a scientific delegation, Herschel came to Paris in May 1839 to examine
the Daguerreotype process and compare it to Talbot’s methods.

He coined the term photography in 1839 and was the first to use the common terms
negative and positive.

In 1819 he discovered that sodium thiosulfate could be a solvent of silver halides. He
referred to this solution as hyposulphite of soda and in early 1839 he realized that this
chemical could be used as a fixer, to fix photographic images and make them permanent.
He then promptly communicated this fact to both Daguerre and Talbot.

In 1842 Herschel developed the photographic printing process known as cyanotype.
This is a simple process that starts with a negative and produces a bluish print (which
many users found unsatisfactory). Most of the photographic processes of the 19th and
20th centuries were based on silver compounds, but cyanotype is based on the properties
of iron salts. Here are the details of this unique process.

A light-sensitive solution that is rich in iron is prepared by mixing potassium fer-
ricyanide and ferric ammonium citrate solutions. This mixture is then brushed lightly
and evenly, under dim light, over the desired surface, which can be anything porous
such as paper or fabric. Once the sensitized surface is dry, it is placed on a negative and
is exposed to light which must contain ultraviolet wavelengths (sunlight is ideal). The
opaque regions of the image block the light, but all other regions are exposed with a
chemical reaction that converts the iron compounds to yellow or bronze. Once exposed,
a weak, latent positive image appears on the surface. The final step is to rinse the
surface, which washes away the unexposed, light-sensitive, dry solution, and brings the
image to life. The final, blue tint of the image appears slowly as the surface dries up.
This tint is known as Prussian blue, a complex molecule that contains the compound
cyanide, hence the name cyanotype.
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Thus, by the mid 1840’s, photographers had a quite a few options of photographic
processes, but only a few chose cyanotype. Over the years, this process was used less
and less, but it received a boost in late 1800’s by several botanists, especially Anna
Atkins, who used it to photograph silhouettes of plants (Figure 6.21). In fact, it seems
that the first photographically illustrated publications in history were several books that
she published, containing many of her cyanotypes.

Figure 6.21: Cyanotype Examples by Anna Atkins.

An interesting point is that the cyanotype process became the forerunner of the
important blueprints, technical drawings used in engineering and architecture.

Search Youtube under “cyanotype” for examples of how to make cyanotype prints.
The following is quoted from Wikipedia: Chrysotype (also known as a chripotype

or gold print) is a photographic process invented by John Herschel in 1842. Named from
the Greek for “gold,” it uses colloidal gold to record images on paper.

Herschel’s system involved coating paper with ferric citrate, exposing it to the sun
in contact with an etching used as mask, then developing the print with a chloroaurate
solution. This did not provide continuous-tone photographs.

Dry plate photography

The main advantage of the wet collodion process was that an experienced photogra-
pher could produce consistently good results with exposures of a few seconds and a total
cycle time (exposure and processing) of a few minutes. The chief shortcoming (already
mentioned earlier) was that the wet plates had to be prepared, exposed, and processed
within a few minutes. In a studio, a photographer had all the necessary chemicals and
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tools, but taking pictures in the field was complex and demanded special equipment and
long preparations. A carriage (or at least a horse) was required to carry the needed
equipment and water (much water was needed for rinsing the plates).

Amateurs, however, worked under di↵erent conditions. An amateur is not concerned
with making money and thus may not mind long exposures and inconsistent results.
However, a short learning curve, mobility, and overall convenience are important. The
ability to buy commercial dry plates o↵ the shelf is also important, as is the leniency
provided by not having to develop the plates right away. There was another, unexpected
advantage to dry plate photography. For the first time, cameras could be made small
enough to be hand-held, which opened up a whole new spectrum of artistic possibilities.
Thus, amateurs and artists were the ones looking for a dry-plate photographic process,
and researchers, scientists, and photo pioneers spent years looking for ways to replace
the wet plates. The following paragraphs cover some of the many attempts (the so-called
dry-plate competition) in this area.

One of the first attempts to produce practical dry plates has already been men-
tioned. It was the albumen process of 1847. Claude de St. Victor (a cousin of Nicéphore
Niépce) tried albumen (egg white) as glue to adhere the emulsion to glass. The result,
referred to as albumen plates, was successful and produced brilliant and very detailed
negatives whose resolution was close to that of the Daguerreotype. In addition, these
plates could be prepared in advance and carried with the photographer until needed.
The drawback of the albumen method was low light-sensitivity. They increased the
exposure times from seconds to hours, too long for practical use.

Early in 1853, M. A. Girod, a French photographer, tried to place a plain glass plate
on the surface of the wet collodion to protect it from air. The plates were tied and placed
together in the plate holder, the plain plate receiving the light. After exposure, the plain
plate was removed, and the sensitized plate developed normally. A year later, in 1854,
Marc Gaudin claimed that the extra plate damaged the collodion and introduced air
bubbles between the plates. In addition, imperfections inside this glass plate introduced
distortions in the final image. Gaudin then proposed to separate the plates by inserting
strips of filter paper along their edges. Gaudin also tried other dry plate methods that
proved unsatisfactory.

George Shadbolt and Farnham Maxwell-Lyte came up with a collodion-honey pro-
cess that barely worked. Shadbolt used a mixture of honey and alcohol to coat the
plate, which then became viscous, but not completely dry. Maxwell-Lyte similarly used
a mixture of honey and glycerine. Their plates were not completely wet, but could not
retain their sensitivity for long periods and also required long exposures.

In 1854, magnesium nitrate was proposed by John Spiller and William Crookes.
The negative plate was first sensitized by pouring the emulsion over it, and then a
deliquescent substance (one that tends to absorb moisture from the air and dissolve in
it) such as magnesium nitrate or zinc nitrate, was spread over the plate to dry it.

In 1855, Jean-Marie Taupenot published a collodion-albumen method that involved
washing wet collodion plates in a silver nitrate solution and coating them with a protec-
tive layer of albumen. These plates could be stored for a few weeks, a great advantage. A
few hours before exposure, they had to be sensitized in a silver solution and dried. This
was a popular process that produced fine, detailed images but required long exposures.

In 1854, John Llewelyn, A Welsh sheri↵, botanist, and pioneer photographer (and
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a fellow of the Royal Society already in his twenties), invented a drop shutter capable of
reducing exposure time to seconds. In 1856, he experimented with a dry-plate process
he termed oxymel. The main step was to prepare a wet collodion plate coated by silver
nitrate, then wash it and place it in a bath of honey and acetic acid before finally drying
it. The plates were not really dry, but could be stored for a few days. However, like its
predecessors, this method also required long exposures.

In 1856, Richard Hill Norris patented a process where a collodion plate was coated
with gelatin or gum arabic to preserve its sensitivity. These dry plates were popular for
a while. A better approach was announced in 1864, when William Blanchard Bolton and
Benjamin Jones Sayce made practical emulsions by mixing silver bromide into collodion.

In 1858, Thomas Fothergill proposed his dry-plate process which turned out to be
simply the first half of the Taupenot method. The albumen was washed o↵ the sensitized
plate and the plate was then dried. This process worked because some albumen was left
in the pores of the collodion. The Fothergill process was popular between 1857 and
1865.

In 1861, Major Charles Russell tried tannin. He started with a gelatin sublayer
on which he spread a thin film of of bromo-iodized collodion which was sensitized in a
silver bath. The resulting silver nitrate was then washed away and the plate coated with
tannin and dried. The tannin restored the sensitiveness that was reduced by washing
the silver nitrate, thus resulting in a really dry plate that was sensitive to light and
could also be made commercially and stored for future use. In 1861 Russell wrote a
slim volume on his process and complemented it with a second edition in 1866. German
translations of these booklets were also made. After exposure, the plate was developed
with pyrogallic acid (silver nitrate solution containing acetic acid). In 1862, Russell
improved his process by using alkaline pyro-ammonia as the developer.

(The term tannin is used for any large polyphenolic compound containing su�cient
hydroxyls and other suitable groups (such as carboxyls) to form strong complexes with
various macromolecules. Wood tannins are produced from oak or fir trees and have been
used in processing animal hides into leather. This is also the origin of the terms “tan”
and “tanning” used for the treatment of leather.)

In 1868, Russell Manners Gordon tried gum and gallic acid. A year later he tried
iron as a developer. The wet plate was first smeared with albumen along its edges,
then coated with iodized collodion, and dropped into a nitrate bath for 10 minutes. A
solution of gum arabic, sugar candy, and gallic acid was then poured over the plate,
which was then drained and dried. This strange process resulted in semi-dry plates that
unfortunately required exposure times four to twenty times longer than those of wet
plates; impractical.

In 1874, William Abney, an English astronomer, chemist, and photographer, devised
his albumen-beer photographic process. It sounds strange, even funny, to use beer as a
chemical for photography, but it worked. The process started with a sublayer of very
porous collodion on a glass plate. The plate was then sensitized by bathing it in silver
nitrate. A mixture of albumen and beer was then spread on the plate, which was then
drained and dried. A second mixture, of beer and pyrogallic acid, was then spread on
the glass, drained, and the plate dried. This was another long, tedious process that did
not last many years, but it worked! It was even used successfully by the expeditions
sent to observe the transit of Venus on 9 December 1874.
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The winner in the dry plate marathon was gelatin, a process that originated in
1871 by Richard Leach Maddox, a photographer and physician who was interested in
photomicrography (shooting samples under a microscope). Like Archer, Maddox also
noticed the ill e↵ect on his health from the ether vapors emitted by the wet plates he
constantly used. This provided him with an incentive for looking for a substitute, and
in early September 1871 he published an article where he described an experiment with
gelatin dry (glass) plates sensitized by cadmium bromide and silver nitrate. (Gelatin is
a transparent substance used for making candies.) Others followed his lead and quickly
discovered that celluloid could serve as a base plate instead of a glass, and be coated
with the same emulsion.

Maddox freely gave his discovery to the world, saying “I had no thought of bringing
the subject into notice until it had been lifted from the cradle.”

The gelatin emulsions made by Maddox were soft and sensitive to touch, making
them tricky to use. In 1873, the photographer Charles Bennett discovered a way to
harden the emulsion, making it much easier to use. Five years later, in 1878, Bennett
also discovered how to greatly increase the light sensitivity of the gelatin emulsion by
heating it for long periods.

The popularity of gelatin-based dry plates made this process popular and became
another important step toward bringing easy, a↵ordable photography into the hands of
the public. A typical comment was made in 1903 by the Edinburgh photographic dealer,
Andrew H. Baird “who finds quite enough to look after in compassing the ends he has
in view without making of himself an amateur plate manufacturer as well.”

Anti-halation backing. The dry plates prepared by the methods described here
were usually translucent. The light hit the sensitized layer, producing an image of the
scene, but some light passed through this layer and was reflected by the back surface of
the glass plate, producing halation (the spreading of light beyond its proper boundaries
to form a fog around the edges of a bright image in a photograph or on a television
screen). Thus, an anti-halation backing was needed and it was made either from burnt
sienna mixed with gum-water or simply from black tissue. The backing was removed
before or during the developing, thereby adding another step to the already-complex
process of preparing a dry plate, exposing it, and developing/fixing it. It is interesting
to note that halation was a problem even with the modern celluloid photographic film
that was used for most of the 20th century. Such film also had an anti-halation backing
in the form of black coating on its back surface.

Because of the importance and long popularity of the gelatin dry plate, detailed
steps for its preparation and exposure are listed here. First, the steps required to prepare
a dry glass plate. We assume that a quantity of emulsion (from a photo supply source)
is ready. This usually comes as a solid substance in a bottle and has to be warmed up
and liquified before use.

Scrub the glass plate with a scouring pad and powder laundry detergent. This step
gets rid of any oily residues on the glass. Place the plate vertically to dry.

Prepare the gelatin sublayer on which the emulsion will later be spread. Start
with 50 ml of distilled water, warm it to about 120-130� Fahrenheit, and then add 1/4
teaspoon of chrome alum (a hardener) and stir until it is fully dissolved. Now get one
cup of distilled water, sprinkle 3.5 grams of gelatin, let stand 10–15 minutes, and heat
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up. Once the gelatin has dissolved, add one teaspoon of the chrome-alum hardener
solution prepared earlier. Finally, add one tablespoon of Photo-Flo (a wetting agent) to
end up with a mixture of gelatin, chrome alum, and Photo-Flo. Make sure this solution
is still warm and pour it over the glass plate. Spread it evenly by tilting the plate as
needed. Place the plate vertically to dry completely for several hours.

Now that the glass has the sublayer of gelatin, it is ready for the emulsion layer.
This is also a long, detailed process, which is why it makes sense to prepare a large
quantity of emulsion, store it in small, light-tight containers, and use each container
when needed. Start by pouring 5 ml Photo-Flo into each container and prepare some
hot water. Now shut yourself in your darkroom, place the bottle of emulsion in warm
water and wait for it to liquify. Pour 20–30 ml of emulsion into each container, and store
in a refrigerator for future (but not distant future) use. When a container is needed,
warm its contents and stir carefully so as not to create air bubbles. Pour the container
on the gelatin sublayer of the glass plate and spread it evenly by tilting the glass as
before. Wipe any excess that found its way to the back of the glass. Hold close to the
safelight to inspect the result. It is important not to have any air pockets. Finally, place
the glass plate in a light-tight box for drying. Make sure to mark the side of the glass
with the gelatin and emulsion layers.

Notice that the glass plate can be reused in the future. The gelatin sublayer can be
removed with bleach.

This is a long, complex process that requires several ingredients and tools. It is no
wonder that most casual camera owners, and even most professional photographers, used
to buy their dry plates (and later, their celluloid film) from commercial suppliers. Here is
the story of one such business enterprise. In 1879, Alfred Harman founded his Britannia
Works Company to make dry plates. Today, many new companies and businesses start
in the founder’s garage, but Harman started his in his basement. Initially, he did all the
work by himself. As the business grew, he moved it into the ground floor and employed
two men and three boys. These workers did the work by hand and even poured the
liquid emulsion from a teapot. Demand was so high that within a few years he was
able to buy machines that could prepare 12,000 plates a day. By 1891 the company
was the largest maker of dry plates in the world and in 1900 it changed its name to
Ilford, after the village where Harman lived. The Ilford company has grown and its
name is now well-known to photographers all over. It still exists and it concentrates on
black-and-white film photography.

Once a gelatin dry plate has been prepared and has completely dried, it can be
used. The steps of taking a picture with a dry plate are as follows (compare with the
steps of operating a view camera in Section 3.6):

In a darkroom, place a dry plate in a plate holder and slide the plate cover in to
protect the plate from light.

Place the plate holder in the camera (this can be done in bright light).

Pull the cover out of the plate holder to uncover the dry plate.

Expose the plate to light. Initially, this was done by removing the lens cap for
the required time. By 1880, the sensitivity of dry plates has increased such that short
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exposure times of less than a second became possible and some kind of a mechanical
shutter had to be developed.

Push the cover back in to protect the exposed plate from light.

Remove the plate holder from the camera. Processing could wait to be done at a
convenient time and place.

This process became the direct forerunner of the modern roll film, with which the
current older generation is familiar (and about which the younger generation has heard,
but hasn’t experienced).

The various dry plate processes mark the beginning of modern photography. They
made it possible to invent and produce celluloid film, roll film, handheld cameras, and
the movie camera.

Like the crowds who repair
To old Cavendish Square,
And mount up a mile and a quarter of stair
In procession that beggars the Lord Mayor’s show!
And all are on tiptoe, the high and the low,
To sit in that glass-cover’d blue studio;
In front of those boxes, wherein when you look,
Your image reversed will minutely appear,
So delicate, forcible, brilliant and clear,
So small, full, and round, with a life so profound,
As none ever wore
In a mirror before. . . .
His [Apollo’s] agent on earth, when your attitude’s
right,
Your collar adjusted, your locks in their place,

Just seizes one moment of favouring light,
And utters three sentences “Now it’s begun”
“It’s going on now sir” and “Now it is done”.
And lo! as I live, there’s the cut of your face
On a silvery plate
Unerring as fate
Worked o↵ in celestial and strange mezzotint
A little resembling an elderly print.
“Well, I never!” all cry; “it is cruelly like you!”
But Truth is unpleasant
To prince and to peasant.
You recollect Lawrence, and think of the graces
That Chalon and Company give to their faces;
The face you have worn fifty years doesn’t strike
you!

Extract from the poem The New School of Portrait-painting, by S. L. Blanchard.

6.4 George Eastman and Kodak

In 2012, the Kodak corporation, for many years a household name all over the world,
declared bankruptcy and quit the film and camera business. It was a very significant
end of an era. Today, its remaining operations concentrate on imaging systems for
businesses, but throughout its history Kodak was a revolutionary enterprise that made
major contributions to photography for more than 120 years. It was founded in 1880
by George Eastman, as the Eastman dry-plate company, and in 1887 it was renamed
Eastman Kodak.

Here is a list of Kodak’s major achievements over the years: Commercial manufac-
turing of dry plates. The Kodak camera based on a roll of light-sensitive paper (1888).
Flexible transparent film instead of paper (1889). Kodak Brownie box roll-film cam-
era (1900). Kodachrome, the first multi-layered color reversal film (1935). The first
automatic exposure camera, the Super Kodak Six-20 (1938). Kodacolor negative film
(1941). The Kodak Stereo camera (1954). The immensely successful Instamatic camera
(1963). 110-film (1972). Digital images (by Steven Sasson, in 1975). Disc film and
camera (1982). The first megapixel image sensor, with a capacity of 1.4 million pixels
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(1986). The Fling, a 110 film disposable camera (in 1987; a 35 mm version appeared
in 1988). The Photo CD system (1990). The first DSLR, the Kodak DCS-100 (1991).
PhotoCD (1992). The Apple QuickTake 100 was made by Kodak (1994). Kodak’s first
consumer-level digital camera, the Kodak DC40 camera (1995). The very first WiFi
camera, the 4 MP EasyShare-One (2005).

A timeline of Kodak’s history can be found at
http://www.kodak.com/ek/US/en/Our_Company/History_of_Kodak/
Milestones_-_chronology/Milestones-_chronology.htm

Major camera makers, such as Nikon and Canon, are household names today, but
there is no question that over its long life Kodak was more than a maker of cameras
and film. It was a force that finally removed the financial and technical di�culties of
photography and made it accessible to everyone. The crucial step took place in 1900,
when the Kodak Brownie camera made its debut, 62 years after the announcement of
the Daguerreotype.

The success of Kodak (and by implication, the success and popularity of modern
photography) is attributed to the vision, industry, commercial awareness, and determi-
nation of one man—George Eastman.

Eastman combined the positive qualities of an inventor and a businessman. He made
important contributions to the technological and commercial aspects of photography and
was successful in both. He had an uncanny ability to predict what the public would want
and to create a demand by making products that people didn’t know they needed, but
ended up buying.

The best example of Eastman’s vision is the Kodak Brownie box roll-film camera,
released in early 1900 (United States patents 622,955 (04/11/99), 662,762 (11/27/00),
and 725,034 (04/14/03)). This simple, inexpensive, and easy-to-use device ushered-
in the age of low-cost photography and also introduced the concept of the snapshot.
The first Brownie model, designed and made by Frank A. Brownell, was a small, black
cardboard box with a simple meniscus lens, that took square 2.25⇥2.25 inch pictures on
117 roll film. 150,000 cameras were sold in the first year of production; a huge success.
The name Brownie came from the little characters created by the Canadian author and
illustrator Palmer Cox.

The Brownie had very simple controls and a price tag of only $1. Kodak promoted
this camera with the slogan “You press the button, we do the rest,” which suggests that
the company planned to make money from processing and selling the film, rather than
from the camera itself. This is the business model that was later popularized by the
Gillette razor company and was adopted a few decades ago by printer makers. However,
film and processing prices started very low. In 1900 they were 15 cents for a six-exposure
roll of transparent film. Ten cents for a similar size paper-negative film, and 40 cents
for processing these rolls.

Figure 6.22 shows the Brownie 2A, one of the earliest models. Notice that it has
controls for shutter speed (from 0.5 s to 5 s) and aperture (measured in “stops,” not
f/stops). The two viewfinders made it easy to take pictures in portrait (vertical) and
landscape (horizontal) formats.

The success of the first Brownie encouraged Kodak to produce variants of the basic
Brownie. Over the 70 years of its production, 125 di↵erent models were made. Some were
simply referred to as No. 1 Brownie, No. 2 Brownie, or No. 1 Brownie Model B, while
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Figure 6.22: The Kodak Brownie 2A.

others became Brownie target, Beau Brownie, Brownie Hawkeye. . . . Most models were
black, but the Kodak marketers tried other colors from time to time. Some Brownie
models featured bellows, a flash, and two lenses for stereo shooting. Prices went up
steadily, but it seems that the most expensive Brownie models cost about $35.

The Brownie 127, with a bakelite body and 127 film, was sold successfully between
1952 and 1967. It featured a curved film plane to compensate for the aberrations of
its meniscus lens. The Brownie Cresta had 120 film and a fixed-focus lens. It was sold
between 1955 and 1958.

The Beau Brownie camera models were slightly more advanced and a little more
expensive. They were not as successful as the simpler Brownies and were made between
1930 and 1933. They featured a doublet lens which allowed for a narrower camera body.
They were available in five color schemes, had an enameled front face, and came in a
leather case. The two models used 120 and 166 Kodak roll film.

George Eastman was the youngest of the three children of
Maria Kilbourn and George Washington Eastman. He was born
on July 12, 1854 in the village of Waterville in upstate New York.
His father founded Eastman’s Commercial College in Rochester
and moved his family to that town in 1860. Two years later, when
George was eight years old, his father suddenly died. George had
to quit school at age 14 to support his remaining family. His first
job was as an errand boy at a local insurance company, and he
later joined the Rochester Savings Bank as a bookkeeper.

The remainder of this section is devoted to the biographies of Eastman and Kodak.
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They are discussed together because they were so entangled. Kodak was the creation
and life work of Eastman, and Eastman was the power that drove Kodak.

The connection between the young Eastman and photography came in 1877–78
when he was planning to vacation with his mother in Santo Domingo. A colleague
suggested to take a camera for the trip and Eastman spent $49 on a camera. (We
know the exact amount because Eastman was a meticulous record keeper.) This was a
wet-plate camera, which means he had to buy an entire outfit, including the chemicals.
Their vacation plans had to be cancelled, but Eastman started using his camera, taking
pictures as a hobby, and became interested in photography. He learned the techniques of
wet-plate collodion photography from a local photographer and very quickly realized the
drawbacks of wet-plate photography. He then decided to look into the the various dry-
plate processes and soon discovered the process proposed by Charles Bennett in 1873.
(Bennett discovered a way to harden the emulsion, making it much easier to use. Five
years later, in 1878, Bennett also discovered how to greatly increase the light sensitivity
of the gelatin emulsion by heating it for long periods.)

Encouraged by what he learned, Eastman started preparing his own dry plates. Still
working full time at the bank, he devoted his evenings and weekends to his photographic
work and by the end of 1878 he managed to make consistently good dry gelatin plates.
It was only natural for the businessman in him to think of selling his plates, which
led him, in 1879, to the idea of making a plate-coating machine, consisting of a roller
and a trough of warmed emulsion, to produce his plates quickly and with a uniform
quality. His machine worked, the plates sold, results were promising, and he patented
his machine in several countries.

Being a widow in reduced circumstances, Eastman’s mother had to take lodgers,
and in 1880 she had Colonel Henry A. Strong and his wife living in her house. Eastman
managed to interest Strong in his commercial plans and the latter agreed to invest $1,000
(plus his long business experience as a buggy whip manufacturer) in a new dry-plate
company. This, together with Eastman’s savings, was enough to start operations. The
Eastman Dry Plate Company was launched on 1 January 1881, with Strong as president
and Eastman as treasurer. They rented the third floor of a building in Rochester for
the new company. Later in 1881, Strong invested more capital and Eastman resigned
his job at the Rochester Savings Bank. In 1883, they moved their operations to a larger
building in State street (this is now the company’s worldwide headquarters), and in 1884
the Eastman Dry Plate Company was reincorporated as the Eastman Dry Plate and Film
Company. The name was changed because the partners started making negative paper
in addition to glass plates. Strong very quickly became the public face of Eastman’s
company and remained its president of until his death in 1919.

Having paper instead of glass plates was an old idea tried by others before East-
man, but the negative paper made by the new company was based on gelatin and was
very sensitive. It quickly became a viable alternative to the heavy, fragile glass plates.
Initially, squares of negative paper were installed in the same plate holders used for glass
plates, but Eastman, with the cooperation of William H. Walker, a camera maker, soon
hit on the idea of roll film. They invented and patented a special roll holder that could
attach a roll of film (a paper strip), long enough for 24 exposures, to the back of a plate
camera. After each exposure, the photographer had to turn a knob (clearly visible in
Figure 6.22) that advanced the paper for the next exposure. The roll-holder made by
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the company was successful because of the high manufacturing quality of both the roller
and the negative paper.

The roll holder was patented by Eastman and Walker on May 5, 1885 and quickly
became extremely popular with photographers. It was so much easier to turn a knob
after each shot than to pull out a plate holder and push in another plate holder. The
roll holder was a simple device that consisted of two wooden spools which stretched the
paper over the shutter. One roll released the film on one side while the other roll winded
it on the other side. The two rollers and knob were enclosed in a wooden box that could
be attached to the back of the camera instead of the dry plate holder.

Today it seems that the roll holder was one of the key successes of the new Eastman
company, but at the time there were rumors that William Walker simply bought the idea
and design from its real inventor, David H. Houston, who patented such a device in 1881.
Whatever the truth, this simple mechanical device was one of the main innovations that
made possible the introduction of amateur photography to the general public. From
then on, Eastman and other camera makers were able to produce small, lightweight
cameras that over the years became more sophisticated and easier to use.

The next Eastman innovation also came out in 1885. This was an improved type of
photographic film that consisted of a paper base coated with a sublayer of soluble gelatin,
followed by a layer of collodion, and a final layer of gelatin emulsion. The idea was to
transfer the image from the paper base to a more durable glass plate. After the film was
exposed and developed, it was soaked in warm water which dissolved the sublayer of
gelatin, thereby separating the collodion and emulsion layers (with the image) from the
paper. These layers could then be carefully transferred to a glass plate. This type of film
was supposed to combine the ease-of-use of paper film with the durability of glass, but
it never became popular due to the complex process of transferring the fragile image.

Also in 1885, the company opened its first foreign o�ce, in London, and adver-
tised and sold its products in Europe by appointing “sole agents” in various European
countries.

Up to that time, the roll film was always used in cameras designed to hold glass
plates. In 1886, Eastman and Franklin M. Cossitt built and patented (United States
Patent 353,545, 30 November 1886) the first camera (which they dubbed the detective
camera, Figure 6.23) specifically designed for roll film.

The Detective Camera was a leather-covered small box (6 ⇥ 6 ⇥ 10 inches) that
weighed only four pounds. The shutter was a hollow prism of sheet metal on a pivot
(this type is now referred to as a drop shutter or a near-focal-plane shutter). The
open base of the prism faced the lens and its apex traveled across the film when the
shutter was pivoted during exposure. A special film holder with a 48-exposure negative
paper film could be mounted on the back of the camera. However, since many amateur
photographers of the time still used glass plates, the camera was designed as a hybrid,
where a 4⇥ 5 inch plate holder could also be mounted and used. This was an ambitious
project, stretching the limits of technology. It seems that only a few of these cameras
were ever built and sold.

Another snag to the success of the detective camera appeared in early 1887, just
two months after the patent for it was granted. George Eastman discovered that his
employee Franklin Cossitt also worked for the Anthony Company, one of Eastman’s
competitors. There were allegations of infringements of patents but the controversy
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Figure 6.23: The Eastman Detective Camera.

eventually died down.
Eastman learned from the failure of the detective camera and in 1888 he came up

with its successor which he initially dubbed the rollholder breast camera. This device
was designed such that the roll holder was an integral part of the camera body; no more
glass plates. The camera took circular pictures 6.4 cm (2.5 inches) in diameter, and
the lens had fixed focus. The camera was released in June 1888 under the name “The
Kodak,” which in May 1892 also became the new name of the company. Years later, in
1920, Eastman explained how he came up with this name:

“The letter K had been a favorite with me. It seems a strong, incisive sort
of letter. It became a question of trying out a great number of combinations
of letters that made words starting and ending with K. The word Kodak is the
result.” To the British Patent O�ce he wrote: “This is not a foreign name or
word; it was constructed by me to serve a definite purpose. It has the following
merits as a trade-mark word: First, it is short. Second, it is not capable of
mispronunciation. Third, it does not resemble anything in the art and cannot
be associated with anything else in the art.”

The new camera was a success. Its name was easy to spell and easy to pronounce
in many languages. The camera was technically simple and was easy to operate (Fig-
ure 6.24). All that the user had to do was to pull a string (to cock the shutter), press
the shutter release, and turn a knob to advance the film. There was no viewfinder. The
great innovation embodied in this camera, the feature that propelled Eastman and his
company ahead of its competitors, was the separation of picture-taking (done by the
photographer) from picture-making (done at the factory). The camera, which cost $25,
came with a 100-exposure roll film and was not supposed to be opened by the user.
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After taking 100 pictures, the entire camera had to be mailed to the factory where it
was unloaded, the film developed, and the camera loaded with new film. Several weeks
later, the camera was mailed back to the owner with the developed pictures mounted on
cards. This process became the origin of the slogan “You press the button, we do the
rest.”

Pull string to
cock shutter Film advance knob

Shutter release button

Exposure
indicator

Figure 6.24: The 1988 Kodak Camera.

Flush from the success of the Kodak camera, in May 1892 Eastman changed the
name of his company to the Eastman Kodak Company (in the UK, its name became the
Eastman Photographic Materials Company and in 1898 was changed to Kodak Limited).
The British branch of Kodak later owned many Kodak subsidiaries in Europe. In the
mid 1910’s there were Kodak o�ces and branches all over the world.

As a talented businessman, Eastman knew the value of advertising and used it on a
large scale. He hired advertising managers and agencies to bring his Kodak name, slogan,
cameras, and business model to the public through magazines, newspapers, displays,
and billboards. Exhibition booths were taken at world expositions, and the character
of the “Kodak Girl” was created. These young models, with their familiar clothes
style and the camera they held (di↵erent every year), became familiar to photographers
everywhere. In 1897, a large electric sign in London’s Trafalgar Square carried the
word “Kodak,” much like today’s billboards. As a result, the name Kodak became an
instantly recognizable symbol all over the world.

Artists and celebrities also helped (inadvertently) to advertise the Kodak camera.
President Grover Cleveland owned one, though he never became an expert photographer.
When the 13th Dalai Lama left Tibet for the first time (in 1904), he took his Kodak
with him, no chance he would leave it at home. Perhaps the pinnacle of the Kodak’s
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popularity came when Gilbert and Sullivan mentioned it and its slogan in their operetta
Utopia. One of the songs includes the words:

Then all the crowd take down our looks In pocket memorandum books. To
diagnose Our modest pose The Kodaks do their best: If evidence you would
possess Of what is maiden bashfulness You need a button press—And we do
the rest!

By the mid 1890’s Kodak had become a worldwide success. Innovations such as a
line of simple cameras, the introduction of flexible celluloid film, and the development
of easy-to-load film cartridges, have contributed to its phenomenal success. The name
Kodak had become a verb as well as a noun. Phrases such as “I am going to Kodak,”
“This has been Kodaked,” and “This photo looks Kodakky,” became common. The
words entered the English language and appeared in dictionaries. With the great success
came legal battles. Eastman became entangled in many court cases trying to prevent
others from using the name Kodak for any purpose. The company’s advertisements
started to carry the phrase “If it is’t an Eastman, it isn’t a Kodak.”

In 1900, the Kodak revolution took a huge step forward with the introduction of
the Kodak Brownie, mentioned earlier. By that time, the company grew to such an
extent that Eastman himself spent all his time as an executive and delegated all the
technical aspects of the enterprise to others. At about the same time, Eastman started
the unprecedented tradition of sharing profits with his employees. In 1912 came wage
dividends. In 1921 Kodak implemented savings and loan plans. Stock options and
benefit and pension plans were instituted in 1929.

Once his money was made, George Eastman, who never married, became a phi-
lanthropist. During his life he donated more than $100 million to educational and arts
institutions, public parks, hospitals, dental clinics, and charitable organizations around
the world. He felt strong ties to the city of Rochester and funded many civic operations
there. He retired in 1925 and spent his last years traveling in the American west and in
Africa.

In 1932, su↵ering from an incurable disease, he killed himself, leaving a note that
said “My work is done. Why wait?”

The George Eastman House, opened in 1949, is a large museum dedicated to pho-
tography. It also has a large film archive and is a leader in film preservation and photo-
graph conservation. The museum is located in and around the big house built by George
Eastman in 1902–1905 as his residence. The house was designated a National Historic
Landmark in 1966.

For videos with rare, interesting, and detailed information on the history of pho-
tography, search YouTube channel “George Eastman Museum”.

The main innovations of Kodak and the milestones of its history are listed in the
timeline (Section 6.11). Here, we list its early achievements, from after the introduction
of the Brownie to the end of Eastman’s time with the company.

1902. A new developing machine accelerates the developing of roll film. With this
machine, a photographer no longer needs a darkroom for this job.
1903. The new non-curling film makes its appearance and remains a standard for many
years.
1907. The number of employees worldwide exceeds 5,000.



6 History of Photography 707

1908. The original cellulose nitrate base film was highly flammable. A new type of
safety film is developed. A manufacturing plant opens in Australia.
1911. George Eastman starts a benefit, accident, and pension fund for his employees.
A safety committee is set up to study accident prevention.
1912. Dr. Kenneth Mees is hired by Eastman from the UK to establish the Kodak
research laboratory. One of its most important tasks is to invent methods for color
photography. The first Wage Dividend is paid to employees.
1913. The Kodak Portrait film comes into being. It is intended to be used as sheets,
not rolls, to replace any remaining glass plates still used by professionals.
1914. A new building replaces the old company location on State street in Rochester.
It was extended in 1930.
1917. During World War I, Kodak develops aerial cameras and trains aerial photog-
raphers. The company also produces cellulose acetate for coating airplane wings and
unbreakable lenses for gas masks.
1920. A new company, Tennessee Eastman, is established to make alcohol for the
manufacture of film base.
1921. Kodak founds the Eastman Savings and Loan Association. The company finances
home loans for employees. In 1994, this bank becomes a credit union independent of
Kodak.
1923. A 16 mm movie camera and 16 mm reversal film for it are now made and sold.
There is also a movie projector, the Kodascope. These immediately become popular, so
Kodak opens a network of labs to process movie film.
1925. George Eastman retires at the age of 72. End of an era and the beginning of the
next chapter in the history of Kodak, now a company without its founder.

For most of the 20th century, Kodak was a successful, innovative company. It made
both film and film cameras and was able to predict and follow market trends. In 1976, it
had 85% of the world’s market share of cameras and 90% share of film. Steven Sasson,
the first person to take a picture with a digital camera (in 1975), was an electrical
engineer at Kodak. Kodak also made several digital cameras, the first of which was the
DC40. This was in 1995, very early in the history of digital cameras and years before its
competitors got into the digital game in a serious way. Yet Canon, Nikon, and others still
thrive making and selling digital cameras and introducing surprising innovations such
as face detection, smile detection, and in-camera red-eye fixes, while Kodak declared
bankruptcy in 2012. What went wrong? No one is sure, but I have heard several
economists and market analysts claim that the main reason was that Kodak executives
concentrated on film and analog cameras, with which they felt comfortable, and did not
pay enough attention to digital cameras.

6.4.1 APS (Advanced Photo System)

Back in 1996, with Kodak at the height of its success, its executives felt that they
needed to meet the future head on in order to bring Kodak into the new millennium.
They decided on the following main options for the future: (1) Do nothing special and
continue as usual. (2) Gradually develop the 35 mm film and camera standard. (3)
Develop a new, incompatible film and camera standard that would keep Kodak ahead of
its competitors while also increase its revenues. (4) Seriously develop digital photography
as a new, revolutionary approach to photography.
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In hindsight we know that option 4 was the one they should have chosen, but instead
they chose option 3, which eventually contributed to the demise of Kodak. Uncertain
if Kodak would be able to develop and push the new standard alone, they got in touch
with other major players in the film and camera market and formed a consortium that
included FujiFilm, Agfa, and Konica. Together, these companies announced the new,
Advanced Photo System, that they dubbed APS, in 1996. It was marketed by Eastman
Kodak under the brand name Advantix, by FujiFilm under the name Nexia, by Agfa
under the name Futura, and by Konica as Centuria.

The aim was three fold. Kodak was hoping to: (1) Develop a new, revolutionary
film, cartridge, and camera standard with several advanced features. (2) Make more
money from both the film and the new, small cameras developed for it. (3) Require the
small film processing labs to either buy the new, expensive developing machines or get
out of business, freeing more business for Kodak.

Starting in April 1996, the APS system was heavily advertised. In 1996 alone, the
APS consortium spent $115 million on advertising it worldwide. Economists and market
analysts predicted that by the year 2000, half of all the cameras sold worldwide would
use the APS standard. The main features to be included in APS were the following:

The ability to produce pictures in three di↵erent aspect ratios, classic (4⇥6), high
definition (4⇥7), and panoramic (4⇥10) inches.

A new, advanced film cartridge (Figure 6.25) that had a shutter instead of felt
strips, to protect the film from stray light. To load a cartridge, the user had only to
drop it into the camera and close the film door. The camera then opened the cartridge
shutter and fed the film into the take-up spool. The APS cartridge also had indicators
that showed whether the film inside was unexposed, partially exposed, fully exposed, or
processed. Those were automatically set by the camera as the film was exposed frame
by frame. When an entire roll had been used, the camera would rewind the film, close
the cartridge shutter, and allow the user to eject the cartridge.

Saving the date and time of the shot, as well as other data, on the film.

Developing a line of small, portable cameras for the new film size.

Figure 6.25: Minolta Vectis Camera (APS) and an APS Film Cartridge.
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Here are the details of the three aspect ratios. The film strip was 24 mm wide.
Before shooting a picture, the user had to rotate a switch on the camera to choose an
aspect ratio (C, H, and P in Figure 6.25). This determined the size of the negative
produced by the shot. Table 6.26 and Figure 6.27 list the dimensions of the negatives
and papers for the three formats and compare them to the corresponding dimensions of
the 35 mm format.

Format Aspect Magnif. Negative Paper size
ratio size (mm) inches (mm)

Classic 2:3 6 25⇥17 6⇥4 (152⇥102)
HighDef 9:16 6 30⇥17 7⇥4 (178⇥102)
Panoram 1:3 10.6 30⇥12 10⇥4 (254⇥102)
35 mm 2:3 4.2 36⇥24 6⇥4 (152⇥102)

Table 6.26: Dimensions of APS and 35 mm.

24 mm

C, 25 mm

H&P, 30 mm

H&C

17 mm

P,

12 mm

Figure 6.27: Dimensions of APS Aspect Ratios.

However, APS was plagued with problems since its inception. The main reasons
for its failure were customer confusion, bad product names, and slow production. The
latter problem meant that APS was not ready for the 1996 Christmas shopping season,
a serious marketing failure that hit Kodak and its partners hard.

As a result of this failure, combined with the introduction of the first digital cameras
in the late 1990’s, Kodak gave up on APS by 2004. It still made the APS film until
2011, but even these sales figures were shrinking year by year.

The APS film roll is 24 mm wide, but the height of a frame is only 17 mm. The
width of a frame is 25 mm and there is a 5 mm separation between frames. Thus, APS
film is smaller than 35 mm film, allowing for smaller cameras. Each 30 mm length of the
film is devoted to one image frame and has two sprocket holes to transport the film. The
size of the APS film required new processing machines for developing and printing, which
Kodak hoped to sell to the many existing photo processing labs. Another incompatibility
was the fact that the processed film was stored back in the original cartridge, thereby
making it impossible to make future prints with existing 35 mm processing machines.

However, by the time Kodak started selling its new, small APS cameras, other
camera makers managed to develop and introduce small cameras of their own, that
supported the old, established 35 mm standard and were much less expensive. The APS
film cartridges also cost 15–30% more than the standard 35 mm film rolls.
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APS-C sensors. By the time Kodak went bankrupt, the digital revolution was in
full swing, but the then dead APS format continued to hunt the world of photography
from the grave. Certain image sensor makers decided to adopt the APS dimensions for
their new sensors, which is why today such sensors are referred to as APS. Thus, even
today, in year 2020, most entry-level DSLRs have APS image sensors. There are two
APS sensor dimensions, APS-N (Nikon) is 15.8⇥23.6 ⇡ 370mm2 (a 1.5 crop factor),
and APS-C (Canon) which is 14.9⇥22.3 ⇡ 329mm2 (a 1.6 crop). (There was also an
APS-H sensor, 19⇥28.7 ⇡ 548mm2, but it was used by only a few Canon cameras.)

Why did Kodak fail so spectacularly when the world shifted to digital photography?

From its inception, Kodak was a hugely successful company. In 1973, two years
before its digital camera was born, Kodak was worth $7 billion, it made more than 80%
of the film sold in the U.S., and sold more than 60% of the cameras. Viewed in this way,
its downfall was really extraordinary.

Digital photography became popular in the mid 1990’s, but it started with Kodak
20 years earlier. Thus, Kodak had a huge head start, and yet managed to miss the
digital photography revolution and lose virtually all its business. It was Steven Sasson,
a Kodak engineer, who in 1975 built the first digital camera. Naturally, this was a big,
bulky device. It weighed 8 lbs., used 16 NiCd batteries, and could store 30 images on a
cassette tape. It had pixel resolution of 100⇥100 (0.01 Mpixels). Kodak applied for and
received a patent (US4131919A, in May 1977) on this camera, and yet Sasson recalled,
in an interview he gave The New York Times on 2 May 2008, “my prototype was big as
a toaster, but the technical people loved it,” and “but it was filmless photography, so
management’s reaction was “that’s cute, but don’t tell anyone about it.”

The story is that in the autumn of 1975 Sasson’s supervisor, Gareth Lloyd, asked
him “could we build a camera using solid-state imagers?” It took only a few months to
design, make, and test the camera, and then Sasson presented it to the Kodak manage-
ment. Unfortunately, the title of his presentation was “Film-less Photography,” which
his audience did not like. For many years, the word “Kodak” was synonymous with
film, cameras, and photography. The term “Kodak moment” was popular. It was heard
and seen whenever cameras were used and photographs taken in an important event.
The Kodak bosses simply could not imagine a world without film. The Kodak com-
pany was innovative, introducing new lines of cameras and films and new photographic
accessories. Throughout its history, Kodak was THE world’s chief film maker, so the
Kodak managers could not imagine a future Kodak or future photography without film.
Sasson’s colleagues, who were also engineers, were excited about the presentation and
the new, digital approach to photography, but their bosses, with many years’ experience
of analog (film) photography, couldn’t envision the digital future.

After the December 1975 presentation, the executives kept asking Sasson Why
would anyone want to look at photos on a television? Where would you store your
digital images? and What would a photo album look like? Being an engineer and not a
visionary, Sasson had no answers to those questions. When asked for a time estimate for
his camera to become a commercial product, Sasson employed Moore’s law (the number
of transistors that can be put on a computer doubles every 18–24 months) and came
up with a range of 15–20 years (i.e., 1990–1995) for a 2 Mpixel consumer camera. This
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was an accurate prediction, but his bosses reminded Sasson that a successful consumer
camera should have color and enough reliable storage for at least 24–30 images. They
considered his device a disruptive innovation that, while imagined and developed within
Kodak, Kodak was also going to be its victim and stood to lose the most from its success.

Nevertheless, Sasson got the green light to develop another digital camera, and in
1989 had a prototype of a camera that looked similar to today’s DSLRs, had color, a
multi-Mpixel sensor, and a storage card. The powers that be in Kodak decided to keep
it secret and never produced it commercially.

In 1991, Kodak finally released its first consumer digital camera, the DCS 200
(DCS for digital camera system), but by then Kodak had several young and vigorous
competitors, while Kodak management still believed in the future of film.

Then came the mid 1990’s, with an explosion of digital cameras made by other
manufacturers. Ironically, Kodak at that time was at the top of the market. In 1996,
it had revenues of $16 billion and was worth an estimated $31 billion. The senior
executives at Kodak had a dilemma. They much preferred to ignore the digital revolution
in photography. On the one hand they felt that their traditional customers are going
to stay with film (they also felt that profit margins in digital devices are lower than
those in film), but on the other hand there was the undeniable present trend and the
unknown future. They eventually decided to invest more than $2 billion in digital
photography products, but this money was spent too fast and too early, before anyone
knew how digital photography would develop. Kodak committed itself to certain product
specifications and certain price tiers that later proved hard to change.

The conclusion is that by ignoring Sasson’s camera, Kodak remained committed to
film and in this way allowed its competitors to cut more and more of its market share.
For decades, home photographers would shoot pictures, submit them for developing, and
get back the film negative and the positive printed on paper. Senior Kodak management
could not see why anyone would give up paper photographs and agree to watch images
on a screen. Personally, I remember people saying “This photograph looks nice on the
screen, but how can I print it on glossy paper in vivid colors? I really would like to have
a hard copy.” Thus, from 1996 on, Kodak still believed that its customers wanted hard
copies, while the world around it moved away from paper and toward screen displays
and online image sharing.

6.5 Leica and 35 mm Photography

The Leica camera occupies an important place in the history of photography because its
introduction, in the mid 1920s, marks the boundary between the old era of photography—
where cameras were big, heavy, and stationary—and the current era of small, light, and
mobile cameras. The story of the Leica took place in Wetzlar, a small town located
about 70 miles north of Frankfurt, Germany. In 1849, the Wetzlar Optical Institute
was founded in Wetzlar by Carl Kellner, a 23-year-old physicist. The institute was re-
ally a company intended to make lenses and optical instruments, especially microscopes.
When Kellner died (in 1855, of tuberculosis) his partner Friedrich Behltle took over both
the company and Kellner’s widow, whom he married.
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Ernst Leitz, born in 1843 in Sulzburg in the Black Forest, joined the company
in 1864. He already had experience in precision engineering and optical workshops in
various places in Germany, Switzerland, and France, which made him a useful asset to
the company. Starting as an employee he was promoted, in 1865, to a full partner. When
Behltle died suddenly in 1869, Leitz (pronounced as in “lights”), aged 27, became the
sole owner of the company and later changed its name to Ernst Leitz Optische Werke,
Wetzlar (Optical Factories of Ernst Leitz).

The company did well and became one of the leading microscope manufacturers
in the world. It also made telescopes and other optical instruments. In 1870 it made
the first achromatic microscope. The first microtome came out in 1872 and the first
binocular microscope in 1907. However, one cannot predict the future and it turned out
that the chief product of the company was destined to be cameras, not microscopes.
This unexpected turn of events started in 1911, when Ernst Leitz hired Oskar Barnack
(Figure 6.28).

Figure 6.28: Ernst Leitz I, Ernst Leitz II, and Oskar Barnack.

Born in 1879, Barnack became, when still in his twenties, an optical engineer,
precision mechanic, and industrial designer. He acquired much of this expertise while
working, from 1902 to 1910, for the Carl Zeiss company. Once hired by Leitz in 1911, he
had a simple, brilliant idea that eventually made him the father of 35 mm photography.

Barnack was an enthusiastic amateur photographer, but he also su↵ered from
asthma. Because of his poor health he could not carry around the large, heavy cameras
of his day, a disadvantage that gave him an incentive to develop smaller, lighter cameras
and other photographic gear.

At the time (the early 1910s), cameras used either glass plates or large roll film as
negatives. These large negatives, typically 8 ⇥ 10”, were heavy and cumbersome, but
they also eliminated the need for enlargement. The positive was contact-printed directly
from the negative and had the same size.

Barnack was familiar with the quality of the lenses made by the Leitz company
for their microscopes and other instruments, which gave him the following simple idea.
Make a small camera with a high-quality lens and small negative film. Develop the film



6 History of Photography 713

and then use an enlarger, also with a high-quality lens, to enlarge the image and print
the positive on paper. The lens in the camera would create a sharp negative image, while
the lens of the enlarger would zoom that image and produce a sharp, large positive print.
This simple idea became the basis of 35 mm photography, the standard that ruled the
photographic world from the 1920s until the 1990s when digital photography became
practical. The following is quoted from Barnack himself, around 1931 [Barnack 13]:

How did I happen to design the Leica? To answer this question, I really have to
go back two and a half decades. It was around 1905. At that time I assiduously
made photographs with my 5 ⇥ 7 plate “crate” with six double plate holders
and a leather container that resembled a sample case. That was quite a lot of
baggage to carry up the slopes of the mountains. As I was already bothered
somewhat by asthma, the thought must have occurred to me Isn’t there an
easier way? In any case, I still remember very clearly how I experimented with
5 ⇥ 7 plates, trying to divide them into small individual pictures by using a
lens with a short focal length in a special fixture, resulting in rows of 15 to 20
pictures. But the attempt was a complete failure. Because of the coarse grain
of the plates, the enlargements were not exactly appealing. For a while, I let
the entire matter rest, but the realization “small negative, large picture” for a
still camera had been born.
One of the first decisions that Barnack had to make, once he started working on

the details of the new camera, was the dimensions of the film. He decided to use 35 mm
film simply because that standard had already existed in his time. Here are a few words
about this important film standard (see the same discussion in the Introduction).

The historically-important 35 mm film format has been a standard for both film
and cameras since the early 1900s (see Exercise 2.51). It was originally specified as
1.375 inches and was introduced in 1892 by William Dickson while working at Thomas
Edison’s laboratory (the actual film stock was then manufactured by George Eastman).
The 35 mm film with four perforations per frame became accepted as an international
standard gauge for movie cameras in 1909. The standard for still cameras is known as
135. It has the same dimensions with eight perforations per frame (see Figure Intro.14,
duplicated here). Reference [35mm history 13] has more on the history of this important
standard.

43 mm

24 m
m

36 mm

35 m
m

Figure Intro.14 (duplicate). 35 mm Film.
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⇧ Exercise 6.1: What types of photographers might still use film cameras?

Once the film dimensions were fixed, Barnack, together with his colleague Max
Berek, developed the lens for the new camera. They decided on a 50 mm lens with
an f-stop of 3.5. Other innovations that came in the early 1930s included focusing by
rangefinder (Section 3.5) and a mechanism to prevent multiple exposures. Once the
shutter release is pressed, it refuses to work again until the film is advanced.

Starting in 1913 and throughout the 1910s, Barnack had built several early proto-
types of his camera, but commercial production was impossible because of the interven-
tion of World War I. The early 1920s saw economic and political chaos in Germany, so
it was not until 1923 that Barnack could interest his boss, Ernst Leitz II (who inherited
the company when his father died in 1920) in the camera which by then he named Leica,
for LEItz CAmera. A first pilot production run (the null series) of 30 or 31 hand-built
cameras was made and given away to professional photographers and some experts.
Their reactions were mixed and mostly skeptical. Some couldn’t believe that such small
negatives would produce large, sharp positive images and they rejected the entire idea
of a small camera. However, Germany was in the midst of an economic depression, so
the younger Leitz, partly because he was enthusiastic about the camera and partly as
a last resort gamble to save his company from collapse in those harsh economic times,
made the historic decision “Barnacks Kamera wird gebaut (Barnack’s camera will be
built).”

Commercial production of the Leica started in late 1924 and at least 800 cameras
had been made by the time the camera (Leica model A) was introduced to the public
at the Leipzig Spring fair in 1925. The new camera caused quite a sensation. Some
professional photographers dismissed it, but the public was very much interested in this
small, portable camera that was based on the slogan “small negative, large picture” and
could easily be carried on a shoulder and taken anywhere.

Leica, schmeica. The camera doesn’t make a bit of di↵erence. All of them can record
what you are seeing. But, you have to SEE.

—Ernst Haas.

Figures 6.29 and 6.30 show early Leica models (see also Figure 3.11). Figure 6.31
is two typical modern analog Leica cameras.

Figure 6.29: The Leica M6 35 mm Rangefinder.
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The first cameras had a 50 mm f/2.5 Elmax lens (non-interchangeable and later
redesigned and renamed Elmar), and later models had a Hektor lens with the same
specifications.

Within a few years, the Leica camera became a mystical object that inspired love,
adoration, and much imitation. Engineers, industrial designers, and optical companies
tried to improve on it and make smaller, better, and less expensive Leicas. This compe-
tition, as always, resulted in progress that has benefitted everyone.

References [Leica 13] and [LeicaWiki 13] have more about the history of the Le-
ica camera. Reference [Leica early 13] is a long video with Leica history and much
information about model M.

Today, the Leitz family no longer owns the business. In fact, in 1986 the Leitz
company changed its name to Leica. It still makes the high-end Leica cameras and lenses,
but the line of products now includes compacts and DSLRs in addition to the traditional
rangefinder cameras. Currently, Leica consists of three companies, Leica Camera AG,
Leica Geosystems AG, and Leica Microsystems GmbH. They make cameras, geosurvey
equipment, and microscopes, respectively. Current digital Leica rangefinder cameras sell
well in spite of their high price because they are small, lightweight, and are built to last.

Figure 6.30: Early Leica IIIB and UR Models.

In 1979 Leica created the Leica Oskar Barnack Award to mark the 100th anniver-
sary of Barnack’s birth. Photographers from around the world submit photographs that
document the human relationship with the environment. This is an annual award de-
cided by an international jury. The prize is currently worth 5,000 Euro or a Leica camera
of the same value.

Oskar Barnack was inducted into the International Photography Hall of Fame and
Museum in 1984. Figure 6.32 shows streets named after him.

There is a museum to Oskar Barnack in Lynow, his birthplace in Brandenburg,
Germany.

The world just does not fit conveniently into the format of a 35mm camera.
—W. Eugene Smith.
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Figure 6.31: Later Leica Analog Models.

6.6 SLRs, Nikon, Canon, and Pentax

The Leica camera and 35 mm photography were followed by many advances in camera
and film technology. There was also much progress in applications of photography.
Much of this is skipped over and this chapter continues with the next revolution in
photography, namely the development of the first modern SLRs in the late 1950’s by
Nikon, Canon, and Pentax in Japan (see quotation at the end of this chapter).

The next two paragraphs summarize the history of the modern film SLR.
The principle of the SLR is simple and was proposed as early

as 1861 by Thomas Sutton, but the technology of the time was
incapable of producing the many precision mechanical and optical
parts needed for a successful implementation of this principle. The
first 35 mm SLR camera was the Exakta, introduced in 1936 by
Ihagee Kamerawerk of Dresden, Germany. It featured a waist-level
viewfinder that showed an inverted image. Also, once pivoted up
when a picture was taken, the mirror did not return immediately
to its original position. It flipped down only when the shutter was
cocked again, and this feature made it di�cult to take snapshots. The Exakta and
several earlier models were the first cameras that used a wind-on lever and a built-
in flash socket, activated by the shutter. In 1948, the Hasselblad company of Sweden
announced its first medium-format SLR, the 1600F. This, like subsequent Hasselblad
cameras, became respectable, but never popular (perhaps because of its high price).

The first SLR with an instant return mirror, the Pentax Asahiflex II, came out in
1954. In 1957, Pentax came out with the Asahi Pentax, the first SLR with a pentaprism.
This innovation made it possible to view the scene at eye level and with the correct
perspective. (The first digital image, by Russell A. Kirsch, also made its debut in
1957. Thus, the modern film SLRs and the field of digital photography were born at
the same time.) The introduction, in 1959, of the Nikon F, marks the beginning of
the age of mature SLR technology. This advanced camera featured a roof pentaprism
viewfinder, bayonet-mounted interchangeable lenses, interchangeable viewfinders and
focusing screens, instant-return mirror, and internally-activated automatic diaphragm
release. (The diaphragm is fully open while viewing, and is automatically stopped to
the right size during a shot.)

Current DSLRs are complex instruments, an important fact that is illustrated in
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Oskar Barnack Strasse, in Solmar, near Wetzlar, Germany

Barnackufer (Barnack shore) in Lichterfelde, Berlin area, Germany

Figure 6.32: Oskar Barnack Streets.
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reference [Canon 10D assembly 08]. This is a detailed animation illustrating the assembly
of the Canon 10D DSLR.

The ground glass lies horizontally beneath your eye, and you look down upon it and
see the picture erect thus obtaining a very perfect idea of the composition.

—Thomas Sutton.

History of Nikon

The history of Nikon started in July 1917, when three small optical firms (one dating
back to 1881) merged to form a larger optical company that they named Nippon Kogaku
Kogyo Kabushikigaisha (Japan Optical Industries Corporation). The new company
began with some 200 employees and eight German technicians. It started making lenses,
and soon moved to binoculars, microscopes, telescopes, transits, surveying equipment,
and inspection equipment. Cameras came later, in 1948, and in this respect Nikon
resembles Leitz and Zeiss, which also began as general optical manufacturers. World War
II gave a tremendous boost to the company, which quickly ballooned to 23,000 employees,
supplying war materiel such as binoculars, lenses, bomb sights, and periscopes to the
Japanese military.

At the end of the war, the company, still unknown in the west, shrank back to just
civilian optical products, made by 1,400 employees in one manufacturing plant.

In 1946, in order to increase its popularity, the words Nippon, Kogaku, and Ikon
were merged into Nikon, a name easier for westerners to pronounce. This resulted in
complaints from the Zeiss company in Germany, owners of the trademark Ikon, which
is why many later Nikon products carried names such as Nikko (meaning sunlight) or
Nikkor.

The first camera, a rangefinder named the Nikon I, was made in 1948. This, plus the
lenses that Nikon made for the Leica cameras, helped the company during the post-war
rebuilding period. At that time, Japan was still occupied by American forces, which
is why the makers had to engrave the letters MIOJ (made in occupied Japan) on the
camera. In addition, Nikon was not allowed to export this camera to the United States
because its 24 ⇥ 32 mm film format was incompatible with Kodachrome slide mounts.
Production of the Nikon I therefore ceased in August 1949, and the next model, the
Nikon M, used the 24⇥ 36 mm format specifically to eliminate this stumbling block.

The first Nikon camera that sold well outside Japan and earned Nikon recognition
in the west was the Nikon S, a rangefinder made between 1951 and 1955. The Nikon S2,
made in 1953, was a great improvement. It had a winding lever and crank system to
advance and rewind the film, a fast shutter speed of 1/1000 s, and a frame counter
that reset itself when the film was rewound. A variant, termed the Nikon S2E, had an
optional motor drive and a battery pack.

In 1957 came the Nikon SP rangefinder whose motor drive made it possible to shoot
three to four frames per second. It came with a wide choice of lenses and accessories.
Perhaps the best of them was a 50 mm, f/1.1 lens, but there were also wide-angle (25,
28, 35, 50, 85, 105, and 135 mm) and telephoto lenses with reflex adapter (180, 250,
350, and 500 mm). The camera had a frameline mask (Section 3.5) that projected in
the viewfinder the correct frame for the current lens. The light meter was coupled to
the aperture and shutter, and there was an optional underwater housing.
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Its immediate successor, the SP2, was supposed to be a less expensive version of
the SP, but it seems that it never went into production.

A surprise came in January 2005, when Nikon issued the SP 2005 camera model.
This 35 mm film camera, featuring a 35/1.8 lens, was supposed to be a collector’s item.
It is very similar to the original SP, but with an improved and brighter viewfinder and
rangefinder, and titanium curtains, instead of the original cloth, in its shutter.

The Nikon S3 Olympic was especially made for the 1964 olympic games in Tokyo.
It is identical to the SP except that the S3 had a frameline mask with lines that were
etched, instead of being projected in the viewfinder, thus eliminating the need for a
third, frosted window. A limited edition of the S3 was issued in 2000 as a 35 mm film
camera, not digital. Originally Nikon announced that only 2000 would be built, but this
model proved so popular that over 8000 orders were placed before Nikon stopped taking
orders. It is not clear how many were actually built.

As early as 1955, Nikon designers and engineers started thinking about an SLR.
The first one, the Nikon F, was ready in 1957. It proved very successful and became the
first of a line of six models, the last one of which is still being made.

In 1999, the first Nikon DSLR, the Nikon D, became a reality and continued the
Nikon tradition of issuing a progressive line of models.

At the time of writing (July 2014), the latest Nikon model is the D810, announced
on 26 June 2014. This DSLR boasts 36 Mpixels, shoots at five frames per second, weights
34.6 oz. (980 g) with a battery and CF card, and is street priced at $3,300.

Also at the time of writing, Nikon has six manufacturing plants and employs about
24,000 people.

The Nikon F

The Nikon F was an indirect descendent of the 35 mm rangefinder cameras made
by Nikon in 1957 and 1958. These devices proved that Nikon was able to manufacture
precision mechanical and optical parts and combine them in a small, portable camera
that immediately attracted the attention of photographers worldwide. As early as 1955,
before it was sure of the success of its rangefinders, Nikon decided to go for the real
prize, an advanced SLR. The F in Nikon F stands for the letter F in “Reflex.” This
naming convention was continued all the way through Nikon’s top line of cameras until
the introduction of the Nikon digital cameras (a family of camera model designated by
D) decades later in 1999.

One design decision was to retain the body mechanism of the rangefinder models as
well as the layout and geometry of their shutter button, film wind-up lever, and other
components. The viewfinder, naturally, had to be di↵erent (see Section 3.5), and the
mirror mechanism had to be designed to fit inside the camera body

The Nikon F and its successor SLRs were based on the following specifications and
design guidelines:

The camera would have to be durable. It should last for years even under constant
and rough use.

An SLR would have to be heavier than a comparable size rangefinder. This is
mainly because of the mirror, its mechanism, and the pentaprism, but also due to other
components.
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The SLRs would have to be versatile, which mainly meant they would have to
support a variety of interchangeable lenses and accessories.

These lenses and accessories would have to be available at the time the first SLR
model is announced. Nikon will not make empty promises.

The exposure meter would have to be removable, since in the 1950s these meters
were not su�ciently reliable. The idea was to make it easy to replace these meters in
the future or to use external light meters.

At the same time, the exposure meter would be coupled to the shutter speed and
aperture. Varying any of them would a↵ect the reading of the meter. Because of
this requirement, the aperture control ring had to be located on the camera body,
instead of at the front of the lens as in the past. A special claw, indicated by the
red arrows in Figure 6.33, served to couple that ring to the lens. When the user turned
the shutter speed dial or the aperture ring, a galvanometer-based meter needle visible in
the viewfinder also turned to indicate over- or under-exposure. An On/O↵ switch was
later installed to prevent early draining of the battery due to continuous operation of
this analog computer.

The lens mount had to have a large inner diameter. This was a clever foresight
designed to accommodate any future large lenses, and also to reduce vignetting. Nikon
is proud to note that even current cameras are built with the same diameter. This was
one design decision that has proved its value over many years.

A three-claw bayonet lens-mount was selected over the screw-threaded type or the
breech-lock (friction lock) mounts, because it simplified coupling the claw to the lens
when the lens was mounted. Moreover, the lens mounting knob (marked by the blue
arrow in Figure 6.33) and lens securing spring were installed on the body, rather than
on the lens itself.

Figure 6.33: The Nikon F Camera.

Once it was fully designed, built, tested, and released to the world, the Nikon F
became one of those rare products that redefine an industry. Users immediately felt
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that it was way ahead of its competition as well as ahead of its time, and this feeling
attracted more and more buyers. Everyone (including me) wanted to have one, but not
everyone could a↵ord it because its initial list price (with a 50 mm f/2 lens) was 67,000
yen ($186).

Among those who were able to a↵ord this wonder was the American Everest ex-
pedition of April 1963. Twenty Nikon F systems, photomicrography apparatus, and
other equipment was purchased for the 20 participants. (The cameras worked on the
mountain, but the climb itself was only partly successful.)

The prototypes of the new SLR were tested extensively. The tests included per-
formance in high and low temperatures and under continuous vibrations. Especially
demanding were the shutter endurance tests. They consisted of 100,000 cycles of con-
tinuous repetitive action (tests done with a motor drive and included the coupling to
the quick-return mechanism of the mirror).

Here is a short list of some of the new, advanced, and unexpected features and parts
of this device.

The craftsmanship and manufacturing precision were second only to the Leica and
Zeiss lines of cameras and lenses. However, while the Nikon F came very close to those
devices in quality, it trailed far behind them in price.

An entire line of lenses was ready when the first model was introduced. These
included 21/4, 28/3.5, 35/2.8, 50/2, 105/2.5, 135/3.5, 180/2.5, 250/4, and 500/5. (The
last three were older lenses used by the older rangefinder cameras. They required an
adapter to be mounted on the Nikon F.) Thus, the Nikon F was released to the market
as a complete photographic system, rather than just a camera.

The original Nikon F and any of its later cousins could have an optional drive motor
(and its associated battery pack) attached to the body. This was especially important
for news photographers, as it could shoot 3.6 frames per second! (At such speeds, the
mirror had to be locked at its up position.)

The viewfinder could be removed and replaced by a waist-level finder (a release
button was located below and to the left of the viewfinder on back of the camera). This
feature proved di�cult to implement because of the high precision needed, and it was
one of the factors that contributed to the high price of this camera. Nikon later o↵ered
“action viewfinders” with an extra large eyepiece, as well as “photomic finders” which
had a built-in CdS light meter.

In addition, the focusing screen in the viewfinder was replaceable, and several types
of those screens were made (such as split-image, matt screen, cross-hair, plain-matt, and
checker board), to suit individual needs.

The focal-plane shutter was made of titanium (0.02 mm thin); strong and lightweight.
This was one of the many quality components that contributed to the longevity of the
Nikon F. The feather weight made fast shutter speeds possible, and the titanium in-
creased strength and prevented shutter burnouts in direct sunlight.

The self-timer had three positions for 3, 6, or 10-second delays, but could also be
set to (approximately) any duration between these values.
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As mentioned earlier, the analog computer responded to changes in shutter speed
and aperture and always indicated over- or under-exposure. However, turning the aper-
ture ring did not change the iris in the lens. The iris itself was the instant-return type.
It remained fully opened (to allow maximum light while the scene was composed). It
momentarily switched to its desired size only when the picture was taken. There was
a special monitoring button (marked by the green arrow in Figure 6.33) that allowed
the user to momentarily stop the iris down to its desired size, so that the photographer
could judge the DOF.

The mirror was of the instant-return type. It flipped down to its normal position as
soon as the exposure was over. Also, it was possible to lock the mirror in its up position.
Today, this feature is common in DSLRs, but the Nikon F was one of the first (perhaps
THE first) to o↵er this useful feature.

The back of the camera could be removed and replaced with a 250-exposure back.
This was an optional attachment that consisted of two large spools, where a 10-meter-
long strip of film, enough for 250 exposures, would fit. Such a camera back was handy
for sports, wildlife, and industrial applications. The moon shots of the 1960’s were
themselves shot by Nikon Fs that had the optional motor drive and large back.

The body weighed only 685 grams (about 1.5 lbs). In comparison, the body of the
modern Canon EOS 5D Mark III DSLR weighs close to two lbs. Naturally, some of the
telephoto lenses weighed more than the camera body.

Later F models, from the F2 to the F6, came out periodically. They formed an evo-
lutionary sequence, each learning from the mistakes and experience of its predecessors.
These models shared the SLR concept, the bayonet lens mount, and other components
(motor drives and film back frames), but they were all members of the same family in
the sense that they could use the same lenses, peripherals, and attachments (i.e., each
camera body serves as only a modular hub). Because of the rugged design and durability
of the original F and the F2, many photographers were reluctant to spend money on the
newer models, which nevertheless sold well, because there were always new buyers.

The F-series do not share any major components except for the all important bay-
onet lens mount (F mount).

One of the most memorable Nikon F advertisements of the late 1960’s was “Today,
there is almost no other choice.” Many photographers agreed.

In late 2013, Nikon announced the Df model, a digital version of the original Nikon
F. Film was replaced with a full-frame sensor and a 3.2-inch LCD screen. Other notable
features are a 39-point autofocus system, a top continuous shooting speed of 5.5 fps, and
a SD/SDHC/SDXC card slot. There are no video, built-in flash, or Wi-Fi capability.

Nikon F2 (1971–1980)

The original Nikon F model was produced until October 1973, when it was replaced
by the similar Nikon F2, which was made from September 1971 to June 1980. The chief
innovations of the F2 were modularized internal construction (this was influenced by
repair technicians), a smoother and shorter winding stroke (recommended by all users
of the original F), easier motor synchronization (suggested by photojournalists), and
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a hinged back (much more ergonomic). The batteries (for the prism light meter and
the optional motor drive) were moved from the viewfinder into the body itself, and the
mirror lock-up was now a standard a↵air.

Other di↵erences were (1) A horizontal-travel focal plane shutter with titanium
shutter curtains and a speed range of 1 to 1/2000 second (up to 10 seconds using the
self-timer) plus Bulb and Time. (2) Flash X-sync of 1/80 second. The dimensions
(with DE-1 head) were 98 mm height, 152.5 mm width, 65 mm depth. The weight has
increased somewhat to 730 grams (1.6 lbs). The F2 was available in two colors, black
with chrome trim and all black.

Nikon F3 (1980–2001)

The F3 came out in 1980. In addition to its main manual mode (where the user
had to set both the aperture and shutter speed) it has a semi-automatic mode, similar
to the aperture priority mode of today’s cameras, where the user sets the aperture and
the camera selects the best shutter speed for that aperture. For the first time, Nikon
management paid special attention to the shape and look of the camera. An Italian
designer was hired and one of his innovations was a red stripe running vertically on the
handgrip of the body (this signature feature appeared later on many other Nikons). The
F3 was the last manual-focus model in the F family.

The F3 was superseded by the F4 in 1988 and the F5 in 1996, but it remained
in production until 2001, which made it the longest-running F model. Many new F3s
remained stored in warehouses when production ceased in 2001, and were gradually sold
for several years after that.

Nikon F4 (1988–1996)

The F4 was the first professional Nikon camera to boast autofocus and an LCD
viewfinder display. It also o↵ered focus tracking. Because of the large number of old
Nikon lenses, the F4 was designed to accept any of Nikon’s manual focus (MF) or AF
lenses. The F4 was also the first F model to feature vertical-travel metal-blade shutter
that had a special shutter balancer to minimize noise and camera bounce. Another
useful feature was a fast motorized film transport that allowed for up to 5.7 frames per
second. Surprisingly, there was no manual film-advance lever. This large motor required
a battery pack mounted on the bottom of the camera. The pack increased significantly
both the height and weight of the camera. There were three battery-pack models to
choose from, and two of them had an extra shutter release button that was convenient
for vertical picture taking. Rewinding the film could be done either electrically or
manually.

The F4 was a complex device, consisting of over 1700 parts! It featured high-
precision parts, tough construction, and weather sealing. Nikon also o↵ered many op-
tional features such as various remote controls, film backs, and viewfinders.

It is little known that a modified Nikon F4 became, in the hands of NASA, one of
the first digital cameras. The Nikon NASA F4 Electronic Still Camera was used since
1991 on board the Space Shuttle. This F4 had a standard F-mount but a special digital
camera back with a 1 Mpixel monochrome CCD image sensor with 1024 ⇥ 1024 pixels
on an area of 15⇥ 15 mm.

Nikon F5 (1996–2005)
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The early 1990’s saw much progress in electronics and digital design, and the F5
Nikon model (Figure 6.34) became possible because of this progress. Professional pho-
tographers predicted that the F5 would be the last of the Nikon film SLRs and many
bought it as a collector’s item for this reason. The main new features of the F5 were as
follows:

The multi-segment matrix light meter was able to sense color.

The shutter was self diagnostic and self adjusting.

A new mirror-balance system reduced camera shake.

The exposure times were electronically controlled and ranged from 1/8000 second
to 30 seconds.

The motor drive was faster (eight frames/s, compared to 5.7 frame/s on the F4).

Fast, 1/300 second flash sync (up from 1/250 on the F4).

An autofocus sensor with intelligent dynamic autofocus mode and five focus points
(up from one focus point on the F4).

The battery pack (eight AA batteries or an optional rechargeable NiMH battery)
was an integral part of the body, rather than an option, and was part of the handgrip.
There was also an extra shutter release.

Figure 6.34: The Nikon F5 (Left) and F6 (Right) Cameras.

Nikon F6 (2004–present)

The unexpected appearance of the Nikon F6 (Figure 6.34) in 2004 took many Nikon
observers by surprise. After all, 2004 was the year when Kodak stopped all production
of its film cameras, when Canon released its S1-IS, the first camera based on the DIGIC
computer, and when the Epson R-D1, the first MILC (mirrorless interchangeable-lens
camera), were announced. The digital revolution was in full swing, so why spend re-
sources on another film SLR? We don’t know the answer, but we do know that the F6
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borrowed its body (and perhaps a few more features) from its digital contemporary, the
Nikon D2, which first appeared in September 2004.

The quotes listed here, from actual F6 owners, may supply part of the answer to
the question Why the F6?

Having owned the F4, F5 and now the F6, I can say from experience that
the previous F-series cameras are all great, but the best just got better.

The F6 is a love letter and an expression of gratitude for Nikon’s rise to
success through 35 mm SLR photography.

You get the feeling of a camera body you could drop in a mud puddle and
run over with your car and it would still work fine after you cleaned it up. . . It
is very hard to find anything to criticize. . . I will never part with this camera.
The following are some notable features of this F model. They illustrate how modern

this film camera is. It has many of the standard features found in high-end digital
cameras.

Autofocusing is by TTL phase detection.

Three focusing modes, manual, single servo AF, and continuous servo AF. The
latter two modes automatically invoke the focus tracking feature.

Focus can be locked by pressing the AE/AF-L button or lightly pressing the shutter
release button in Single Servo AF.

Three exposure meters: 3D color matrix, center-weighted, and spot.

An auto exposure bracketing (AEB) mode (Section 5.3). Number of shots: 2–7;
compensation steps: 1/3, 1/2, 2/3, or 1 EV steps.

Pentax history

Today, Pentax is only a brand name owned by Ricoh and Hoya. The former uses it
for cameras, binoculars, rifle scopes, and CCTV optics, while the latter uses Pentax as
a trade-name for medical products and services. However, throughout its long history,
Pentax was a major manufacturer of optical equipment and cameras. Its most histori-
cally significant product was the Asahi Pentax SLR of 1957. The company was founded
in late 1919 by Kumao Kajiwara as Asahi Kogaku Goshi Kaisha. Kajiwara started
making eyeglasses under the Aoco brand (presumably the acronym of Asahi Optical
Company), and made its first Aoco movie-projector lens in 1923.

In the early 1930s, the company began to produce camera lenses, perhaps driven
by the ambition of its then president Saburo Matsumoto who was Kajiwara’s nephew.
From 1933, the company produced Optor and meniscus achromat lenses. In 1932, Asahi
started making lenses for the Molta Camera Company (the predecessor of Minolta).
These were large, 65 ⇥ 90 mm lenses for the folding-plate Arcadia camera. In 1933,
Asahi began to make a line of single-element and anastigmatic lenses for the Pearl and
Pearlette lines of cameras made by the predecessor of Konica.

In 1937, the company started making optical equipment for the Japanese military
and very quickly converted its entire production to military products such as aerial
photography, periscopes, and gunsights. This was also when Saburo Matsumoto became
the president of the company on the death of its founder, Kumao Kajiwara. In 1938
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Asahi changed its name to Asahi Optical Co., Ltd. At the end of World War II, Asahi
(with its factories destroyed and much of its workforce killed) was dissolved by the
American forces. It has sold the remainder of its assets to pay o↵ debts, and it ceased to
exist for a while. Already in 1946, the new Asahi started receiving orders for binocular
lenses from the American occupying forces. Slowly, as the rest of Japan’s industry
re-emerged, Asahi increased its business of supplying and polishing lenses to domestic
camera makers.

Under Matsumoto, who was interested in photography, the company moved from
making lenses to making cameras and other optical consumer products. The first Asahi
telescope, with a cardboard tube but high-quality lenses, was built in 1948, in time
for viewing the total eclipse of the sun from northern Japan. Also in the same year,
the Asahi Jupiter compact binoculars were ready for sale and quickly became a huge
consumer hit both in Japan and abroad. (Part of the success of the Jupiter was Asahi’s
new lens-coating technique.) By the end of the 1940’s, Asahi was a successful, profitable
company, well managed by Matsumoto.

In 1949, Matsumoto decided to allocate company resources to making Asahi’s first
camera. Other Japanese camera makers decided to start with a rangefinder, but Mat-
sumoto believed in the superiority of the SLR and decided in favor of this type of camera.
The new team of designers and engineers (Nobuyuki Yoshida and Ryohei Suzuki, Fig-
ure 6.35) decided to copy the Praktiflex, a 1939 design from East Germany. The first
prototype of the new camera, to be marketed under the name Asahiflex, was ready
by the end of 1949. It had a non-interchangeable waist-level viewfinder, with a direct
(not through the lens) eye-level optical viewfinder (the red arrow in Figure 6.36). The
mirror was the non-returning type (it returned when the shutter button was released)
and shutter speeds ranged from 1/25 to 1/500 s. The camera used the M37 lens screw
mount.

In 1951, Matsumoto was ready for the first sales. Initially, Asahi tried unsuccessfully
to sell the Asahiflex directly to retail stores, but in 1952 it signed a distribution agreement
with Hattori Tokeiten (the predecessor of Seiko) and sales of the camera, now known as
Asahiflex I, took o↵. This was the first Japanese made SLR, and the market was ready
for it. The Asahiflex IA, with a pre-set aperture ring, came out in 1953. In 1954, a
quick-return mirror was incorporated in the newly released Asahiflex IIB (Figure 6.36).
Finally, the Asahiflex IIA, the first SLR ever to feature a pentaprism, came out in
1955. It featured slow shutter speeds from 1/25th of a second to 1/2 s. Success was
complete and unexpected and turned Asahi into a photographic multinational company.
By the mid-1960s, the company, now renamed Asahi Pentax (either from Pentaprism and
contaX or from Pentaprism and refleX), had sold more than one million SLR cameras.
By the early 1970’s, sales topped two million units.

Starting in the 1960’s, Asahi Pentax expanded and penetrated markets in Europe
and elsewhere. Its first European subsidiary opened in Belgium in 1962. The company
went public in 1968, opened a manufacturing plant in Hong-Kong in 1973, a factory in
Taiwan in 1975, a center in Canada in 1978, and several subsidiaries in Europe in 1982.
Other notable milestones are listed in Section 6.11.

In 2002, the company renamed itself Pentax (no longer Asahi) and was one of
the largest optical makers in the world, employing about 6,000 people. It soon started
feeling the pressure of competition from many camera makers and in 2006 it merged with
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Figure 6.35: The Asahiflex Design Team.

Left to right, Ryohei Suzuki (Chief lens designer), Nobuyuki Yoshida (chief camera designer), Saburo
Matsumoto (President of Asahi)
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Figure 6.36: The Asahiflex IIB.

Hoya, a medical related company, to form the Hoya Pentax HD Corporation. Hoya was
hoping to benefit from Pentax’s optical experience and become a major manufacturer
of medical-optical products such as endoscopes, intraocular lenses, surgical loupes, and
biocompatible ceramics.

In July 2011 Hoya sold its Pentax camera division to Ricoh, a copier and printer
maker. Thus, what remains of Pentax cameras is now called Pentax Ricoh Imaging
Company, Ltd. In August 2013, the name was further changed to Ricoh Imaging Com-
pany Ltd., and it is under this name that the Pentax cameras are still being made and
marketed.

The Pentax SLR

The success of the Asahiflex line of SLRs convinced the Pentax executives that there
was a strong potential demand for more complex SLRs, which is why the Asahi Pentax
was developed as the successor of the Asahiflex. The first model (Figure 6.37) made its
debut in 1957 and became an immediate success. In addition to its popularity among
photographers, this model influenced future SLR designs by Pentax competitors. The
main features of the original Asahi Pentax model were as follows:

A pentaprism instead of the non-interchangeable waist-level viewfinder (the Asahi-
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flex IIA already boasted a pentaprism).

A large lever, allowing for a quick film advance and shutter cock with a one-finger
operation (the red arrow in Figure 6.37). Earlier SLRs had a film-advance knob which
required two fingers and was slow. The lever proved an ideal choice. It was implemented
by several camera makers and became familiar to many professional photographers,
amateurs, camera users, and even just camera owners, for several decades.

A crank for fast film rewind.

A quick-return mirror (already incorporated in the Asahiflex IIB).

A focusing aid in the form of a microprism on the viewfinder screen.
In addition to these innovative features, the placement of the controls was natural

(today we might call it ergonomic) and did influence future SLR designs from other
camera makers. Chief among those were: (1) The large film-advance lever, placed on
the right-hand side and operated by the right thumb of the user. (2) The film release
button, which was mounted on the bottom right. This had to be pressed when all the
film frames have been exposed, to activate the rewind crank. (3) The ISO (sensitivity)
of the film was indicated on a ring around the rewind crank.

Also, the 42 mm screw lens mount, originally introduced by Contax in 1949, became
known as M42 or the “Pentax universal screw mount” because it was used on the Pentax
and Pentax Spotmatic series. Other camera makers adopted the M42 mount, which
made it very popular and encouraged lens makers such as Zeiss, Soligor, and Sigma
to manufacture lines of lenses to fit this type of mount. Pentax itself made a line of
Takumar lenses with screw lens mounts going back to the first Asahiflex models in the
early 1950’s. Legend has it that the name Takumar was derived from the name Takuma
Kajiwara, an artist and a brother of the company’s founder Kumao Kajiwara.

5. Synchro flash F,X
2. Fast shutter speed
1. Frame counter

3. Slow shutter speed

4. Film rewind
knob and crank

1 2

3

4

5

Figure 6.37: The Asahi Pentax.

However by the mid 1970’s the limitations of the M42 mount were being felt. By
this time most other camera makers realized the advantages of the bayonet lens mount.
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In 1975, Pentax followed suit and introduced the K mount. Over the years, the design
of this mount has been updated and upgraded such that even advanced Pentax DSLR
models can use any previously available lens for film.

The success of the original Pentax motivated the company to develop it further. In
1960, the first Spot-matic model was released. Its main selling point (or innovation) was
an exposure meter (dubbed a spotmeter) that measured the light through the lens. In
1964 the hyphen was dropped and the camera was renamed spotmatic. The spotmeter
was replaced with an exposure meter that averaged the light intensity and resulted in
much accurate exposures. The spotmatic II, with many upgrades, appeared in 1971. The
Electro-Spotmatic of 1971 was one of the very first to implement automatic exposure.
The spotmatic series concluded in 1973 with the Spotmatic F, which had open-aperture
metering (the aperture stopped down momentarily during exposure).

We conclude with a short survey of the descendants of the original Pentax and
spotmatic (film only, no digital Pentax).

The K Series, consisting of the K2 (1975–1980), KX (1975–1977), KM (1975–1977),
and K1000 (1976–1997) featured improved light metering TTL, aperture and shutter
speed displayed in the viewfinder, and a mirror lock-up lever.

The M series, whose members were the ME F (1981–1988), ME (1976–1980), ME
Super (1980–1987), MG (1982–1985), MV (1979–1982), MV1 (1979–1982), and MX
(1976–1985), were compact devices that featured aperture-priority exposure automation.

The A series added a program mode to the M series. The camera automatically ad-
justed the aperture and shutter speed. Exposure information was displayed on an LCD
screen in the viewfinder. A translucent white window in front of the pentaprism provided
backlight to the screen. The members of this line of SLRs were super A/super PRO-
GRAM (1983–1987), program A/program PLUS (1984–1988), and A3/A3000 (1985–
1987).

The Pentax LX, made between 1980 and 2001, was the only member of the LX
family. This was a professional SLR, compact and lightweight, weatherized and sealed
against dust, and featuring an interchangeable focusing screen and viewfinder. It was
supposed to compete with the Nikon F3, the Canon F-1, Olympus OM cameras, and
Contax RTS.

The P series members were the P5/P50 (1986–1989), P3/P30 (1985–1988), P3n/P30n
(1988–1990), and P30t (1990–1997). Their main features were exposure lock, DOF pre-
view, and a program mode with fully automatic exposure control.

The SF series of Pentax SLRs were the first ones with a (retractable) TTL flash.
In such a flash, metering is done through the lens, by the same lightmeter that is used
for exposure. A non-TTL flash employs its own light meter that is built into the flash.
A retractable flash pops up either automatically, when needed, or manually (but some
cameras, such as the Canon SX210 IS, have the annoying feature where the flash pops
up every time the camera is turned on). The members of this line are SFX/SF1 (1987–
1989), SFXn/SF1n (1989–1993), and SF7/SF10 (1988–1993).

MZ/ZX Series. The individual members are MZ-S (Flagship model), MZ-3, MZ-5,
MZ-5n, MZ-10, MZ-7, MZ-6/ZX-L, MZ-M (manual focus version and no built-in flash),
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MZ50, MZ30, and MZ60. With the exception of MZ-M, these are all compact autofocus
SLRs. The Flagship model MZ-S features a metallic body, faster film drive and higher
flash sync speed.

History of Canon

As a young man, Takeshi Mitarai was interested in medicine. He went to medical
school and became an obstetrician. His first achievement was founding the Mitarai
Obstetrics and gynecology Hospital in Mejiro, Tokyo. It is not clear how, in his mid
30’s, he became the auditor of Precision Optical Instruments Laboratory, an optical
company formed in 1933. What is known is that Mitarai and three partners took control
of the company, changed its name to Precision Optical Industry, and in 1934 started
marketing the Kwanon, the first Japanese-made 35 mm rangefinder camera with a focal-
plane shutter. (With Nikkor lenses obtained from Nippon Kogaku.) In 1942, Mitarai
became president of the company, whose name was changed to Canon Camera Co. in
1947 and then shortened to Canon Inc. in 1969. The names Kwanon and Canon come
from Buddhism.

Among the early Canon products were the Hansa, a 35 mm rangefinder (1936), the
Canon S II (1946), The Canon II B (1949), The Canon IVSb, the world’s first speed-light
synchronized 35 mm flash-and-shutter camera (1952), The Canon 8T, an 8 mm movie
camera (1956), and the Canon L1 still camera (1957). Then, in 1959, came the Canon
Flex, Canon’s first SLR.

In the 1960’s and 1970’s, Canon expanded into diverse fields such as plain-paper
copiers (PPC), calculators, stereo equipment, o�ce equipment, computers, word proces-
sors, and an electronic reader for the blind. Year 1967 welcomed Canon’s 30th anniver-
sary with the slogan “Cameras in the Right Hand, Business Machines in the Left.” In
1975 came the first laser printer. The successful AE line of SLRs started in 1976, with
the AE-1 of Figure 6.40 (controlled by a built-in microcomputer). In the 1980’s came
high-speed copy machines, portable copiers, electronic typewriters, fax machines, video
cameras, and personal computers. The RC-701, Canon’s first digital camera, was ready
in 1984. The BJ-80, the world’s first inkjet printer using Bubble Jet technology, was
introduced in 1985. In 1987, the long line of EOS (electronic optical system) autofocus
SLRs started its successful career. The first ever 50x zoom lens was introduced in the
same year.

More advanced electronic products came out in the 1990’s. Canon developed the
world’s first display based on ferroelectric liquid crystal display (FLCD) technology. The
first LSI integrated circuit with built-in JBIG image compression software. The first
copy machine with anti-forgery technology. The BJC-820 full-color inkjet printer. The
EOS 5, the first eye-controlled SLR. The first notebook personal computer (developed
with IBM Japan). A solar-powered camera (the sure shot del sol). The ELPH (IXUS
in some places) family of digital compact zoom cameras also came out in this period.

Notable products from the early 2000’s are: The PowerShot SD800 IS (image sta-
bilization) compact camera (controlled by DIGIC III and featuring face detection tech-
nology). The PIXMA line of inkjet printers. The EOS 5D Mark II, the first camera ever
to incorporate full HD video (2008).

Today, Canon Inc. is a multinational corporation that makes many imaging and
optical products, including camcorders, photocopiers, steppers, computer printers, and
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medical equipment. This is in addition to its several successful lines of dozens of digital
camera models, ranging from subcompacts to large, advanced DSLRs.

Many users admit that they buy Canon products because of the useful software
included by the maker. Each Canon camera comes with Image Browser (to view images),
Photo Stitch (for panoramas), and specialized software for the specific model. Printers
come with Easy-Photo Print, a useful print utility. Section 4.1 discusses CHDK, a very
useful extension of the DIGIC software for Canon cameras. A simple compact Canon
camera with CHDK has many of the advanced features found only in high-end expensive
models. Canon does not endorse the use of CHDK, but it is reasonable to assume that
some photographers buy Canon cameras because of CHDK.

The Canonflex SLR

Introduced by Canon in May 1959, probably as a direct competitor to the Nikon F,
Asahiflex, and Pentax SLRs, the original Canonflex was made for only one year before
it was discontinued and replaced with the Canonflex R2000. O�cially, this latter model
only added a 1/2000 s shutter speed, but it may have included other improvements. The
user manual describes this camera as being “with Automatic Springback Diaphragm and
Mirror,” perhaps very clear to 1950’s users, but a mystery to me.

The Canonflex was Canon’s first SLR and its design must have been influenced
by the experience Canon had with rangefinder cameras. Perhaps the most surprising
feature of this device is the film advance lever. In the Pentax and many of its successors,
this lever was located on top of the camera, on the right-hand side, to be operated with
the user’s right thumb. The Canon engineers, on the other hand, decided to hide this
large control under the camera, centered on its bottom plate (item 1 in Figure 6.38).
This location proved awkward and unpopular, especially when the camera was mounted
on a tripod. The engineers who designed this unusual lever claimed that pulling it only
130� was enough to advance the film and was therefore faster than the more popular
top-mounted lever. Up to three frames per second were supposedly possible (but only
under ideal conditions). Users, on the other hand, claimed that with one hand on this
lever and the other on the shutter release, it was impossible to follow moving subjects.

The self-timer, also shown in the figure, is di↵erent from the traditional lever and
is shaped as a round button, similar to the buttons used to wound clocks. Item (2) in
Figure 6.38 is a small handle used to release the back cover (to load and unload the film
cartridge). Item (3) is a button that had to be pressed after the entire film had been
used, to allow the crank on top of the camera to rewind the film. This button was also
handy for taking double exposures (two or more exposures of the same film frame). Just
take the first shot, push in the rewind button, advance the film one frame, and take the
second shot!

Other notable features were the removable viewfinder (with a pentaprism but with-
out a light meter) and the shutter lock. The latter was located around the shutter release
(not visible in the figure). Once switched to the locking position, this button locks the
shutter but only AFTER the next exposure is taken. Definitely not user friendly. A
waist-level viewfinder and a 4x magnifier were also available for the Canonflex.

The viewfinder did not have a lightmeter, so Canon eventually built a removable
exposure meter. This was a relatively large device that clipped on to the right-front of the
camera and coupled itself to the shutter speed indicator (the red arrow in Figure 6.39).
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Figure 6.38: The Canonflex SLR.

The four numbers on the bottom plate indicate: (1) Film advance lever. (2) Back-cover release
handle. (3) Rewind release button. (4) Tripod socket.

Knowing the shutter speed and measuring the light, this device computed and indicated
the appropriate aperture. The user had to read this value o↵ the meter and set the lens
aperture to it.

Figure 6.39: The Canonflex Exposure Meter.

On the downside, there was no mirror lockup lever and the Canonflex was released
with only two automatic-diaphragm lenses, a 50/1.8 and a 100/2. There was no wide-
angle lens, which must have been a disappointment to many users (as well as would-be
users). Recall that one of the guidelines of the newly introduced Nikon F was that the
entire line of lenses should be ready when the new camera is announced. In this respect,
the Canonflex was lacking.

Following the Canonflex R2000, two more Canonflex models were introduced. The
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Canonflex RP (1960) had a fixed pentaprism, and the Canonflex RM (1962) featured a
built-in selenium meter

Those who have read the descriptions of the Nikon F and Pentax would agree that
the Canonflex was not in the same league as those two. No wonder it did not last very
long even though it was well built. Today, however, the Canonflex fetches high prices
from collectors precisely because so few were made.

Reference [slr.history 13] is a detailed history of both film and digital SLRs.

History of Digital Cameras

As early as the 1960s, researchers developed and patented arrays of electronic (then
referred to as solid-state) light sensors. Those were very bulky and were used for special
applications such as tracking spacecraft.

In much the same way as 1839 was the annus mirabilis of photography, 1975 was
the annus mirabilis of digital photography. The following devices, announced in 1975,
mark the unexpected beginning of this important field.

The first practical digital camera was built in 1975 at Eastman Kodak by Steven
Sasson. The sensor array in this camera consisted of 10,000 CCD devices (developed
by Fairchild semiconductors two years earlier). The camera was big and heavy, and the
(black and white) images were saved on a cassette tape. The first image (Page 821) was
taken in December 1975. A picture of this camera is available at [msnbc.camera 09].

The Cyclops camera was advertised in the February 1975 issue of Popular Electron-
ics. This was the first commercial all-digital camera using a digital MOS-area image
sensor. It was also the first digital camera to be interfaced to a microcomputer. The
digital sensor for the camera was based on a modified 1 K memory chip that o↵ered a
resolution of 32⇥ 32 pixels (0.001 megapixels). Lacking any mechanical controls (there
was only an on/o↵ switch on the back), this camera had to be controlled by a com-
puter or by special-purpose electronic circuit, which made it a product for hobbyists or
engineers rather than the general public.

Smith and Boyle demonstrated their first CCD camera with image quality sharp
enough for broadcast television.

Truly a remarkable year.

We were looking at it as a distant possibility. Maybe a line from the technical report
written at the time sums it up best: “The camera described in this report represents
a first attempt demonstrating a photographic system which may, with improvements
in technology, substantially impact the way pictures will be taken in the future.” But
in reality, we had no idea.

—Steven Sasson, 1977.

The Canon AE-1 (Figure 6.40) was released in April 1976 (it was made until 1984).
This was a 35 mm (SLR) camera with interchangeable lenses. This camera is historically
significant because it was the first microprocessor-controlled SLR and because of its
commercial success (over one million units sold).

It took until 1981 for the first handheld digital camera, the Sony Mavica (Magnetic
Video Camera) to make its debut (years later, Sony developed another Mavica that was
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Figure 6.40: The Canon, AE-1 SLR.

completely di↵erent). The original Mavica had a sensor array, but it did not convert the
electrical charges on the sensors to numbers. Instead, they were translated into analog
electrical signals (similar to television signals) that were written on a 2-in magnetic
floppy disk. As a result, images produced by this camera had noticeable scan lines and
were similar to television images. Other analog cameras were developed in the 1980’s,
but their cost and poor image quality made them unsuitable for consumer applications.
They were useful only for special applications such as newspaper and television reporting
(the images could be sent on telephone lines, and their resolution was similar to that of
newspaper graphics).

It seems that the first fully digital camera was the model DS-1P, made by Fuji in
1988. It was impractical and it probably was never sold commercially. In 1990, Dycam
Inc. made and sold its mode 1, a digital camera based on a 376⇥240 CCD sensor array.
This camera produced grayscale, 256-level images that were stored, up to 32 pictures,
internally in a 1 MB memory. The pictures could later be transferred to a computer.
Other camera makers soon followed, with the result that size, weight, and price dropped,
while resolution and number of colors increased steadily.

The adoption of the JPEG and MPEG compression standards in 1988 and the
development of small, inexpensive LCDs also helped to accelerate the development of
digital cameras in the 1990’s.

The first digital camera that also took videos made its debut in 1995 and the first
megapixel cameras appeared in 1997. The first DSLR, the Nikon D1 (2.74 megapixel),
was introduced in 1999. It was too expensive for casual users, but was a↵ordable by
professional photographers, especially since they could use the same Nikon lenses they
already owned.

The best camera is the one you left at home.
—Chase Jarvis (paraphrased).



6 History of Photography 735

6.7 The Digital Revolution

The digital revolution in photography took place mostly in the early 1990’s. It had
transformed photography from an analog film- and chemicals-based discipline to its
present state where it is based on digital images, computer control, and image processing
software and techniques. We start with a few definitions, but the reader should bear
in mind that these definitions are subject to opinion and personal usage, and are not
rigorous as in mathematics.

Graphics, from the Greek �⇢↵'◆o& (graphikos, something written), is a general
term that refers to any visual images or designs on some surface.

Computer graphics is a wide field that deals with any graphics created using
computers.

A digital image is a rectangular array of dots called pixels. A pixel has a color
that may be an arbitrary color or may be limited to just black-and-white or a shade of
gray.

Digital imaging is a general term relating to the creation, processing, compression,
printing, and storage of digital images. Such images are often generated with a digital
camera but can also be the output of a scanner (i.e., converted from an analog image).

Image processing (or digital processing) is the name of a large field of tech-
niques, often implemented in software, that manipulate various properties of images.
The brightness, contrast, hue, saturation, and other attributes may be modified and
otherwise manipulated.

Digital photography employs digital cameras to capture images on an image
sensor (an array of electronic photodetectors) rather than on film. The resulting digital
image is stored in the camera as a computer file ready for digital processing, viewing,
or transferring to another digital device.

Traditional, film-based photography is referred to as analog, because the silver
compounds in the film change their color proportional to the intensities of light that
strikes each point. (A good example of an analog medium is the old vinyl records. The
grooves of such a record have depth and shape that is created directly by the sound wave
recorded in them.) Digital photography creates digital images which consist of pixels,
small dots of color. Such an image may look smooth and brilliant if it is made of many
dots, or it may look rough and pixelated if there are not enough pixels. Section 1.22.2
discusses image resolution, and the terms ppi and dpi.

High-end film cameras often had a light meter that measured the light, checked the
shutter speed and aperture, and indicated the exposure (under, correct, or over) to the
user by means of a needle visible in the viewfinder (and operated by a galvanometer).
This type of a primitive analog computer added an automatic mode to the camera, but
automatic film cameras were more expensive than manual ones.

A digital camera has a body, lens, aperture, and shutter, much as a film camera.
The main di↵erence is the sensor that replaces the film. However, the important period
in the development of digital cameras was the 1990’s, when more and more electronic
components, instruments, machines, appliances, and tools became controlled by small
microprocessors. Thus, it was natural for engineers to incorporate computer control
in the new digital cameras. The main functions of a computer in a camera are to
measure light, adjust the aperture and shutter speed accordingly, take the exposure
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when the user presses the shutter release, and store the resulting digital image on the
flash memory card, perhaps after compressing it. The computer can also display the
values of parameters and the settings of controls on the small screen in back of the
camera. However, because a digital camera already has a computer, it (the camera) can
easily be made automatic. The computer, using the output of the exposure meter, can
decide how to set the aperture, shutter speed, and ISO. A low-end digital camera does
not need (and often does not have) a manual mode, which simplifies the entire camera
and reduces its price. This is why digital cameras without a manual mode (i.e., with
only an automatic mode) are cheaper than cameras with both manual and automatic
modes.

The world has arrived at an age of cheap complex devices of great reliability; and
something is bound to come of it.

—Vannevar Bush, As We May Think, 1945.

The first digital image, by Russell A. Kirsch (Page 821), was made in 1957 by
scanning a photograph. Some may claim that this event was the birth of digital photog-
raphy, but better milestones may be the invention, in 1969, of the charge-coupled device
(CCD), the first use of the CCD (in a video camera) in 1970, or even the first digital
camera, made by Steven Sasson in 1975.

The CCD was invented at Bell Labs by George Smith and Willard Boyle. This
fundamental invention opened up the entire field of digital photography and digital
imaging in general. In 1970, the two inventors incorporated a CCD into the world’s first
solid-state video camera.

Steven Sasson, an engineer at Eastman Kodak, built a digital camera based on a
10,000 pixel CCD image sensor that was made by Fairchild Semiconductor in 1973. This
first digital camera had a resolution of only 0.01 Mpixel, but weighed eight pounds and
was very slow (it took 23 seconds to capture its first image). It took black-and-white
images and recorded them to a cassette tape (an analog device). Thus, it was not fully
digital. It was more a proof of concept and was not intended for production and sale.

The first digital camera of any kind ever sold commercially was possibly the 4 Mpixel
Tessera, made by MegaVision in 1987. However, this was a big, heavy, and expensive
device and only a few units were ever made. The Tessera was a high-resolution 2000-line
vidicon tube camera, but not much is known about it.

In 1988, Fuji Corp. made a true digital camera, the Fuji DS-1P, that was also
portable. It recorded its images as a computer file, saved in its removable 16 MB flash
memory card (which, however, was volatile). The camera had a fixed focus 16 mm f/5.6
(f/4 with flash) lens. Shutter speeds ranged from 1/60 to 1/2000 second. This may have
been the first true digital camera that was also portable, but it was never marketed
outside Japan, and it is unclear if it was sold even in Japan.

The title “first completely digital consumer camera sold commercially” seems to
belong to the (gray) Dycam Model 1 and the identical, but white, Fotoman. These black-
and-white cameras were made by Dycam in 1990 and sold by it in the United States.
They were based on a 376 ⇥ 240 pixel CCD sensor at 256 gray levels (0.086 Mpixel).
They had an 8 mm fixed-focus lens, shutter speeds of 1/30 to 1/1000 second, and a
built-in flash. There was an internal 1 MB RAM, with room for 32 compressed images
(in TIFF or PICT 2 formats). The camera could be connected to a PC and the images
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transferred to the computer. The street price of these models was a sti↵ $995.
Thus, even if we cannot put a precise date on the birth of digital photography, we

can mark 1990 or the early 1990’s as the beginning of the digital photography revolution.
This revolution is still with us, but for those who demand precise dating we may claim
that the digital photography revolution came of age in 2002—when the first cell phone
with a camera, the Sanyo SCP-5300, was announced—and also in 2003, when digital
cameras have for the first time outsold film cameras.

Perhaps the greatest advantages of digital photography are its speed and low cost.
In the days of film, the photographer had to consider the price of each frame of film
shot. Once the film roll was fully exposed, it took several days to develop and print
the pictures. With digital cameras, it is quick and inexpensive to shoot hundreds of
pictures, view them in the camera or on a computer screen, and delete the inferior ones.
Other advantages are the ability to use software to process and edit images and the easy
storage of digital images.

⇧ Exercise 6.2: What are the disadvantages of digital photography?

The social impact of digital photography is felt in many areas, but it has mostly
a↵ected us in cameras-in-cellphones. It is rare to find a cell telephone without a camera,
and those cameras are getting better all the time. Thus, whenever an unusual event
occurs, it gets recorded as it is happening, often by several cell phone cameras, in still
photographs and video. Those images and videos are often immediately published in
social networks and become available to anyone.

Kodak, for many years an innovative company, brought out the first DSLR, the
DCS-100 in 1991. This 1.3 Mpixel device was based on the body of the Nikon F3. It
was very expensive ($13,000) and had a large, heavy external 200 MB hard drive.

Also in 1991, the first webcam was made and used at Cambridge University. For
about 10 years it pointed at the Trojan Room co↵ee pot in the Computer Science
Department.

Kodak again proved its ability in 1994, when it made the Apple QuickTake 100
for the consumer-level market. This was the first time a company (Apple) successfully
marketed a digital camera. The QuickTake 100 worked with a home computer via a
serial cable and was easier to use than competing products.

The digital photography revolution included software and standards in addition
to digital cameras. The important JPEG and MPEG compression algorithms became
international standards in 1988. In 1994 came the first flash memory cards which are so
prevalent today. The first was the CompactFlash (CF) device, designed and produced
by SanDisk. The first camera to use a CompactFlash card was the Kodak DC-25 (1996).

In 1995 came the Casio QV-10, the first camera with an LCD display and live
preview. It had a pivoting lens, and was the first commercial camera with a color TFT
LCD screen for reviewing the photos. It had nonvolatile memory capable of storing 96
320⇥ 240-pixel color images and cost just $1,000.

One of the last important development in the decade of the 1990’s was the Nikon D1
(1999), a 2.74 Mpixel DSLR. It was enthusiastically adopted by professional photogra-
phers (not many others could a↵ord it at $6,000) who were able to use this high-end
camera with their existing Nikon lenses.

Cell phone cameras have already been mentioned. They are getting better all the
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time, but they still su↵er from an important limitation, the lens of such a camera is
non-interchangeable. This, however, is seen by many inventors as a chance to come up
with ingenious add-ons. Here are two examples.

The Insstro 9-in-1 Phone Camera Lens Kit is a small device that slides on top of the
iPhone and o↵ers a choice of nine lenses. A Telephoto Lens, a 198� Fisheye lens, a 0.36
Super Wide Angle Lens, a 0.63X Wide Lens, a 20X Macro Lens, a 15X Macro Lens, a
Kaleidoscope Lens, a Starburst Lens, and a CPL (circular polarizer/linear) Lens, which
can darken skies, manage reflections, and suppress glare from the surface of water. This
device and similar ones are moderately priced and have good reviews. To see such a
device in action, watch part 4 Working with macro lens attachments on an iPhone of
Joseph Linaschke’s training video Photography 101: Shooting Macros and Close-Ups,
from Lynda.com.

There are many lens choices made by olloclip.com, xmpow.com, and others for
the various models of the iPhone, the Samsung Galaxy cell phone, and for other mobile
telephones and tablets.

Other developments in digital photography are listed in the Timeline, Section 6.11.

6.7.1 Camera Sales Trends

It comes as no surprise to hear that camera sales have gone up steadily throughout
the 20th century. Similarly, it is easy to guess that once the iPhone was released by
Apple, sales of cameras would go down. What is surprising is the steep curves of those
sales trends, summarized in Figure 6.41. As soon as the iPhone became commercially
available, in 2007, sales soared. Within a year, global sales of cameras started going
down, and in 2011 the two curves met, one going down fast, while the other going up
almost vertically.

Figure 6.42 shows the trend toward digital photography by illustrating how the
number of photographs taken annually has risen, and how the number of analog (film)
photos has plummeted since the early 2000s.

In 2014, according to Mary Meeker’s annual Internet Trends report, people uploaded
to social media companies an average of 1.8 billion digital images every single day.
That’s 657 billion photos per year. Another way to think about it: Every two minutes,
humans take more photos than ever existed in total 150 years ago.

—Rose Eveleth, www.theatlantic.com, Nov 2, 2015.

6.7.2 History of Photography in Space

Cameras can work in space because they don’t need air and don’t depend on gravity.
A subtle point that a↵ected space photography in the early days of space exploration
was lubricants that tended to get stuck in vacuum, which is why NASA would always
ask camera makers to use special lubricants on cameras that it purchased for external
use in space. Harmful gas or fire are also very dangerous in the air tight interior of
a space vehicle. which is why cameras made for space must be certified safe in this
respect. Once astronauts started shooting pictures from space, it was quickly discovered
that both film and image sensors are sensitive to radiation, and can get fogged up from
the cosmic radiation (photons and high-energy particles from space) which is prevalent
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Figure 6.41: Cameras and iPhones Global Sales Trends.

The best camera is the one that’s with you.
—Chase Jarvis.

⇧ Exercise 6.3: Why did iPhone sales decline since 2014–2015?
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outside our atmosphere. Early space missions took place in the era of analog photog-
raphy, so engineers learned very quickly how to store film on space vehicles in heavy,
shielded, and radiation-hardened boxes for protection. Once cameras became digital,
it was discovered that image sensors are less sensitive than film to radiation, but are
not completely immune from this problem. On extended stays in space, such as in the
International Space Station, pixels on image sensors can su↵er radiation damage. In
reference [manley 20] Scott Manley says “Maybe in the future, when the cost of space
travel comes down, we may see some space tourists going back to film cameras for artistic
reasons, but until then, it’s digital all the way.”

Space exploration started a long time ago, when special balloons were sent to high
altitudes and reached the upper parts of the atmosphere. However, the invention of
photography in 1839 came late in history (Section 6.1), which is why it took until 1858
to shoot the first photographs from the air. This task was achieved by the distinguished
photographer Gaspard-Félix Tournachon, also known as Nadar (Page 752). Many of
Nadar’s aerial photos have been lost, and the oldest aerial photographs that we have (of
Boston) were taken in 1860 by James Wallace Black.

The manned exploration of space first came to the attention of the public with the
short flight of Yuri Gagarin on 12 April 1961. However, Gagarin did not carry a camera,
and it seems that the title of first photographer in space belongs to Gherman Titov, the
second human to orbit the Earth, on 6 August 1961. (Alan Shepard and Gus Grissom,
the U.S. astronauts who preceded him, did not complete a single orbit.) Titov earned
this title after shooting a 10 minute segment (300 meters of film) of the Earth with his
Konvas-Avtomat, a professional quality movie camera.

John Glenn was one of the seven astronauts selected by NASA in 1959 for the Mer-
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cury program. On February 20, 1962, Glenn flew the Friendship 7 mission, circling the
Earth three times and thus becoming the first American to orbit the Earth. During the
flight, Glenn used his personal 35 mm rangefinder camera, an Ansco Autoset Rokkor (a
revised version of the Minolta Rokkor rangefinder), to take the first human-captured,
color still photographs of the Earth. Knowing that his space suit would limit his move-
ments, Glenn asked NASA engineers to modify the camera. They have attached a large
viewfinder on the bottom of the camera and a pistol grip handle with a thumb trigger
on top of the camera to enable him to operate it (upside down) with his heavy gloves
on. Not only did this camera operate in zero gravity, but it floated in space in front of
him when he needed both hands for another task; a great advantage.

In 1962, during the Mercury program, NASA executives decided to use Hasselblad
cameras. To some extent, this was due to the influence of Walter Schirra. In 1959,
Schirra, a photography enthusiast, became one of the original seven astronauts. As
an owner of a Hasselblad he was familiar with the quality of this camera and he rec-
ommended that these cameras be used to document the Mercury space missions. The
powers that be NASA agreed. They purchased a few 70 mm Hasselblad 500Cs and
modified them to remove weight and increase the length of the film roll. The camera’s
leather covering, auxiliary shutter, reflex mirror, and viewfinder were removed and a
new film magazine was constructed with room for 70 exposures instead of the usual 12.
(The film transport mechanism also had to be modified to handle the thinner film.) In
addition, the outside of the window of the Mercury capsule was painted matte black
in order to minimize reflections in the window. Schirra, Gordon Cooper, and perhaps
other astronauts used this camera in several Mercury missions. The success of the re-
sulting images prompted Hasselblad executives to propose a program of close, mutually
beneficial cooperation between NASA and the company, with the result that specially-
modified Hasselblad cameras (both 500C and 500EL) were later used in the Gemini and
Apollo programs as well as the space shuttle missions of the 1980’s and 1990’s. Plastic
pieces had to be replaced with metal, the outside had to be painted black, and certain
controls had to be replaced with larger ones, to make them easy to grab with heavy
gloves.

In the early 1970’s NASA decided to look at Nikon for a supply of smaller, portable
cameras. Nikon was happy to cooperate and comply. (Historical resources claim that
in spite of the high prices paid by NASA for these modified Nikon cameras, the Nikon
company did lose money on these items.) The camera maker came up with special
Nikon models that replaced leather and plastic camera parts with black metal, had
sealed battery compartments, could handle thin film, and had accurate shutter speeds.
In 1971, the Apollo 15 mission carried a modified Nikon F with modified interchangeable
lenses. In 1973, Skylab was equipped with another modified Nikon F that had a motor
drive.

In the late 1970’s, Nikon produced two modified models, one small and the other
big, of their F3 body. The small model had a motor drive, while the big model was
loaded with film rolls of 250 exposures. A decade later, in the late 1980’s, Nikon came
up with the F4S which had autofocus. In 1991 it produced the Nikon F4, a hybrid still
camera (it had a 1 Mpixel image sensor, 256 gray levels, and stored the images on a
disk drive). In 1996, a collaboration between Nikon and Kodak has produced the digital
Kodak DCS 460 cameras, and in 1999 the Nikon F5 (analog, but with autofocus) was
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used in spacewalks. The F5 was the last analog camera used in space. Other, digital
models of Nikon cameras were made especially to NASA specifications.

The first commercial camera used in space was the March 1995 6.2 Mpixel, 24
bit/pixel Nikon/Kodak DCS 460, a DSLR, part of the Kodak DCS (Digital Camera
System) line. At the time, this was the highest resolution camera, so its initial price was
US $35,600. This camera was used by Astronaut Frank Culbertson to photograph the
aftermath of the terrorist attacks on New York City on September 11, 2001.

Currently, there are at least 10 cameras used on the International Space Station
(ISS) and, naturally, all are digital.

6.8 History of Smartphone Cameras

A smart telephone is a computer with a telephone, not, as some people believe, a tele-
phone with a computer. Thus, it makes sense to include input/output devices in a
smartphone. Virtually all the current (2018) smartphones include, in addition to a cam-
era, devices such as a touch ID fingerprint sensor, proximity sensor, flashlight (which also
serves as flash for the camera), bluetooth and GPS (for geotagged photos), WiFi (for
image transfer and sharing), magnetic compass, clock, calendar, level, motion processor
(a barometer, accelerometer, three-axis gyro, for a pedometer and distance travelled),
microphone (for the telephone and a decibel meter), and speaker.

A camera built into a smartphone has several limitations and is normally simpler
than today’s DSLRs and mirrorless cameras. However, smartphone cameras are improv-
ing all the time and have long ago reached and surpassed the capabilities of the once
popular compact point-and-shoot cameras. Market observers claim that 2010 was the
first year where sales of smartphone cameras have surpassed those of conventional small
cameras and the gap between the two classes is widening all the time.

A typical smartphone is designed to be thin and lightweight, which is why any
camera built into it must be very small, thin, and light. This basic constraint is the
reason why most smartphone cameras have fixed-focus lenses, small sensors (almost al-
ways CMOS), an electronic shutter, no shutter release button, no tripod screw, and no
hot shoe. A typical smartphone comes with basic camera software, but any software
developer can design, implement, and try to sell better apps for the cameras of various
smartphones. A typical camera app may be similar to the manual mode found in ad-
vanced camera. It makes it easy to achieve sharp focus and to control the exposure.
Figure 6.43 shows some camera apps for the Apple iPhone. There are also apps for
image editing, HDR, and shooting panoramas, but some users, especially those with
long experience with digital cameras, claim that the buttons and controls of such apps,
which are displayed on the smartphone screen, are not as responsive and do not provide
tactile feeling as the real controls of a dedicated camera.

It is well known that Louis Daguerre announced his photographic method in 1839
and that Alexander Graham Bell applied for a patent on his telephone in 1876. Thus,
cameras, photography, and telephones have been around for more than 140 years, but
were only recently united in smartphones. In contrast with the inventions of photography
and telephones, we don’t know who first decided to include a camera in a telephone,
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Figure 6.43: iPhone Camera Apps.
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but the remainder of this section summarizes what we know (or suspect) about the first
steps toward this popular combination.

September 9, 1997 is generally considered the birthday of the invention of the camera
phone (only the invention, not any particular camera phone). On this day, the US
patent o�ce has issued patent 5,666,159 to Kenneth Parulski and James Schueckler, two
engineers at Kodak. The patent title is “Electronic camera system with programmable
transmission capability.”

The patent application explicitly mentions the combination of telephone and camera
as either a separate digital camera connected to a cell phone or as an integrated system
with both sub-systems combined together in a single unit. The design described in the
application includes all of the basic components and operations familiar to us from our
camera phones. These include the capture, storage, selection, and display of digital
images as well as the means to transmit the images over the cellular telephone network.
The following are several passages from the abstract to this patent:

An electronic camera system includes a programmable transmission capa-
bility for selectively transmitting electronic image data to a plurality of remote
base units . . . In a further embodiment, a combined telephone/camera unit is
provided that includes a camera module for generating electronic image data
representative of a scene to be imaged, a memory unit for storing the electronic
image data generated by the camera module, a display screen for displaying
the electronic image data stored in the memory unit, a mechanism for selecting
which of the plurality of base units is to receive the digital image data, and
a cellular transceiver for transmitting the digital image data to the base units
selected by the selection mechanism.
Many history books, publications, and Internet articles somewhat hesitatingly sug-

gest (but not fully claim) that the first real camera-phone, the J-SH04 (Figure 6.44a),
was produced by Sharp and was marketed, only in Japan,* from November of 2000 by a
company named J-Phone (now SoftBank Mobile). Recall that the first digital camera,
by Kodak, appeared in 1975, so it took 25 years for the idea of a camera phone to become
reality. The J-SH04 CMOS camera had the unsatisfactory resolution of 110,000 pixels
(0.11 Mpixels), which is why three months after its release, the J-SH04 was followed
by the J-SH05. This was the first clamshell (flip-phone) mobile camera phone. Models
J-SH06 and J-SH07 followed later, but not much is currently known about them.

The window to the right of the lens in Figure 6.44a is a small mirror. To take
a selfie, you framed yourself in the mirror and pressed the button. Once you have
taken several pictures, the phone could send them electronically, through the SkyMail
service, to anyone who owned a J-SH04. There was no need to download the images to
a computer, and it is this feature that made the J-SH04 an integrated device; the cell
phone and the camera worked together.

The J-SH04 also had a 500-number phone book, a one-button web access, speaker,
and a Li-ion battery that lasted 125 minutes of talktime.

However, history is rarely straight and simple. The J-SH04 was preceded, in June
of 2000, by the Samsung SCH-V200 flip cell-phone. It had a built-in camera with sensor

* This smartphone worked only on the PDC network standard, a technology that was
unique to Japan.
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Figure 6.44: J-SH Early Camera Smartphones.

resolution of 350,000-pixels (0.35 Mpixel) and could save 20 images. This device would
have been the first camera phone if it were not for the fact that it had to be connected
to a computer to transfer the images. The images could not be sent outside the device
by the cell phone. The camera of this cell phone was located in the same enclosure, but
was not integrated with the telephone.

On 18 September 2001, Jon Wurtzel published a short review of the J-SH04 in the
BBC News website [BBC 2001]. At the end of this short piece he asked for readers’
comments “tell us what you would use the cameraphone for.” and readers have re-
sponded. Today, it is both entertaining and illuminating to read these responses, as no
one managed to predict the current popularity of camera phones. Here are two of the
many responses:

If it were cheap enough for teenagers, I could see it being a great way
of shopping for clothes on a wide scale. No longer would girls have to go in
groups, they could each scout out the good outfits, send pictures, and compare
prices. It would be inclusive—even if one of the gang is too ill, or busy, their
opinion can be sought.

A picture-shooting cellphone certainly is a curious invention. It could be
handy for delicate investigation or infiltration. If you disguise it a bit better,
who would know to look for a camera on a phone?
The first mobile camera phone appeared in the USA in November 2002 when Sprint

o↵ered the Sanyo SCP-5300 (Figure 6.44b) . This clamshell device cost $400 (with a $100
rebate for new customers) and its camera featured the low resolution of 640 ⇥ 480 =
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0.3 Mpixel. The SCP-5300 also had a basic flash, white balance control, self-timer,
digital zoom, and various filter e↵ects like sepia, black and white, and negative colors.
This mobile phone became very popular and about 80 million were sold worldwide in
2003.

Year 2003 marked also the first time that more phone cameras than stand-alone
cameras were sold, mostly because of the former’s popularity in Japan and Korea. In
2005, Nokia, a maker of telephones, sold more cameras than any of the established
camera makers. In 2006, half of all the mobile phones had built-in cameras. In that year,
the first satellite phone with a camera was introduced by Thuraya, a mobile satellite
services company. In 2008, Nokia became the biggest camera maker by making and
selling more mobile phones with cameras than Kodak sold its analog cameras. In 2010,
more than a billion camera phones were in use worldwide. Since then, most mobile- and
smartphones, even the least-expensive ones, include a camera.

The next step in the story of mobile cameras came in July of 2004, when Sprint
released its PM8920 cell phone. Its sensor had a resolution of 1280⇥ 960 = 1.3 Mpixel,
good enough for satisfactory snaps. This device had a number of useful settings (perhaps
the most useful was a multi-shot feature where the camera took eight shots in succession).
The PM8920 was an integrated device, where the pictures could be sent wirelessly by
the telephone part of the device.

The 2-Mpixel camera phone appeared in 2005. This was the Nokia N90, which also
boasted a rotating screen, Carl Zeiss optics, autofocus, and an LED flash.

The next step, in 2007, was made by Sony, Nokia’s main competitor, which came
up with the Sony Ericsson K800i, whose camera boasted a 3.2 Mpixel sensor. It also
featured auto-focus, image stabilization, and a Xenon flash.

The Nokia N95, released in March 2007, became, not the first, but the most popular
smartphone to o↵er a 5-Mpixel resolution. In addition, its camera featured a Carl Zeiss
lens, automatic focus, and detailed user-configurable settings, but no touchscreen, a
serious omission. This camera took serious photos and became a serious competitor to
the then popular compact cameras made by the big, traditional camera makers such as
Canon and Nikon.

The first iPhone model started selling in June 2007 and was an immediate hit,
perhaps because of the deep recognition of the Apple name. This model featured a
small, 2-Mpixel sensor, and the device lacked flash, autofocus, and video recording.

In 2008, smartphone sensors reached 8 Mpixels. The first contender was the Sam-
sung i8510, which was quickly followed by the Nokia N86, and the LG Renoir. The
latter was also the first touchscreen camera phone with an 8 Mpixel camera.

2009 and 2010 marked the appearance of several smartphones with even higher-
resolution sensors. Most notable are the 12-Mpixel Samsung M8910 Pixon12, the Nokia
N8, and the 16 Mpixel Sony Ericsson S006.

By 2010, makers of mobile cameras started including important features such as
video recording, touchscreen, panoramic photos, and more and more built-in apps for
image editing, filtering, and retouching. The following numbers illustrate the progress in
smartphone cameras by looking at their sensor resolutions. Early mobile phone cameras
featured sensor resolution in the range of 0.11 to 0.35 Mpixel. In contrast, the Apple
iPhone started with 8 Mpixel cameras, and increased that in 2015 to 12 Mpixel in the
iPhone 6 and its successors. The Nokia 808 pureview, introduced in 2012, featured a
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41 Mpixel, 1/1.2-inch sensor, which was improved a year later in the Nokia Lumia 1020
(see Exercise C.1).

There is a subtle reason for keeping the resolution of smartphone cameras for years
at 12 Mpixels. A typical application of a cell phone camera is to shoot an image that
can later be beautifully printed at 5 ⇥ 7 inches with printer resolution of 300 dpi (see
Section 1.22.2). On the paper, such an image occupies 5⇥300 = 1,500 by 7⇥300 = 2,100
dots and the sampling theorem of Section G.9 guarantees that it would look at its best
when recorded on the camera’s sensor at twice this resolution, i.e., 3,000 ⇥ 4,200 =
12,600,000 pixels. Thus, a 12 Mpixel sensor is both big enough to produce images that
can be accurately printed at common sizes and small enough to have big buckets for
the pixels in a small-size sensor (typically 15–20 square millimeters). This is why Apple
and Google decided that a 12 Mpixel sensor resolution is ideal for their smartphones
and have kept their phone cameras at that limit for as long as they could against their
competitors.

We tend to summarize complex devices, systems, and situations in
2.3 x 2.3 mm

one number, such as the Dow-Jones industrial average and the FICO
score. Digital camera users are no di↵erent and many employ sensor
resolution as the chief metric of camera quality. However, other facts, such as sensor
area, are also significant. As an example, the area of the 12-Mpixel sensor of the iPhone
6S is only 4.8 ⇥ 3.6 = 17.28 square millimeters, which is about 2% of the 860 square-
millimeter area of a full-frame sensor.

In 2018 I started noticing an unexpected development. More and more public places
have new rules that restrict the use of cameras, especially large cameras such as DSLRs.
Many sports events require a camera owner to have press credentials if his camera has
lenses that are over three inches long. Some museums allow only cell phone cameras or
short-lens point-and-shoot cameras; no removable lenses. I was told that recently, only
cell phone cameras are allowed at the White House in Washington, D.C.

In some of these places the reason for the restriction is crowds. Guides in museums
and other crowded attractions may feel that large cameras impede the flow of visitors.
Organizers of sports events may have exclusive contracts with professional photographers
and don’t want competition from spectators with sophisticated cameras. Whatever the
reason, this development is good news for smartphone makers.

One survey ranked the 10 best camera smartphones of 2018 as follows: Google Pixel
3xl, Huawei Mate 20 Pro, Samsung Galaxy Note 9, iPhone XS Max, Samsung Galaxy
S9, Huawei P20 Pro, Sony Experia XZ3, LG V40 ThinQ, OnePlus 6T, and Samsung
Galaxy A9.

The following references are useful for this section, but new ones will surely come up
over time, because the future eventually becomes the present, which quickly turns into
the past and should be recorded and saved: [androidauth 767029], [androidauth 776711],
[BBC 01], and [digitaltrends 18].

⇧ Exercise 6.4: Use Internet resources to compile a list of the most important develop-
ments in the field of cameras.
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6.9 Distinguished Photographers

Who is distinguished? Who decides which photographers are distinguished, which pho-
tographers are historically important, which photographers should be included in a list
like this? Shall we include only those who won an award, only those who are considered
influential? Of necessity, any list of distinguished photographers is open to criticism
and disagreements. Some names, such as Man Ray and David Hockney, are certainly
distinguished, but they were all-round artists, not just photographers. Shall they be
included?

The list of names in this section is therefore simply a list of my personal favorites.
Perhaps the favorite of mine is Lewis Carroll. I certainly included well-known names
such as Ansel Adams, Edward Steichen, and Alfred Stieglitz. At the same time, I must
have omitted many names that others may consider eminent. For example, Edward
Weston is included, but his son, Brett Weston, is not. This was a completely personal
decision of mine, not intended as a slight to Brett Weston, who is known today as the
child genius of American photography.

⇧ Exercise 6.5: Search the Internet for ranked lists of eminent photographers. What can
we conclude from these lists?

The list is arranged in chronological order of birth years.

If there’s one thing that inspires our work more than anything else, it’s the imagery
of others.

Julia Margaret Cameron (1815–1879)

Today, most parents can a↵ord to give their child a sophisticated
digital camera. Even a hundred years ago, many parents could a↵ord
a Kodak camera as a present intended to encourage the child’s interest
in photography. The case of Julia Margaret Cameron, however, was
di↵erent. She received her first camera, in December 1863 at age 48,
not from her parents, but from her daughter and son-in-law. It was
presented to her with the words “It may amuse you, Mother, to try to
photograph during your solitude at Freshwater.” History tells us that
Julia was amused. She was more than amused. She exploited this gift
to show the world the kind of gifted photographer that she was. In her short career as
a photographer, spanning only about a dozen years on the isle of Wight in England,
she became a much sought-after portrait photographer and was especially known for
her delicate portraits that often featured biblical scenes and literary themes. The 1870
portrait shown here was taken by Henry Herschel Hay Cameron, her youngest son.

Far from being just an amusing toy, the camera was to her a living thing and she
wrote “From the first moment I handled my lens with a tender ardor, and it has become
to me as a living thing, with voice and memory and creative vigor.” Her artistic style
was unconventional and it resulted in intimate portraits that still speak to us, across
more than 150 years. She also managed to create visual delicacy by adding blur to her
portraits. This was done both through long exposures (where the sitters had to move)
and with slightly out-of-focus lenses, and this blur became a signature of her work.
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Those familiar with her work and with the history of art see the far-away looks, limp
poses, and soft lighting in her photographs as clear signs of Pre-Raphaelite influence.

Her short photographic career came to an end when she and her husband left Eng-
land for Ceylon in 1875, where she took only a few pictures and died a few years later,
in 1879.

⇧ Exercise 6.6: (Tongue in cheek.) Why didn’t Julia’s parents give her a camera?

Gelatin and dry plate photography (Page 697) started in 1871. In 1863, photography
was based on collodion and wet plates, and a photographer had to have his darkroom and
chemicals handy. Some photographers of that period traveled, carrying their equipment
on horseback on in a carriage (Eadweard Muybridge, who is included in this section, is
a notable example), but Julia Cameron did not resort to such unladylike behavior. She
concentrated in portrait photography, which could be done in a studio or in her home.
She produced attractive, delicate portraits because of her artistic nature. She used
biblical scenes in her pictures because she was deeply religious. Because she included
literary themes as well, we have to assume that she was a literary type.

Figure 6.45 shows two examples of Cameron’s style. On the left we see the 1872
carbon print of “King Lear allotting his Kingdom to his three daughters,” with, from
left to right, Marina (or Lorina) Liddell, Edith Liddell, Charles Hay Cameron, and Alice
Liddell, the model for Alice in Wonderland. On the right is the delicate 1867 albumen
portrait of Mrs. Herbert Duckworth (the former Julia Prinsep Jackson, later Mrs. Leslie
Stephen, who was Cameron’s niece, favorite subject, and the mother of Virginia Woolf).

Figure 6.45: Julia Cameron Pictures.

Cameron’s biography is unusual for our time, but perhaps not so unusual for her
day. She spent most of the first 33 years of her life in India, the next 12 years in
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London, followed by 15 years on the isle of Wight (where she developed her career as a
photographer), and four years in Ceylon. Her mother was French with Indian ancestors,
and her father was English. At age 21, Julia and her parents visited South Africa where
she met two men who had influenced her life later. One was the astronomer and scientist
Sir John Herschel, who became her “teacher and high priest,” and the other was Charles
Hay Cameron, twenty years her senior, who two years later became her husband. He
was an important British administrator in India and the owner of co↵ee plantations in
Ceylon (now Sri Lanka). After their marriage they lived in Calcutta, where both found
themselves at the pinnacle of Anglo-Indian society. Charles became an important jurist,
while Julia became the o�cial hostess of the British governor in Calcutta.

The Camerons gave up their life in India, probably because Charles was in poor
health, and moved to England in 1848. They soon found themselves accepted into
the fashionable London society, meeting the celebrities who would later become Julia’s
subjects. Sara, one of Julia’s sisters, had married Henry Thoby Prinsep, a former o�cial
of the Indian Civil Service, and historian of India. The Prinseps became known figures
in the cultural circles of London, and Sara became a fashionable society woman. It was
mostly at the Prinsep’s house that Julia met a series of influential painters, musicians,
scientists, and politicians, the most important of which was the poet Alfred Tennyson.

In 1853, Tennyson moved to the secluded village of Freshwater on the Isle of Wight,
located in the English channel, o↵ the south coast of England. In 1860 Julia brought
her young children to stay with the Tennysons on the island, when she, on an impulse,
decided to live there too. Soon the two families had neighboring estates near the village
of Freshwater on the island and became the focus point of island society as well as of
visiting celebrities. It seems that Julia became interested in photography as early as
1850, but it was only in 1864, when she received her camera, that her interest turned
practical and she started taking her well-known portraits and studies on literary and
biblical themes. Today, the Camerons’ house on the island, Dimbola lodge, is open to
the public as the Julia Margaret Cameron Trust (dimbola.co.uk).

We know much about Julia’s photographic career because she published, probably
at her own expense, two volumes of pictures to illustrate a book of poems by Tennyson.
This was around 1874–1875, just before the Camerons left England for Ceylon, where
she died four years later, in 1879.

Clearly, Ceylon in the 1870’s was not an ideal place for a wet-plate photographer.
Julia had a hard time obtaining chemicals and pure water to develop and print pho-
tographs. She missed the friends, neighbors, and visitors who posed for her back in the
island. She was also very far from any museums, galleries, and print-sellers who could
promote her work. It is therefore no wonder that she declined as an artist during this
period.

Those who have read Section 6.3 may have an idea of how di�cult was the wet
collodion process of taking and developing pictures. A contemporary photographer
might find it impossible to appreciate how frustrating it was for Julia, no longer young,
to master this technique. Initially, it was like searching in the dark. She later said “I
began with no knowledge of the art. I did not know where to place my dark box, how to
focus my sitter, and my first picture I e↵aced to my consternation by rubbing my hand
over the filmy side of the glass.” It must have taken her a long while to get over her early
failures, but she persisted, partly because she wanted to succeed as a professional; to sell
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rather than to give away her prints. Because of this aim, she was careful to copyright,
exhibit, market, and publish her work. Success was not long in coming. Within 18
months, she managed to sell prints of her portraits to the Victoria and Albert Museum
and had a prominent London print-seller publishing and selling her work.

Living on the island, she asked her neighbors, friends, and her household sta↵ for
help, and many of them can be seen today in her pictures. Being an artist, she found ways
to capture passion, virtue, innocence, and wisdom in her work. She used her knowledge
of renaissance art to select the right costumes and correct poses for her models. Not for
her the sti↵, formal poses adopted by other photographers of the time. Not for nothing
did Tennyson, her friend and neighbor, refer to her models as her victims. In her own
words, she aspired “to ennoble Photography and to secure for it the character and uses
of High Art by combining the real and the Ideal and sacrificing nothing of the Truth by
all possible devotion to poetry and beauty.” To Herschel she wrote “I believe in other
than mere conventional topographic photography-map-making and skeleton rendering
of feature and form.”

Being one of her “victims” wasn’t always easy. The subject often had to sit for
many exposures facing intense light, waiting, keeping still, and wondering as Julia busily
coated, exposed, and processed each wet plate. One of those “victims” left us the
following realistic description of her photographic session with Cameron: “The studio, I
remember, was very untidy and very uncomfortable. Mrs. Cameron put a crown on my
head and posed me as the heroic queen. . . . The exposure began. A minute went over
and I felt as if I must scream, another minute and the sensation was as if my eyes were
coming out of my head; a third, and the back of my neck appeared to be a✏icted with
palsy; a fourth, and the crown, which was too large, began to slip down my forehead;
a fifth—but here I utterly broke down, for Mr. Cameron, who was very aged, and had
unconquerable fits of hilarity which always came in the wrong places, began to laugh
audibly, and this was too much for my self-possession, and I was obliged to join the dear
old gentleman.”

⇧ Exercise 6.7: Photographs from the Victorian era rarely show smiling people. Is this
because this was an unhappy, unfortunate, serious period?

As always in art, not everyone admired her work. The following criticism appeared
in a photographic journal in 1865 “Mrs. Cameron exhibits her series of out-of-focus
portraits of celebrities. We must give this lady credit for daring originality, but at the
expense of all other photographic qualities. A true artist would employ all the resources
at his disposal, in whatever branch of art he might practice. In these pictures, all that is
good in photography has been neglected and the shortcomings of the art are prominently
exhibited. We are sorry to have to speak thus severely on the works of a lady, but we feel
compelled to do so in the interest of the art.” The following year Cameron won a gold
medal in an exhibit in Berlin, but even this only resulted in the negative note “Those
large unsharp heads, spotty backgrounds, and deep opaque shadows looked more like
bungling pupils’ work than masterpieces. And for this reason many photographers could
hardly restrain their laughter, and mocked at the fact that such photographs had been
given a place of honor.”

Today, Julia margaret Cameron is considered a classical artist with an unusual
ability to inject her pictures with a delicate spiritual content. Her portraits are very
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di↵erent from the typical commercial portraits of the time, and her huge output, about
900 pictures in a dozen years, makes it easy for anyone to judge her talent, powers, and
technique.

Reference [Ford 03] is a biography of Julia Cameron.

The dress is divine. The whole thing is divine. It’s more of an art shot than a portrait,
like something Julia Margaret Cameron might have taken.

—Kate Morton, The Clockmaker’s Daughter, 2018

Gaspard-Félix Tournachon (1820–1910)

In his 1865 novel From the Earth to the Moon, Jules Verne tells the story of the
Baltimore Gun Club and how its authoritarian president Impey Barbicane proposes the
idea of shooting a projectile from a canon all the way to the moon. The enthusiastic
club members support the idea and start construction of the mammoth canon in Florida,
only to be momentarily stopped by a telegram from a Frenchman, Michel Ardan, who
proposes to travel to the moon inside the projectile. Verne himself said that the character
of Ardan is based on Gaspard Tournachon, a professional photographer in Paris, known
as Nadar, a pseudonym that Tournachon adopted for his Parisian newspaper work in
the 1840s.

Here is the text of the dispatch, which figures now in the archives of the Gun Club:
FRANCE, PARIS,

30 September, 4 A.M.
Barbicane, Tampa Town, Florida, United States.

Substitute for your spherical shell a cylindro-conical projectile. I shall go inside. Shall
arrive by steamer Atlanta.

MICHEL ARDAN.
—Jules Verne, From the Earth to the Moon, 1865.

Nadar started his lively, energetic, and creative career in 1848 as a caricaturist for
the illustrated Paris newspaper Le Charivari (see Figure 6.58). The following year he
created the Revue comique and the Petit journal pour rire, two publications devoted to
pictures, satire, criticism, and funny content. In 1853 he was introduced to photography
and must have fallen in love with it because within two years (1855) he became a
professional and opened a studio in Paris. The following year he became a member of
the Société française de photographie, exhibiting in its Salon in 1859, and pioneering a
number of photographic techniques and locations.

Nadar was a printer and a caricaturist, his pseudonym came from the expression
tourné à dard, meaning “bitter sting.”

—Ross King, The Judgement of Paris, 2006.

Nadar must have been a maverick, unorthodox and independent-minded, because
already in 1858 he became the first person to take photographs from the air (from a
balloon). Section 6.3 mentions the di�culties of wet-plate photography, but these pale
in comparison with what Nadar faced in his balloon. In addition to the cramped space
and constant swaying, the gas escaping from the balloon (a small quantity even under
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normal conditions) interfered with the chemicals needed to develop the plates. Nadar,
ever the inventor, eventually solved this problem by covering the gondola with gas-proof
cotton. Another innovation introduced by him was artificial lighting which he needed for
his photographic work in the catacombs (in 1861–62) and sewers (in 1864–65) of Paris.
A system for an artificial lighting was patented by him in 1861.

It was their intimacy and attention to detail that made Nadar’s portraits so sought
after. In addition, he rarely used props, elaborate backdrops, or costumes. However,
mirrors and light (natural and artificial) were considered essential in his studio. Nadar
also frowned on formal attire and demanded that his sitters wear their everyday clothes.
He preferred either frontal or three-quarter poses and tried to avoid profiles.

Figure 6.46 shows a self-portrait of Nadar and an 1862 caricature of him entitled
“elevating photography to the condition of art,” by Honoré Daumier (published in Le
Boulevard).

Figure 6.46: Nadar (Gaspard Félix Tournachon).

The popularity of his aerial photographs led Nadar to the construction of a large
balloon which he dubbed “the giant” (Le Géant). This creation was short lived, having
crashed in its second flight, but it inspired Jules Verne in his first successful science-
fiction work, Five Weeks in a Balloon. Nadar then became a close friend of the young
Jules Verne, while also losing his trust in balloons and lighter-than-air flight. The
incident with the giant balloon also led to the establishment of “The Society for the
Encouragement of Aerial Locomotion by Means of Heavier than Air Machines.”

During the Franco-Prussian war of 1870–1871, the Germans put a siege on Paris
and Nadar helped organize a system of mail and communications between Paris and the
outside world by balloons. Thus, some may consider him the founder of airmail service.
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Nadar is also credited with the first photo-interview because he interviewed a famous
chemist in 1886 and published the results together with photographs.

Nadar retired from photography in 1873, leaving his son Paul in charge of his studio.
During his retirement Nadar continued to write and publish memoirs. In 1897, after his
son failed to pay him his annuity, Nadar opened a portrait studio in Marseilles but sold
it in 1899 and stayed in Marseilles until 1909. In 1910, a year after he returned to Paris,
Nadar died, aged 89.

The friendship between Nadar and Verne has been commented on by many histo-
rians and researchers. The two men had much in common, being artists and having
interests in technology, but their relations were asymmetric. Verne was heavily influ-
enced by Nadar, while Nadar was not impressed by Verne.

Reference [Gosling 76] is a collection of hundreds of Nadar’s photographs, docu-
menting life in Paris in the 1850’s. This book is an example of social documentation at
its best. It provides a detailed picture of French public life at Nadar’s most active period.
A virtual catalog, the book consists mostly of perceptive portraits of Nadar’s Parisian
contemporaries—poets, writers, artists, critics, and politicians—each accompanied with
a discussion of the person shown, and his connection with Nadar (a picture of Verne
appears on page 230).

Figure 6.47: Nadar, Aerial Photo of Paris (1868).

Nadar was always a social creature. As a young man, in the 1840’s, he was already
known in literary circles. In the 1860’s he boasted of personally knowing 10,000 persons
in Paris. People who met him remembered him. He must have been friendly, charis-
matic, and rarely made enemies. The poet Charles Baudelaire said that Nadar was an
“astounding example of vitality.”

His caricatures were collected in 1298 pages, bound in two large volumes titled
Nadar Dessins et Ecrits (Paris: Arthur Hubschmid, 1979). They show a keen eye for
the essential features of his subjects, but his career as a caricaturist was full of ups and
downs, as the magazines he worked for kept closing. In 1850 he began to talk of a plan
to publish a tome, the Pantheon Nadar, with information on every celebrity in Paris. He
spent much e↵ort on this project before abandoning it. He personally met, interviewed,
and documented about 300 writers, journalists, and critics. They all became friends,
or at least acquaintances of his, but the pantheon project was too big for one person.
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It seems that this failed project started his interest in photography. He realized that
the value of his Pantheon would greatly increase if it included realistic photographs, in
addition to his hand-drawn caricatures and text.

Nadar died at 89, so he very likely outlived everyone in his Pantheon. Over the
years he described himself mercilessly as “A superficial intelligence which has touched
on too many subjects to have allowed time to explore any in depth.. . . A dare-devil,
always on the lookout for currents to swim against, oblivious of public opinion, opposed
to any sign of law and order. . . . A jack-of-all-trades who smiles out of one corner of his
mouth and snarls with the other.”

Nadar was not an inventor like Daguerre or Talbot, but he was an innovator. He
was the first to take pictures underground, using artificial lighting in the Paris sewers,
the first to photograph from the air, the first to promote equestrian photography (in
1861), and one of the first to realize that photography is more than photographic theory
and practice; that it is an art.

In 1856 he actually sued his brother in order to be sole owner of the trade-name
Nadar. Trying to establish his priority, he said “The theory of photography can be learnt
in an hour and the elements of practicing in a day. . . . What cannot be learnt is the
sense of light, an artistic feeling. . . . What can be learnt even less is the moral grasp of
the subject—that instant understanding which puts you in touch with the model, helps
you to sum him up, guides you to his habits, his ideas and his character and enables you
to produce, not an indi↵erent reproduction, a matter of routine or accident such as any
laboratory assistant could achieve, but a really convincing and sympathetic likeness, an
intimate portrait.”

These are strong claims. He refers to the pioneers of photography as “laboratory
assistants” and claims that the essence of photography is neither theory nor practice
but inspiration and talent. It is no wonder that many contemporary traditional artists
objected to these claims and declared either that photography is a trade or that pho-
tography would kill the arts.

In photography as in everything else there are people who know how to see and others
who don’t even know how to look.

—Nadar (Gaspard Félix Tournachon).

Nadar’s only son, Paul, plays an important part in his biography. Amongst the most
intimate of Nadar’s works were photographs of Paul. In an 1856 picture (Figure 6.48
left), the infant Paul is shown being fed by his wet nurse. Two years later (Figure 6.48
right), Paul is shown resting against the body of his mother, Madame Lefranc, in a
photo that reminds the viewer of the late Italian Renaissance and Baroque images of
the Madonna and Child.

In 1874, aged 19, Paul already worked at his father’s studio, intending to become
a photographer. He proved an active and progressive professional. In 1890 he went to
central Asia, mostly to Turkestan following the ancient silk route. In this trip he worked
as a photojournalist, documenting his travels and taking pictures of sites such as bazaars,
mosques, and desert landscapes. He also used a new, portable Kodak camera and the
new bromide flexible film that became available at the time. In 1893, he became the
French representative of Eastman Kodak products and opened the first Parisian O�ce
of Photography, where he sold photographic equipment, including portable cameras
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Figure 6.48: Paul Nadar as an Infant.

designed for amateurs. Father and son also worked together for years and took many
celebrated portraits, with Paul concentrating on society people, actors, and the new
impressionist painters.

In 1874, Paul became the manager of the Nadar studio and started implementing
his ideas. He used gelatin dry plates instead of the cumbersome collodion process. He
also actively sought wealthy clients to increase profits, and started using the conven-
tional studio photographic props that his father shunned. The studio acquired artificial
backdrops and elaborate furniture, and Paul did not hesitate to use formal poses if he
felt that the customer preferred them. This approach resulted in portraits that were
less personal but more fashionable and thus more profitable. Even though not active
in the day-to-day activities of the studio, Paul’s father was aware of these changes and
disapproved of them. After years of disagreements, father and son became estranged
around 1885.

Eadweard Muybridge (1830–1904)

Out of the many interesting and unusual facts about Eadweard Muybridge I would
like to start with the game of his name. He was christened (in 1830) Edward James
Muggeridge, but changed his name several times, first to Muggridge, then, in the United
States in the 1850s, to Muygridge, proceeding with (in 1867) Muybridge, and then Ed-
uardo Santiago Muybridge (in Central America in 1875), and then selected Eadweard to
replace Edward (after 1882), and finally, on his gravestone, we see Eadweard Maybridge.
In addition to all this confusion he sometimes used the pseudonym Helios (Greek god of
the sun), which he also used as the middle name for his only son, Florado Muybridge.
(Generally, the name Eadweard is pronounced as Edward, but some jokers pronounce it
Eed-Weird.)

Today, Muybridge is recognized as a historically-important photographer because
he included the element of motion in his work. The first practical movie camera was
invented in 1891 by William Kennedy Dickson, an employee of Thomas Edison. Other
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inventors, both before and after Edison, contributed ideas and techniques, with the
result that the movie camera became a practical reality by the mid 1890’s. Muybridge,
however, did his important work in the 1870’s and 1880’s, before the time of movie
cameras, which is why he had to develop new techniques to capture motion.

Muybridge started his work on locomotion in 1877, when he arrived in San Francisco
for the second time. He was hired by Leland Stanford to resolve the age old “unsup-
ported transit” question of whether a galloping horse becomes airborne with all four
feet o↵ the ground for short periods of time. During his first stay in San Francisco, in
1872, Muybridge, at the invitation of Stanford, already tried to photograph trotting and
galloping horses, but the wet-plate process he used, combined with fast shutter speeds,
gave inconclusive results. Both Muybridge and Stanford agreed that the images were
fuzzy and indistinct to serve as formal proofs of unsupported transit, but were adequate
for them personally.

In 1877 Muybridge constructed a clever, original configuration of 24 cameras, set
27 inches (69 cm) apart, all pointing at right angles to the path of the horse (Figure 6.49).
Each camera was triggered by an electric switch operated by a thread. The threads were
strung across the horse’s path, such that the horse had to break each thread as it raced
along the path, but the threads were thin enough not to trip the horse. Using very fast
shutter speeds of 1/2000 s, Muybridge was finally able to confirm that yes, a galloping
horse lifts all four legs o↵ the ground periodically. The pictures also showed that the
feet were tucked beneath the horse’s body as it switched from pulling with the front legs
to pushing with the hind legs (Figure 6.50). This was an unexpected discovery that had
increased Muybridge’s popularity (and also notoriety, because after his murder trial,
discussed later, he was already well known in the San Francisco bay area).

These revolutionary images by Muybridge showed that what was true could not
always be seen and that what could be seen was not always true, and this realization
was itself a profound truth.

The opposite of a correct statement is a false statement but the opposite of a profound
truth may well be another profound truth.

—Niels Bohr.

Similar series of photos of galloping horses were taken in 1878. Muybridge took
photos with a bank of large format cameras triggered by one of Stanford’s horses, a
Kentucky-bred mare named Sallie Gardner. Figure 6.51 shows the configuration used in
a successful test run made on 15th June 1878. This time, the cameras were triggered by
wires that were pressed by a sulky wheel, instead of being broken by the horse’s hooves.
The figure shows how the horse pulls a lightweight two-wheel cart with a rider and how
one wheel of the cart (shown in red) presses consecutive wires to trigger the cameras.

The photos were later developed as silhouettes and were copied on a disc. Muybridge
invented a viewing device that he termed a zoopraxiscope (one of several early movie
projectors), to view such discs. The zoopraxiscope was an extension of an earlier device,
the zoetrope (Figure 6.52) and made it possible for an audience to view Muybridge’s
discs. The zoetrope is a small, handheld rotating drum with an open top. Images are
slid from the top and placed in the drum. In front of each image there is a slit in the
drum. The user rotates the drum and looks through the slits. Each image is seen for an
instant, but nothing is seen between images because the slits move with the drum. If the
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Figure 6.49: A Bank of 24 Cameras.

Figure 6.50: The Horse in Motion (Muybridge, 1877).

drum is spun fast enough (but not so fast as not to be able to see the images), then the
entire sequence of discrete images is seen as smooth animation, because the eye-brain
system is fed the next image while the previous image is still fresh. This principle is
referred to as persistence of vision.

The October 19, 1878 issue of Scientific American had 18 drawings from the horse
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Charles Martin, Leland Stanford’s Master
trainer, steered the sulky pulled by
champion trotter Abe Edgington so that
the left wheel (shown in red) passed
between two low strips of wood (B,C),
across which were stretched fine wires.

To ensure there
was no friction
with the surface,
the wires were
sunk into
underground
tubes
here.

Front view of
left wheel
as it goes
over the wire

CB

A

C

B

The raised wires were
jerked down by the
sulky wheel passing over
them. This triggered the
completion of an electrical
circuit, which in turn caused
the shutter to work.

Twelve cameras were set up in a row, opposite
the first 12 numbers on the main screen. In this
diagram, the fourth camera has just been triggered.

The Cameras
each had two lenses.
Muybridge
selected the
best of the
two images
when
making
his final
composite
of the
sequence.

The shutter mechanism was housed in separate boxes
that stood in front of the cameras. Two sets of slides (shown in red)
passed in opposite directions across the front of the lenses. The slides
were pulled by rubber bands that were released when an electric
device anchoring the slides was triggered by the wires on the track.

Back view
Side view
(shutter
closed)

Side view
(shutter
open)

Side view
(shutter
closed again)

to the track

As the slides
shot up and
down, all the
openings were
aligned for 1/2000
of a second

Later the same day.
Muybridge photographed
Stanford’s racing horse Sallie
Gardner. To do this, wires
had to be stretched
across the track
at a height
of about
three feet, where
the horse’s chest
would break them.
This had the same triggering effect
on the camera’s shutter mechanism
as the sulky wheel going over the
wire on the ground. Within months,
Muybridge developed a system of
electrically-timed shutter releases,
which removed the need for any
mechanical triggering. (It also
allowed him to take pictures of
birds in flight and other
nonlinear movements.)

The studio
contained not only
the cameras but also
darkrooms, so that
the photographs
could be developed
within minutes.

The track was
sifted with powdered lime
so that the surface
appeared perfectly white
in the photographs.

The horse’s speed was about
40 feet per second

The main screen, set at a 20o angle and covered with white canvas, was marked with
vertical black lines 24 inches apart. A much smaller screen (A) was set up in front, marked with
forizontal lines four inches apart, to show the height of the horse’s hooves above the ground.

used on 15th June,
1878, at the Menlo Park Track.
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Figure 6.51: The Historic Experiment of 15th June 1878.
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Figure 6.52: The Principle of the Zoetrope.

series of photos, and readers were instructed to clip them and paste them on paper strips
that were then placed in a zoetrope to view the motion.

The zoopraxiscope was a modified zoetrope where a set of transparencies with
images were mounted on a rotating circular glass and projected on a screen by a magic
lantern. Viewers compared the sensation of watching a short movie with this device to
sitting in a stationary train and watching a nearby train moving along. When you look
at such a moving train through your window, you get the confused feeling that your
train is the one that is moving. This is the principle of relativity, one of the cornerstones
of the special theory of relativity.

In 1880, Muybridge gave a presentation at the California School of Fine Arts where
for the first time he projected his moving images on a screen. Muybridge also met
Thomas Edison at about that time, a meeting that perhaps encouraged the latter to
invent the kinetoscope, the precursor of the movie camera.

In the early 1880’s, once his friendship with Stanford broke o↵, Muybridge moved to
the University of Pennsylvania to continue his work on locomotion. A new friend of his,
the painter Thomas Eakins, convinced the university authorities to finance Muybridge’s
work and invest in a new study of animal locomotion. A special outdoor studio was
built in 1884 and animals from the local zoo were brought in and photographed by
banks of cameras. The results of this huge project were published in 1887 in 11 volumes
titled Animal Locomotion: An Electro-photographic Investigation of Consecutive Phases
of Animal Movements, 1872–1885 and containing some 19,000 photographs. These were
organized in 781 collotype plates measuring 19 ⇥ 24 inches. There were 514 plates of
men and women in motion, 27 plates of abnormal male and female movement, 16 of
children, five plates of adult male hand movement, and 219 plates with animal subjects
(Figure 6.53). The consecutive images of each series recorded the successive shapes of
the animal’s body as it proceeded through its movements. A series of images could then
be viewed by experts in order to visualize the spatial relationships of the various parts
of the animal’s anatomy.
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Figure 6.53: The Motion of a Cockatoo (Muybridge, 1887).

Over the years Muybridge switched over to gelatin dry plates and modified his
cameras to be triggered by an electric signal. This way he was able to fire his bank of
cameras at selected intervals and record movement at any desired “temporal resolution.”
The subjects were photographed moving against a black background on which was placed
a square grid of white threads, to help in any future analysis and measurement. From
one bank of 24 cameras, Muybridge proceeded to three groups of 12 cameras each. One
group placed parallel to the line of movement of the subject, and the other groups were
set at 60� and 90� to the line. In 1885, Muybridge developed a unique multilens camera.
This device had 12 lenses that recorded 12 images on the same plate, with a 13th lens
used for a viewfinder. Now, three multilens cameras replaced the three banks of 36
single-lens cameras.

Armed with these advanced devices, Muybridge was able to photograph series of
animals and people walking, wrestling, climbing stairs, hopping, jumping, running, and
performing many other ordinary movements. Reference [Muybridge 55] contains 390
pages of his images. As an artist, he was concerned with how objects in motion looked.
He took series of images and combined them into a single collage that was then pho-
tographed and printed. Such collages could produce the illusion of movement in the
viewer’s mind.

⇧ Exercise 6.8: (Sexy.) Examine sequences of motion photographs made by Muybridge
(many are available online) to find out what tasks he assigned to women and to men.

“Oh, no,” said Hans Hansen, “you needn’t, Tonio, that’s not anything for me. I’ll
stick to my horse books. There are wonderful cuts in them, let me tell you. I’ll show
them to you when you come to see me. They are instantaneous photography—the
horse in motion; you can see him trot and canter and jump, in all positions, that you
never can get to see in life, because they happen so fast . . . ”

—Thomas Mann, Tonio Kröger, 1901.
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It is estimated that during his years in Pennsylvania, between 1883 and 1886, Muy-
bridge produced more than 100,000 photographs.

We continue with a short biography of this intriguing personality.
Muybridge was born in England, of Dutch ancestry, in

1830 and moved to the United States in 1855. Later in life
he mentioned staying in New Orleans and New York City, but
today it seems that in 1855 he already arrived in San Francisco
and lived there for five years. He opened a bookstore and also
served as an agent for a London publisher. This was a period of
growth for San Francisco and Muybridge very likely benefitted
from the economic boom. However, he could not rest in the
same place for long, and in 1860 left his business in the care of
a brother and planned to go back to England, perhaps to bring
back older and rare books. Having missed his boat, he decided
to travel by land to New York (in a stagecoach to St. Louis,
and the rest of the way by rail). On his way, in central Texas, he su↵ered a serious head
injury in a road accident. After recuperating for three months in Fort Smith, Arkansas,
he was able to reach New York City, where he spent a year recovering and receiving
more treatment.

From what we know about head injuries today it seems that this accident was
responsible, at least partly, for the emotional and eccentric behavior noticed by his
acquaintances in later years, while at the same time freeing his creativity from the social
inhibitions of his time.

He had finally reached England, where he had to resume his treatment and recovery.
He later wrote in his memoirs that it was his physician, Dr. William Gull, who suggested
that he take up photography and in this way completely changed Muybridge’s future
life. (Gull was an eminent English physician, Governor of Guy’s Hospital, London, and
Physician-in-Ordinary to Queen Victoria.) Muybridge embraced the idea of becoming
a photographer and it seems that he went about it the right way. He studied the works
of his contemporaries, he learned to use the elaborate wet-plate process, and he also
received at least two British patents in photography.

Seven years later, in 1867, Muybridge returned to start his second term in San
Francisco. He left a bookseller and returned an experienced, skilled photographer. Ini-
tially, he specialized in landscape and architectural scenes and started traveling in the
American West, taking conventional photographs as well as stereographs. He converted
a small carriage to carry his equipment and serve as his darkroom, and slowly traveled,
first around the San Francisco bay area and then farther afield, visiting the Yosemite Val-
ley (then virtually empty of tourists) and other wonders of the West. His photographs of
this period stress the natural beauty, grandeur, and dramatic open spaces then existing
in California. The photographs were signed and published under the pseudonym Helios,
and were sold both by galleries and private individuals.

In 1868, Muybridge traveled to Alaska, then newly acquired from Russia, where he
photographed the Tlingit eskimos, leftover Russian settlers, and the immense landscapes
for the new owner, the United States government. In 1871, Muybridge was hired to
photograph lighthouses of the American west coast. For several months he sailed along
the coast, shooting these picturesque structures from the sea. In 1873, he was hired
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by the American army to document the Modoc War against the Native Americans in
northern California and Oregon. Two of his notable achievements in the 1870’s are a
time-lapse sequence of the construction of the San Francisco Mint in 1870–1872 and a
well-known 13-part 360� panorama of San Francisco, that he presented to the Stanfords
(today, this can be viewed online).

Muybridge’s head injury of 1860 came in handy and saved him at the most crucial
point in his life. In 1872, he married a young woman half his age. Those who were
familiar with her past were not surprised to hear that she became intimate with some-
one younger than Muybridge, who was described both as a drama critic and an English
adventurer—known as Major Harry Larkyns. In 1874, when his son was born, Muy-
bridge suspected that the boy was really Larkyns’s child. He traveled from San Francisco
to Calistoga, tracked Larkyns down, and killed him. In the trial, his attorney (hired
and paid by Stanford) argued that Muybridge’s injury had changed his character and
made him violent. Muybridge himself denied this and claimed that he was responsible
for his actions which were deliberate and premeditated. Still, his uncontrolled behavior
in court did much to a↵ect the jury. In the end, his insanity claim was denied, but
the jury found him not guilty of murder for reasons of justifiable homicide, and he was
acquitted.

Once this episode was over, Muybridge again left the United States, in 1875, for a
long photography trip, described as a working exile, to Central America. While there, his
(estranged) wife became ill and died. On his return, he paid for his son’s care, but was
never close to him. He also resumed his important photographic work for Stanford. For
the next four years, Muybridge felt that he was doing important scientific and artistic
work supported by Stanford and the two of them maintained cordial relations. Then, in
1882, Stanford financed a book titled The Horse in Motion: as Shown by Instantaneous
Photography, published by Osgood and Company. The author’s name was Dr. Jacob
Stillman, the Stanfords’ physician. Stanford’s name also appeared prominently, but of
Muybridge there was only a passing reference. The book claimed to be about instanta-
neous photography, but showed 100 illustrations based on Muybridge’s photographs of
Stanford’s horse Sallie Gardner.

A digression. The world owes much to Dr. Stillman. It was due to his counseling
and treatment (the details of which are unknown) that Mrs. Jane Stanford conceived
after 18 years of marriage. Unfortunately, the son, Leland Stanford Jr., died of typhoid,
aged 15, while on a European trip. To the Stanfords this was heart breaking, but to
the rest of the world it was fortuitous. On returning to the United States, the parents
dedicated their fortune to a memorial, Leland Stanford Junior University, in his name.
This great university opened its doors in 1891. (End of digression.)

It is easy to imagine how bad Muybridge felt about this treatment. He sued Stan-
ford, trying to get more credit for the book, but lost. Stanford’s lawyer claimed that
even though the pictures were shot by Muybridge, they became possible only because
of a special electric trigger developed by one of Stanford’s engineers. In addition, Muy-
bridge lost the financial grant he had (for photographic studies of animal movement)
from the British Royal Society of Arts.

In 1894, Muybridge finally returned to England, where he stayed (except for one
trip to Pennsylvania in 1896, to settle his a↵airs) until his death in 1904. In his last
decade he gave lectures and published two books, Animals in Motion (in 1899) and The
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Human Figure in Motion (1901). Because of the great interest in his work, these books
are still in print. As mentioned earlier, he played the game of his name to the end, and
Eadweard Maybridge, not Muybridge, is the name on his grave.

Not everyone agreed with Muybridge that his studies of locomotion revealed the
truth about how living beings move, as the following quote illustrates

It is the artist who is truthful and it is photography which lie, for in reality time does
not stop.

—August Rodin.

The techniques developed and improved by Muybridge a century ago were based on
a bank of cameras. Today, a similar technique, known as bullet time, is also based on a
row of cameras. The idea is to freeze fast motion both in time and in space. We have
all seen images of bullets hitting objects, but what if you want to follow a bullet in its
track? It is impossible for a camera to follow the bullet, but it is possible to arrange a
large number of cameras in a row, fire a bullet in front of the cameras, and trigger them
such that each catches the bullet at a di↵erent point along its path.

The Muybridge Google doodle. On 9 April 2012, the popular search engine Google
celebrated the 182nd birthday of Muybridge with one of its famous doodles. It con-
sists of 21 squares with images of racehorses at various stages of a gallop, eleven of
which represented the word “Google” as composed by big pixels. When clicked on the
play button, the doodle animates the horse’s gallop, paying homage to Sallie Gardner,
Stanford’s mare mentioned earlier.

Eadweard Muybridge is considered an important photographer
because his work incorporates the element of motion, but he was
not the only one to consider motion in photography. This short di-
gression describes the work of his much less-known contemporary,
Étienne-Jules Marey, a French scientist, physiologist and the devel-
oper of chronophotography. Marey started his career in 1855 as a
young physician (an assistant surgeon), and specialized in human and
animal physiology. He later became professor of natural history and
made important contributions to cardiology, physical instrumentation,
and even aviation. However, our interest in him stems from his interest in photography,
and how to incorporate motion in still images. Whereas Muybridge employed a bat-
tery of cameras to shoot images of moving objects, Marey used a single camera, which
he referred to as a chronophotographic gun, to take 12 consecutive shots a second, all
recorded on the same frame of film. Starting in 1882, he used the term chronophotog-
raphy to describe his work, which is why today he is considered the originator of this
field.

Marey used the many pictures he took to study the movements of people and many
animals (the so-called Marey’s “animated zoo,” Figure 6.54). His human models often
wore black suits with metal strips or white lines, as they passed in front of the black
backdrops. Today, it is easy to find—on the Internet, in books, and in documentaries—
examples of his work illustrating the movements of horses, birds, dogs, sheep, donkeys,
elephants, fish, microscopic creatures, molluscs, insects, reptiles, and especially cats.
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We are familiar with the claim that a cat always lands on its legs. Marey was able to
substantiate this claim for cats and, to some extent, for dogs and even chickens.

Marey is also considered one of the early developers of cinematography. He made
high-speed (60 fps) movies that have led many to consider him the father of cinematog-
raphy (this title is usually attributed to the Lumière brothers).

As if all this was not enough, in 1894 Marey also developed a slow-motion camera
that took pictures at 700 fps. Shown later at 30 fps, these films could slow motion by a
factor of 700/30 = 23.3.

His last significant work was the observation and photography of smoke trails. This
took place in the late 1800’s and early 1900’s, just a few years before he passed away.
Truly a renaissance man.

Lewis Carroll (Charles Lutwidge Dodgson 1832–1898)

Firestone Library is the main library on the Princeton University campus. It has
primary responsibility for the humanities and social sciences. It boasts more than seven
million books, six million microforms, and 48,000 linear feet of manuscripts. Among
its many celebrated and priceless treasures is a set of four photograph albums, pre-
pared in the 1870s by Lewis Carroll and containing many of his photographs. Reference
[Princeton Carroll 14] has more information about this set.

The photograph in question (Figure 6.55) is located on page 65 of the second of these
albums. This unusual and famous 1858 photograph shows a young girl standing, leaning
back slightly, on a summer day, in a garden, in front of a wall and with nasturtium (on
which her left foot is also resting) and clematis plants all around her. Her right foot is
placed on a rough carpet, to protect it from the gravel and other sharp objects placed
near the garden wall.

She is six or seven years old, being born in 1852, and has been especially dressed by
her mother and placed in this seductive pose by the photographer to look like a beggar
maid. Her shoulders and left chest are bare, her dress seems torn, she is barefoot, and
her right hand is cupped as in supplication (the left hand is crooked and is placed on
her waist). What is perhaps the most striking feature about her and about the entire
picture is her gaze. She is tilting her head to the left and down, and is looking at the
camera from under her eyebrows. The viewer gets the impression of self confidence but
also of some startling, disturbing knowledge, something that dares the viewer to look
back and gaze at her, not knowing how to respond, what to say, or what to do.

This photograph is one of many taken of Alice Liddell, the daughter of Henry
Liddell, dean of Christ Church College in Oxford. It was taken, like many others of
its kind, in the Liddell’s deanery garden. The photographer was the reverend Charles
Dodgson, better known to children all over the world as Lewis Carroll, the author of
Alice in Wonderland and other children’s stories.

Dodgson apparently wanted to portray Alice Liddell as a poor waif from a slum
who, like many a poor child at that time, was compelled to beg in the streets, wearing
rags. A careful scrutiny of the picture, however, belies the truth. Her hair is clean and
neatly combed. Her face and hands show no wrinkles or scars, and her dress is clean
(in fact, it looks like a fancy dress that was folded and intentionally disarranged and
torn especially for this picture, to create the impression of rags). Thus, the thorough
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Figure 6.54: Marey’s Chronophotography.

viewer discovers the truth. This is an act, a little girl from a well-to-do family is posed
to appear impoverished, penniless.

Reference [Winchester 11] suggests another interpretation. In 1842, the poet Alfred
Tennyson published a brief poem about a meeting between the North African king
Cophetua and the beggar-maid Penelophon. This poem inspired several contemporary
painters and may have been the inspiration for this photograph.
Her arms across her breast she laid;
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Figure 6.55: Alice Liddell as a Beggar Maid (1858).

She was more fair than words can say;
Barefooted came the beggar maid
Before the king Cophetua.
In robe and crown the king stept down,
To meet and greet her on her way;
“It is no wonder,” said the lords,
“She is more beautiful than day.”
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As shines the moon in clouded skies,
She in her poor attire was seen;
One praised her ankles, one her eyes,
One her dark hair and lovesome mien.
So sweet a face, such angel grace,
In all that land had never been.
Cophetua sware a royal oath:
“This beggar maid shall be my queen!”

Reading this poem, we tend to agree that this picture was composed to portray the
maid. The face, pose, position of hands, shape of clothes, and especially the exposed
parts of her body, all agree with the poem.

Dodgson also took many other pictures of Alice Liddell, among them some that show
her in formal clothes and poses. It is therefore possible that Dodgson originally intended
to include one of them together with the beggar-maid photo in a diptych contrasting
wealth and poverty.

The original print is 6 5/8 inches high and 5 1/8 inches wide, the size of the collodion
negative (there was no enlargement in those days).

Dodgson’s photographic career started on Tuesday, March 18, 1856, when he and
his friend Reginald Southey, traveled from Oxford to London, went to the premises
of Ottewill & Company at 24 Charlotte Terrace, Islington, browsed the various camera
models then available, and decided that Dodgson had enough money to a↵ord the Double
Folding camera model, a lens, a folding darkroom, and the necessary chemicals (the
latter must have been purchased from a chemical supply shop). This model was then
well known because of the way it folded to almost nothing. The order placed, the two
friends traveled back to Oxford, eagerly awaiting delivery.

Dodgson had been introduced to photography in 1855 by his uncle, Ske�ngton
Lutwidge, a barrister. Lutwidge was one of the very early amateur photographers and he
and the younger Charles would often go on walks where they tried to take photographs.
We like to believe that it was these walks that inspired Dodgson to try his hand in picture
taking. Perhaps it also appealed to his nature as a mathematician to watch upside-down
images on the ground-glass viewfinder, to estimate exposure times by the amount of
light available, and to develop and fix wet glass plates in a darkroom. Photography had
another attraction for Dodgson. He liked drawing, but was not good at it, so he felt
that photography gave him the ability to create any number of drawings quickly and
accurately.

Collodion wet-plate photography started around 1850 by Frederick Scott Archer
(Section 6.3) and very quickly replaced both the Daguerreotype and calotype. Dodgson,
perhaps on the advice of his uncle, started his photographic career using the collodion
process, and continued to use it throughout his career, even after 1871, when gelatin dry
plate photography (Page 697) started replacing the wet plates.

Dodgson used wet-plate photography and was so enthusiastic about it that he wrote
a poem celebrating this process:
First a piece of glass he coated
With Collodion, and plunged it
In a bath of Lunar Caustic
Carefully dissolved in water;
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There he left it certain minutes.
Secondly my Hiawatha
Made with cunning hand a mixture
Of the acid Pyro-gallic,
And the Glacial Acetic,
And of alcohol and water:
This developed all the picture.
Finally he fixed each picture
With a saturate solution
Of a certain salt of Soda. . . .

It must have taken Dodgson a while to save the £15 needed to buy the best model
then available. (A considerable sum at that time, more than the annual salary of an
average servant.) His uncle Ske�ngton probably recommended Ottewill & Company as
a reputable place to buy this modern appliance.

On Friday, April 25 of the same year, Dodgson and Southey, carrying the newly-
delivered camera, went to the garden behind the deanery of Christ Church, hoping to
photograph the Cathedral Tower. There, in the garden, they found the three Liddell
girls, Lorina, Edith (then a baby), and the three-year-old Alice. This was a momentous
meeting for Dodgson, and he recognized it by writing “I mark this day with a white
stone.” The girls were the daughters of the new dean of Christ Church, Oxford, Henry
Liddell, newly appointed to the job by the Prime Minister.

I am the dean, and this is Mrs. Liddell, she is the first and I am second fiddle.
—Unknown satirist in Vanity Fair Magazine.

This meeting was the beginning of an important relationship between Dodgson and
the three girls, especially Alice. It led to the picture described earlier, to many other
photographs, and to the early versions of Alice in Wonderland.

Figure 6.56: An Ottewill Double Folded Camera.

A word about Dodgson’s camera. Figure 6.56 shows this model, perhaps at a
di↵erent size. Typical sizes for such a camera ranged from 7 ⇥ 6 to 24 ⇥ 22 inches
(width ⇥ height). It is easy to see the two main parts, an outer box attached to a
baseboard and an inner, sliding box. The plate holder was inserted at the back of the
inner part and focusing was done by sliding that part in or out as needed. An important
feature of this model was the way it folded. The two parts were separated and each
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was folded vertically (the hinges along the centers of the sides are clearly visible in the
figure) to become flat. The lens could also be pulled out (clearly shown in the figure).
The steps to collapse the camera are: (1) remove the inner box, (2) remove the front
panel, (3) open the top cover of the outer box, (4) a frame is now visible at the front of
the inner box and is removed, (5) collapse both boxes vertically.

The camera body was made of polished mahogany and the hinges and other fittings
were of lacquered brass. Some models had a lever for vertical adjustment on the front
panel and another lever on the lens panel, for lateral adjustment.

Today, a double-folded Ottewill in excellent condition may fetch, when auctioned,
£15,000-30,000, much more than its original cost, but less than the annual salary of the
average servant (not that there are many average servants today).

Dodgson’s photographic career lasted 25 years and current historians divide it into
three periods. In his first period, lasting from 1856 to 1862, he was young, vigorous,
and in love with his art and equipment. He took many pictures (perhaps close to 700)
indoors and outdoors, among them his best known images. All this was done with a
tripod, a portable tent (that served as a darkroom) and a piece of muslin rigged above
the sitter to serve as a light di↵user. Dodgson rarely used direct sunlight and preferred
the long exposure times needed for indirect lighting.

Dodgson’s second photographic period lasted from 1863 to 1871. After the first
wave of enthusiasm, he recognized the di�culties of the wet-plate process and rented a
studio close to where he worked in Christ Church, Oxford. This arrangement had the
advantage of permanency. He no longer had to carry his heavy camera, tripod, tent, and
equipment. He had easy access to his darkroom, and he preferred to send his negatives
to be printed elsewhere. The main drawback of this studio was the lack of proper
light. Experts agree that the portraits Dodgson made there lack the informality and
e↵ortlessness of his earlier outdoor portraits. In all, he seems to have made about 1200
negatives during this nine-year period, most in the studio, but many during vacations
he took in various places.

In addition to the many photographs of this period, Dodgson had also published
Alice in Wonderland (1865), Phantasmagoria (1869), and Through the Looking Glass.
(1871). These were published under his pseudonym of Lewis Carroll, which brings us to
the surprising game of the name.

Lewis Carroll’s fans always wonder why he needed a pseudonym and how he decided
on this name. In 1855, he sent a poem to the new Train magazine, edited by Edmund
Yates. The editor liked the contribution, but demanded that Dodgson submit it under
a di↵erent name, because Train was a new publication, succeeding the failed Comic
Times, and Yates felt that the new magazine deserved new contributors (or at least new
names of contributors). Dodgson was happy to comply. He first Latinized Charles to
Carolus and then converted that to the English Carroll. He then took his middle name
Lutwidge (his mother’s last name) and changed it to Louis. Yates liked this name, but
like many other editors, decided to jump his author through one more hoop and said, in
e↵ect, Can’t you come up with something better? which Dodgson answered with “Lewis
Carroll;” done! This is why the March 1856 of Train magazine carries the now-famous
name Lewis Carroll (as the author of the undistinguished poem Solitude) for the first
time.

Dodgson’s third period started in 1868, when he re-
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ceived large, comfortable rooms in Christ Church. These
consisted of 10 rooms on two floors with roof access. He
had the idea of building a studio on the roof, and persisted
for the four years it took to convince the college’s authorities
and obtain a permit. He first used the new studio in March
1872, but in spite of the convenience of the place, Dodgson’s
photographic activity declined steadily, resulting in only a few dozen negatives a year.
When traveling, he often simply left his equipment at home. This behavior suggests
that he must have gradually lost interest in photography and devoted more of his time
to teaching and writing. In addition, his relations with the Liddell family had cooled,
and his favorite model during this period was Alexandra “Xie” Kitchin who was nine
years old in 1873 (see figure on right).

Even a cursory glance over Dodgson’s pictures shows that many, more than is
expected from a random sample of images, are photographs of children, especially girls.
This, combined with the fact that he never married, gave rise to the belief that he
was a pedophile and there are reasons for and against this idea. Personally, I prefer to
believe that he was fascinated by children, especially since he did not have any of his
own and also because he was a clergyman. The company of children always intensified
his creativity, which is why they account for about half of his production.

We don’t know exactly how many pictures Dodgson took throughout his life, but
various counts and estimates have resulted in the figure of 3,000, mostly portraits. This
is a huge output for his time, considering the di�culties of the collodion process and the
lack of light meters and accurate shutter speeds. About half of his output are pictures of
children, about 30% are pictures of adults and families, 6% are Dodgson family portraits,
4% are landscapes, and the remaining are studies of still life and paintings. Art experts
and critics notice especially the placement of hands in his photographs and some believe
that he studied classical paintings to learn this topic from the great masters of the past.

To summarize his photographic work, we can say that he exhibited artistic talent
and imagination, but at the same time was also careful about technical details such as
proper lighting, the correct exposure length, and proper attire and pose of his subject.

This discussion concludes with a short biography of Dodgson. His father, Charles
Dodgson, was a clergyman and also mathematically gifted. A brilliant academic career
was expected for him, instead of which he became a country parson.

Young Charles Lutwidge, born in 1832, was educated at home
and showed early promise. At age 12 he was sent to a local gram-
mar school and in 1846 moved to Rugby school. At Rugby he was
unhappy but excelled scholastically and without much e↵ort. At the
end of 1849 he found himself at Christ Church, Oxford, his father’s
old college. In 1852 he obtained first-class honors in Mathematics
Moderations and in 1854 he received his B.A degree, also with first-
class honors, in Mathematics. (Honour Moderations [or Mods] are a
set of examinations at the University of Oxford at the end of the first
part of some degree courses.) In 1855, he won the Christ Church
Mathematical Lectureship. Finally, he had a secure job and an income which made it
possible to buy his photographic equipment and start his artistic career. He held the
lecturer job for the next twenty-six years, but remained at Christ Church, in various
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capacities, until his death in 1898.
Dodgson was tall and slim. His contemporaries describe him as carrying himself

rather sti✏y and awkwardly. A fever in his youth left him with one deaf ear and a
knee injury in middle age must have negatively impacted his physical activities. He also
acquired a stammer in early childhood. In spite of this, he is said to have had a tolerably
good voice, was able to sing in society, and had a talent for mimicry, storytelling, and
practical jokes.

The 1865 success of Alice in Wonderland surprised Dodgson and encouraged him
to write other children’s books. None was as successful as Alice and legend (or joke) has
it that when queen Victoria finished reading this book she asked for another work by
the same author and was given one of his mathematical works (on determinants).

For a newcomer like Carroll, photography was an exciting but exacting hobby. To
produce a single print required the knowledge of a chemist, the eye of an artist, and
the patience of a saint.

—The Story of Alice: Lewis Carroll and the Secret History of Wonderland, 2013.

Alfred Stieglitz (1864–1946)

Alfred Stieglitz was more than an eminent photographer. We start with a list of
his credentials:

He is considered by some the most important figure in the history of visual arts in
America. He may not have been the greatest artist, but he was the most significant. He
discovered and encouraged new artists, he was a publisher, promoter, and collector, and
he had the greatest impact on modern art in the United States.

He was a Renaissance man, a visionary, a genius photographer, a gallery owner,
organizer of shows and exhibitions, and a leader in photography and art for more than
30 years.

Today, his importance is reflected in the monetary value of his work. His pho-
tographs, especially those of the hands of his second wife, the painter Georgia O’Kee↵e,
have fetched in the early 2000’s the highest prices paid for photographs in public auc-
tions.

He was instrumental in making photography an accepted art form and in recognizing
photographers as artists, rather than merely technically proficient craftsmen.

He was a tireless promoter of modern art. He was especially active at the turn of
the 20th century, when he (1) ran the 291 gallery as well as several others in New York
City, (2) founded Photo-Secession, a movement dedicated to creative photography, and
(3) founded and edited Camera Work, a magazine that became the voice of the Photo-
Secession movement. Camera Work was not the first American magazine devoted to
photography, but was the first that focused on the visual, rather than technical, aspects
of the field. Photographs published in Camera Work were printed on Japanese tissue
at the highest quality.

In addition to this activity, he also produced a large body of photographic work of
which Figure 6.57, Winter-Fifth Avenue, is a classic example.
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Figure 6.57: Winter-Fifth Avenue (Alfred Stieglitz, 1893).

This well-known image is one of several that were taken to-
gether on a winter day in 1893, when Stieglitz was 29-30 years
old. It is easy to notice the one-point perspective, with straight
lines converging to a point behind the horse-drawn carriage. The
two rows of buildings create a feeling of balance, while the vertical
lines created by the windows and the sides of the buildings serve as
repeating elements, as are also the squares created by the windows
and railings. They all combine to add strength to the image. The
carriage at the center of the photo becomes the focal point from
which the eye starts moving to the other parts of the picture. The
contrast between the solidity of the buildings and the softness of
the snow and ruts is a source of texture.

The overall e↵ect is that of a moment that is frozen in time but that is about to
be thawed and continue on its way. We feel as if the carriage is about to pass very
near us on the right and we’ll then have to watch for the one behind it. Thus, this
photograph is an example of image composition at its best, especially considering that
the photographer did not have much time to step to the center of the street, lift his
camera, and compose.

Stieglitz was lucky to be born in a home where money was not plentiful, but where
both parents were fond of literature and art. This encouraged him later to look for
a career in art, but he started as a student of mechanical engineering. He was first
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sent to a good private school in New York and then to a public high school, but his
father, who came from Germany, wanted him to attend the rigorous schools in that
country. In 1881 the Stieglitz family moved to Europe for a few years, where Alfred
attended first a middle school and then the Technische Hochschule in Berlin, where he
studied mechanical engineering. Luck had it that he took a chemistry class taught by
Hermann Wilhelm Vogel, a photochemist and a photographer who was also interested
in the chemistry of the then new field of photography (among other achievements, he
also discovered dye sensitization).

At the same time, Stieglitz met Adolf von Menzel and Wilhelm Hasemann, two
artists and early photographers. The former was known for his paintings, drawings,
and etchings, and was considered one of the most prominent artists in Germany at the
time. The latter was a well-known genre painter and illustrator. Under the influence
of these new acquaintances, Stieglitz bought his first camera and spent time traveling
in Germany, Holland, and Italy, taking landscape photographs and portraits of anyone
willing to sit for him. The camera was a bulky 8⇥ 10 inch plate instrument that always
required a tripod and was meant for indoors studio use, not travel.

When his parents returned to America in 1884, Stieglitz, aged 20, stayed in Ger-
many. He continued to develop as a photographer. He collected books on photography
(the beginning of his large library), he took pictures, and he tried to formulate his
thoughts about photography as an art form and as a new way of esthetic expression.
His first article A Word or Two about Amateur Photography in Germany, was published
in The Amateur Photographer, a new magazine, in 1887, and he continued to put his
thoughts and ideas on various aspects of photography in writing and publish them both
in Germany and in England.

It was also in 1887 that he submitted several photographs to a competition held by
the British magazine The Amateur Photographer and won first prize. The following year
he won both the first and second prizes, an encouraging sign for a young, enthusiastic
amateur trying to become a professional.

Finally, in 1890, he returned to the United States, not as a professional photographer
but as an artist with a camera. Receiving a generous allowance from his father, he did
not have to sell his pictures or look for employment. As an extra benefit, his parents
bought him a small engraving company, hoping that perhaps one day he would be able
to make a living as a photographer. Instead, he gave the profits to his employees while
he wrote articles for The American Amateur Photographer magazine and won prizes and
awards in competitions and exhibitions.

In 1892 Stieglitz bought a portable hand-held camera based on 4 ⇥ 5 inch plates
and it was with this camera that he captured the winter scene of Figure 6.57 and other
important images. Based on his many publications and photographs, he was finally
o↵ered the right kind of job, a co-editor of The American Amateur Photographer, in
1893. Trying to remain neutral and unbiased in his reviews and opinions, he refused a
salary, and single-handedly wrote a large part of the magazine personally. This gained
him a large audience of readers and made his name known in the American photographic
scene.

In the same year, 1893, he also married the sister of a close friend of his even though
she was nine years younger than himself. He later wrote that he did not love his first
wife and this was a marriage of financial advantage to him. He quickly discovered that
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his new wife did not share his artistic and cultural interests and regretted the marriage.
A belated honeymoon was spent in Europe in 1894, during which Stieglitz took many
pictures, ending up with a few well-known images such as “A Venetian Canal,” “The Net
Mender,” and “A Wet Day on the Boulevard.” In addition, he met and became friendly
with several French and British photographers. Once back in New York, Stieglitz was
notified that he had been elected a member of the Linked Ring, a British society created
to prove that photography was just as much an art as it was a science or a technique.
Members of this society were expected to promote experiments with chemical processes,
printing techniques, and new styles, all of them topics close to Stieglitz’s heart. The
self-portrait shown here is also from this year and shows Stieglitz at 30 years of age.

In 1896, Stieglitz managed to merge the two photographic clubs in New York into
the new Camera Club of New York, where he did most of the work and started publishing
a new magazine titled Camera Notes. For several years Stieglitz used this platform to
promote photography as an art form. He wrote articles and included his and others’
photos to achieve this goal.

In addition to his work in the club and the magazine, Stieglitz continued his work as
an active photographer and in 1897 published Picturesque Bits of New York and Other
Studies. This book, combined with his presence at photographic exhibitions, expanded
his reputation and made it possible for him to sell his prints for higher prices (up to $75
in 1898).

Problems started surfacing at the Camera Club, where members resented the way
Stieglitz ran the club and its magazine. These, together with his declining health, con-
vinced Stieglitz to resign the editorship of Camera Notes in 1901 and end an important
period in his professional life. His next period of activity, between 1902 and 1907, had
to do with the photo-secession movement and Camera Work magazine.

Stieglitz inherited the term secessionist from a small group of photographers in
Munich. In 1898, this group mounted an exhibition of photos and paintings and started
to use the term secessionist to describe themselves. In March 1902 Stieglitz was able
to put together an exhibition of photographs that he decided would be judged only by
photographers. This was a new idea, because at the time, such shows were judged by
artists and photographers (Figure 6.58). The entries in this exhibition were contributed
by several photographers and Stieglitz started to refer to them as the photo-secessionist.
He declared that they represented a secession from the general artistic restrictions of
the era and also from the o�cial oversight of the Camera Club (originally his creation,
but now his nemesis). The show was a success and it encouraged him to start a new
magazine, Camera Work, in late 1902. The idea was to publish “the first photographic
journal to be visual in focus.” Like its predecessors, Camera Work boasted beautifully-
printed photographs in addition to reviews, commentaries, and articles on photography,
aesthetics and art. Stieglitz employed the same associate editors he had in Camera
Notes, but he personally was in full control of the day-to-day operations and made sure
that the new magazine reflected his high standards.

In 1904 Stieglitz took his family (now including a daughter) to Europe, planning to
combine a vacation with a long list of meetings and exhibitions. However, his health,
at the age of 40, was not up to such a tight schedule and he collapsed early on and
had to stay in Berlin for a period of rest and recuperation. After touring Germany for
picture opportunities, he again became ill in England and had to go back home without
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Figure 6.58: Photography Begging For a Place.

Photography asking for just a little place in the exhibition of fine arts, (Nadar
in Petit Journal pour Rire, 1855.)

And while ancient wisdom so often proved unconsoling, photography, that
cruel modern art, helped to ensure that even the image of her husband’s
face would not grow dim with time.

—Vikram Seth, A Suitable Boy, 1993.

accomplishing any of his original, ambitious plans.
Back in New York, Stieglitz immediately organized a small exhibition with 100

works contributed by 39 photographers. This took place in some vacant rooms that
became known as the “Little Galleries of the Photo-Secession.” The show was a success,
both artistically and financially, and the new gallery became another activity of Stieglitz.

In the meantime, his family life had deteriorated. He ran the photo-secessionist
movement, edited Camera Work, and managed the new gallery, all while neglecting his
family. His wife never gave up on him and supported him by giving him an allowance
out of her inheritance, making it possible for him to promote his ideas and principles
without much concern about income.

It was at this time, in the early 1900’s, that it seemed that his life mission, to bring
photography to the attention of the world as an art, was slowly being achieved. The
following text appeared in the October 1906 of Camera Work “Today in America the
real battle for which the Photo-Secession was established has been accomplished—the
serious recognition of photography as an additional medium of pictorial expression.”
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Then, in late 1906, an unexpected success marked the beginning of a new period in
Stieglitz’s life, where he became not just a promoter of photography as art but a promoter
of modern art in general. A young woman, Pamela Coleman Smith, asked Stieglitz to
exhibit her work—which consisted of drawings and watercolors, not photographs—in his
Little Galleries. It is not clear why he agreed (the gallery being devoted to photography),
but the show, which opened in early 1907, was such a success and attracted so many
visitors to the gallery, that Stieglitz decided that modern art in general, and not just
photography, was an important cause and deserved his time, e↵ort, and energies.

Stieglitz’s next period, devoted to modern art, covers the years 1907–1917. It
started with declining income. His Little Galleries produced little losses, subscriptions
to Camera Work declined, and the Photo-Secession movement was losing members.
It was his father-in-law that kept maintaining the family’s lifestyle, but even he had
financial concerns at that time. Nevertheless, in the summer of 1907 the family again
went to Europe, and it was on the ship, during the trip, that Stieglitz took one of
his most important photographs. Titled The Steerage, this image (Figure 6.59) shows
a group of poor passengers clustered in the bow of the ship. Taken on a glass plate,
the image went with the family on their excursion in Europe and then back to New
York, where it remained untouched and unseen for several years. Stieglitz had finally
discovered it in 1911 and exhibited it in 1913.

Today, The Steerage is considered one of the greatest photographs of all time. Art
historians tell us that this image is both a historical document and an early example of
modern art.

Stieglitz took this photo on the steamer Kaiser Wilhelm II in June 1907, on his
way to Europe. His wife always insisted on traveling first class, which enabled him to
freely roam the ship. He writes that on the third day of travel he walked through the
ship and came upon this scene, looking down at the steerage passengers. Not having his
camera with him, he ran back to his stateroom for the camera, ran back to his original
viewpoint, and took one picture on a glass negative plate.

⇧ Exercise 6.9: How could an eminent photographer such as Stieglitz not have his camera
with him at all times?

Years later, in 1942, Stieglitz described what he saw when he took this picture:
“There were men and women and children on the lower deck of the steerage. There was
a narrow stairway leading to the upper deck of the steerage, a small deck right on the
bow of the steamer.

To the left was an inclining funnel [this is the mast with its boom seen at the left
and top of the image] and from the upper steerage deck there was fastened a gangway
bridge that was glistening in its freshly painted state. It was rather long, white, and
during the trip remained untouched by anyone.

On the upper deck, looking over the railing, there was a young man with a straw
hat [indicated by an arrow in the figure]. The shape of the hat was round. He was
watching the men and women and children on the lower steerage deck. . . . A round
straw hat, the funnel [actually a mast] leaning left, the stairway leaning right, the white
drawbridge with its railing made of circular chains—white suspenders [indicated by an
arrow in the figure] crossing on the back of a man in the steerage below, round shapes of
iron machinery, a mast cutting into the sky, making a triangular shape. . . . I saw shapes
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Figure 6.59: Alfred Stieglitz, The Steerage, 1907.

This photographer is working in the same spirit as I am.
—Pablo Picasso after having seen The Steerage.
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related to each other. I saw a picture of shapes and underlying that the feeling I had
about life.”

Back in New York, Stieglitz had to close down the Little Galleries for a while,
but the place was reopened in early 1908 under the name 291 gallery, and with a new
mission, to promote modern art. The new establishment had a modest success, and for
a while it was helped by an inheritance that Stieglitz received when his father died. The
temporary availability of cash also helped the fledgling Camera Work magazine, but it
seems that Stieglitz’s energies at that time were devoted mostly to the 291 gallery.

Another successful show in 1910 encouraged Stieglitz’s detractors to claim that
he had a particular style and he always rejects all art works that do not conform to
his style. It was similarly claimed that “half a generation ago his school (the Photo-
Secession) was progressive, but today it is reactionary.” The exhibition took place in the
Albright Art Gallery and included more than 600 photographs, but by a small number
of photographers.

Another indication of Stieglitz’s thinking and philosophy appeared in the August
1912 issue of Camera Work which was fully devoted to the works of Matisse and Picasso,
and did not feature a single photograph!

The first World War broke out in 1914 and caused Stieglitz much concern. He had
friends and family in Germany, his magazine was printed there, and the war caused a
worldwide economic downturn that a↵ected the art world. However, it was also during
the war that he found his second wife, the 29-year-old painter Georgia O’Kee↵e. When
Stieglitz was shown a portfolio of her work, in early 1916, he was so impressed that he
made plans to exhibit her work in his 291 gallery even before notifying her. They finally
met in the gallery and Stieglitz later claimed that he was immediately attracted to her
both physically and artistically. It took O’Kee↵e a while to return his interest, but she
did so in 1917, and this, in addition to the war, a↵ected Stieglitz to such an extent that
he completely changed his life. Within a few months he dissolved the remnant of the
Photo-Secession movement, stopped publishing his Camera Work magazine, closed down
his 291 gallery, and most important, left his wife and daughter. This was a complete
break with the past and end of an era.

Stieglitz and O’Kee↵e had a long on-again o↵-again relationship until his death in
1946 (she survived him by many years and died aged 99). Naturally, we have hundreds
of photographs of Georgia O’Kee↵e taken by Stieglitz. They portray her in various ages
and moods and reflect her character and personality. Especially noted are the pictures
he took of her hands. This collection remains one of the most important photographic
records of a single person in the history of photography.

Edward Steichen (1879–1973)

Edward Steichen has three claims to fame. He was an eminent photographer, a
painter, and a curator of art. Those who have read the previous pages on Stieglitz may
not be surprised to hear that Steichen was a friend and collaborator of Stieglitz. The
two worked together in Camera Work magazine between 1903 and 1917. Together they
opened the Little Galleries and its successor, the 291 gallery. Together they also worked
to promote the Photo-Secession movement. In the early 1920’s, however, their paths
diverged. Stieglitz continued to promote modern art, while Steichen became a renowned
fashion and advertising photographer. For years he took fashion pictures for Vogue



780 6.9 Distinguished Photographers

and Vanity Fair magazines while also doing photographic work for many advertising
agencies, most notably the J. Walter Thompson company. Over time he became one of
the most well-known and highly-paid photographers.

In the late 1940’s, Steichen became the director of photography for MOMA, the
New York museum of modern art. It was at this capacity that he organized the famous
exhibition The Family of Man, which ran until 1962. This huge show consisted of 503
photographs by 273 photographers from 68 countries. The idea was to illustrate that the
main facets of the human experience—including birth, love, joy, war, su↵ering, illness,
and death—are universal.

After its initial run in New York, the exhibition toured the world for eight years,
visiting 37 countries until its closure in 1962. It is estimated that about nine million
people visited this exhibit, making it the most popular photo show ever. A book was
later published, with an introduction by Carl Sandburg, and also proved a huge success,
with more than four million copies sold.

Steichen was brought to the United States (from Luxembourg, where his original
name was Éduard) as an infant. His family settled first in Chicago and then in Mil-
waukee. Young Edward showed early signs of aptitude for art and at age 15 became an
apprentice in lithography for the American Fine Art Company of Milwaukee. At the
same time, he started teaching himself painting, sketching, and drawing. In 1885, he
bought his first camera, a used Kodak detective (Figure 6.23). This was an early Kodak
camera, specifically designed for roll film.

He quickly discovered that he liked photography, so he and some friends got together
and rented a room for discussions, lectures, and perhaps also to serve as a darkroom.
They called themselves the Milwaukee Art Students League and were known to be very
active for a few years.

Steichen’s first marriage (with two daughters), ended in a divorce when he was 43.
His second wife died when he was 78, and he married his third wife at age 80, 16 years
before he passed away.

The first significant artistic period in Steichen’s life started in 1900, when he met
Alfred Stieglitz. Stieglitz remembered Steichen and his work, so in 1902, when Stieglitz
was planning his Camera Work magazine, he wrote to Steichen, asking him to design
the logo and typeface for the new magazine. Steichen then became the most-frequent
participant in the magazine. In 1905 the two friends opened the Little Galleries and
together promoted the cause of the Photo-Secessionist movement.

In 1904 Steichen became one of the early enthusiasts of the new Autochrome
Lumière process for color photography, but it was not until 1911 that he discovered
his true calling as a fashion photographer. In this year he was invited by the publisher
of fashion magazines to try to promote fashion by means of photographs instead of the
traditional paintings and drawings. The pictures he took and published in 1911 are
now considered the first ever in modern fashion photography. It was claimed that those
photographs managed to convey to the viewer a sense of their physical feeling, not just
the way they looked.

After World War I, in which he served as a military photographer, Steichen returned
to fashion photography. The large mass media company Condé Nast made him the chief
photographer for its fashion magazine Vogue and society journal Vanity Fair. Over
the years, he took portraits of many celebrities and planned his photographs so as to
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complement the text of the magazines and create a pleasing overall layout scheme.
At the same time, throughout the 1920’s and 1930’s, Steichen also did advertising

work for the big J. Walter Thompson advertising agency. His commercial photos turned
him into a household name and he became a minor celebrity, not much di↵erent from
the ones he photographed.

This success brought with it criticism from Stieglitz and other artists. They disap-
proved of Steichen changing from a “pure” artist to a commercial artist, but the 1920’s
were the beginning of the consumer age, and Steichen believed that there was nothing
wrong in applying art to commerce and to making a living. His employers suggested
that he keep his photographs anonymous, to protect his image as a pure artist, but
starting in 1923 he signed his fashion photographs, a sign that he was not ashamed of
being a commercial artist.

The following is a little-known story. At a certain point Steichen was asked to
design patterns for textiles and he based them on textures that he found in everyday
objects—such as nails, grains of rice, beans, buttons, and wires—that he photographed
in his walks in New York. Once color was added to those patterns, they became a big
success.

Steichen was 60 years old when World War II broke out, but he volunteered as a
reservist and served as director of the Naval Aviation Photographic Unit. After the war
he became the director of photography at New York’s Museum of Modern Art until 1962.
His great success with the The Family of Man has already been mentioned. Retiring in
1962, he lived in Umpawaug, his farm in Connecticut, until his death in 1973.

Figure 6.60 proves how relevant Steichen is as a photographer even now. This photo,
The Pond-Moonlight, taken on long island in 1904, was sold at public auction in 2006
for $2.9 million, the highest price paid for a photograph at auction up to that time.

Edward Weston (1886–1958)

Edward Weston was an eminent 20th century American photographer whose career
featured four periods. In his first period, 1906–23, he became a photographer, living
mostly in Glendale, a suburb of Los Angeles. His second period covers the four or five
years 1923–27, which he spent in Mexico. Much of his important work was done in
the third period 1927–35, where he lived in Glendale and then in Carmel, California.
His fourth professional period 1935–45, is marked by many nude pictures and by a
Guggenheim grant in 1937. Then, in 1945, he became ill with Parkinson’s disease and
had to gradually curtail his activities. His last photo was taken in 1948.

His second wife, Charis Wilson, wrote “Edward had come to be viewed as chief
among the so-called purists.” By “purists” she meant those photographers who do not
post-process their pictures. He believed that photography was its own genre and did
not exist simply to imitate painting or to simulate reality. In this respect he reminds
us of the Photo-Secession movement founded by Stieglitz. Another notable fact about
Weston is that he never manipulated his artistic images, either as negatives or as prints.
In contrast, he often had to retouch his commercial pictures to satisfy his sitters’ egos.
He always used large cameras that produced 5⇥7 or 8⇥10 inch negatives that he printed
at their original size.

In 1932, Weston became one of the founders of Group f/64, one of whose tenets was
based on his purist doctrines, namely that the final image of a photograph is envisioned
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Figure 6.60: Edward Steichen, The Pond-Moonlight (1904).

at the moment of its making.
Following are a few highlights from each of his professional periods.
At age 16, Weston received his first camera and decided to become a photographer.

After publishing his first picture in a magazine, he moved to California, where he worked
first as an apprentice and then as a photographer. In 1909, Weston married for the first
time and in 1911 he opened a studio in Tropico (now Glendale). He quickly became
well-known for his soft-focus, pictorial style and won several prizes and awards. In 1912,
Weston met Margrethe Mather who became his studio assistant and chief model for the
next decade.

His deep and long interest in nude photography started in 1920, when he pho-
tographed his wife and then Margrethe Mather. In 1922 he met Tina Modotti, who
became his favorite model for several years.

In 1922 Weston visited Ohio and took several pictures of the tall smoke stacks of
the Armco steel mill. He immediately realized that these images were di↵erent from his
original soft-focus pictorial style. They were realistic and unpretentious, taken in a style
that was later described as cleaner-edge.

Finally, in 1922, at the end of his first period as a photographer, Weston met
Stieglitz in New York. He later wrote that Stieglitz told him, “Your work and attitude
reassure me. You have shown me at least several prints which have given me a great
deal of joy. And I can seldom say that of photographs.”

In 1923, Weston followed his apprentice and lover Tina Modotti to Mexico City,
where he opened a photographic studio and took many important portraits and nudes.
Local artists hailed Weston as the master of 20th century art. He felt successful in Mexico
and wrote in his diary “I have done what I expected to do, created a sensation in Mexico
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City. . . . I have never before had such an intense and understanding appreciation.” The
Mexican period lasted only four or five years, and in 1927 Weston returned to California
to start his third artistic period.

Starting in 1927, and for several years, Weston concentrated on close-ups. He
photographed series of close-ups of seashells, peppers, and other objects and made them
look like sculptures, emphasizing their rich texture. (In 1929–1930, Weston produced
43 photos just of peppers.) In 1929, he discovered the natural beauty of the central
California coast and moved to the small town of Carmel. In 1932, Weston became
a founding member of Group f/64, together with Ansel Adams, Willard Van Dyke,
Imogen Cunningham, and Sonya Noskowiak. The name f/64 was chosen because f/64
is the smallest aperture on the lens of a large-format camera and therefore provides
the greatest depth-of-field. The group was dedicated to “straight photographic thought
and production” and its members believed in “pure” photography, which meant sharp
images, maximum depth-of-field, and smooth glossy printing paper.

In 1936 Weston did what some consider his best work, a series of nudes and sand
dunes in Oceano, California. He also received a one-year Guggenheim Fellowship for
experimental work, which was both an honor and a great financial help. He used part of
the money to travel in the Western and Southwest United States with his new assistant
and future wife Charis Wilson.

The world-wide depression was strongly felt in the 1930’s, sales of photographs
plummeted, and Weston was forced to curtail his travels, close his studio in Carmel,
and accept a job with the Federal Art Project under the Works Progress Administration
(WPA).

The onset of Parkinson’s disease quickly put an end to his travels and active pho-
tography, but for several years he continued to supervise the printing and exhibitions of
his prints.

Dorothea Lange (1895–1965)

Dorothea Lange contracted polio at age seven, which left her with a weak right leg
and a permanent limp. Then, when she was 12 years old, her father abandoned the
family. Today, more than a century later, it seems that these events had marked her
as an outsider, a↵ected her for life, and were the reasons for her becoming a documen-
tary photographer. Also, much of her productive period as a photographer was in the
1930’s, during the great depression, and the 1940’s during World War II. Because of this
combination of her background and her times, her photographs document the plight of
the exploited poor migrant workers who fled the American Midwest and South during
the Dust Bowl, as well as the su↵ering of dispossessed Japanese-Americans relocated to
internment camps during the war.

Her important work during the depression was partly done for the Farm Security
Administration (FSA) and it helped to bring the plight of the many impoverished and
destitute to the attention of the world. Those who saw her pictures during and after
the depression often admitted that these images, more than anything else, opened their
eyes to the seriousness of the situation and helped them empathize with the victims.

Today, Lange is known mostly for her 1936 photograph Migrant Mother (Fig-
ures 6.61 and 6.62). This is a portrait of Florence Thompson, age 32 and a mother
of seven children, one of the many destitute pea pickers in Nipomo, a small community
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in San Luis Obispo County, California. She is staring into the distance, looking worried.
Two of her children cling to her, while she is holding a baby in her arms. The picture
has captured her mood of the moment while emphasizing her positive features. We feel
that she is not much di↵erent from many of our acquaintances, only poorer. Critics later
claimed that this picture had achieved near mythical status, symbolizing an entire era
of United States history.

This historic photograph appears on the first page of the influential book 100 Pho-
tographs That Changed the World, [Life 03].

Here is what Dorothea Lange herself had to say about this picture “I saw and
approached the hungry and desperate mother, as if drawn by a magnet. I do not
remember how I explained my presence or my camera to her, but I do remember she
asked me no questions. I made five exposures, working closer and closer from the same
direction. I did not ask her name or her history. She told me her age, that she was thirty-
two. She said that they had been living on frozen vegetables from the surrounding fields,
and birds that the children killed. She had just sold the tires from her car to buy food.
There she sat in that lean-to tent with her children huddled around her, and seemed
to know that my pictures might help her, and so she helped me. There was a sort of
equality about it.”

The picture became famous, but the identity of the mother was discovered only in
the late 1970’s. She then claimed that Lange simply took six pictures of hers, did not
ask any questions, but promised not to publish the pictures. Thompson’s son Troy also
added “There’s no way we sold our tires, because we didn’t have any to sell. The only
ones we had were on the Hudson and we drove o↵ in them. I don’t believe Dorothea
Lange was lying, I just think she had one story mixed up with another. Or she was
borrowing to fill in what she didn’t have.”

Dorothea Lange soon published the photos in a San Francisco paper and also sent
them to the Resettlement Administration in Washington, D.C., where they served to
raise public awareness and send food to the migrant workers in California.

Reference [Thompson 14] is a short biography of Florence Thompson.
It was only after she graduated from high school, and while studying to become

a teacher, that Dorothea Lange decided to become a photographer. She studied with
and worked for several known photographers in New York and San Francisco, where
she ended up opening a studio in 1919. She slowly built a reputation as a portrait
photographer and got married in 1920. The decade of the 1920’s is known today as
the roaring 20’s, but the stock market crash of October 1929 changed all that and
started the great depression. Lange responded to this shock by taking to the streets
and photographing the responses of people to the changed economic conditions. Her
pictures from those years stress a sense of isolation, and it is this feeling that marked
her photographs from that point on. It was at that time that she dedicated herself and
her career to documenting the miserable conditions of those who became dispossessed
by the depression.

In 1934 she finally had her first exhibition, and was also introduced to the founders
of Group f/64. In the same year she also met her future second husband, an economics
professor at Berkeley, who asked her to produce pictures documenting the su↵ering
of the thousands of migrant agricultural workers for the California Emergency Relief
Administration. This work took Lange to the Imperial valley, an agricultural region
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Figure 6.61: Dorothea Lange, Migrant Mother (1936).

east of San Diego, from where she wrote about what she saw:
What goes on in the Imperial is beyond belief. The Imperial Valley has

a social structure all its own and partly because of its isolation in the state
those in control get away with it. But this year’s freeze practically wiped out
the crop and what it didn’t kill is delayed—in the meanwhile, because of the
warm, no-rain climate, and possibilities for work the region is swamped with
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Figure 6.62: Courtesy of New York Public Library.

homeless moving families.

Because of her experience, she was hired in 1937 by the Farm Securities Adminis-
tration (FSA, part of Roosevelt’s New Deal) to document conditions in rural America at
that time. In addition to extensive traveling and picture taking, Lange also took notes
about the deterioration of social conditions that she observed. Today, the collection of
photographs that she produced for this project has become an important part of the
history of documentary photography. Many of the images she took at that period were
published in 1939 as An American Exodus: A Record of Human Erosion, a documentary
book.

Her work for the FSA ended in 1940, and in 1941 she received a Guggenheim
fellowship that helped her finance her next big project, the interned Japanese-Americans.
Both she and Ansel Adams spent time in the internment camp in Manzanar, California,
taking powerful pictures that later became part of the history of Japanese-Americans
and their treatment in the United States.

After the war, Lange suspended her work for several years for health reasons. She
then collaborated with Ansel Adams on a photo essay on the Mormons, and was later
sent by LIFE magazine to Ireland for another photo story on Irish country people.

In the mid 1950’s, Lange was involved with the Family of Man exhibition, which
brought her in contact with Edward Steichen (eight of her pictures were included in this
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show).
In the 1960’s she retired from active traveling and picture taking and concentrated

on selecting prints from among her many negatives and preparing them for the many
exhibits and shows in which she participated.

Alfred Eisenstaedt (1898–1995)

World War II was perhaps the most destructive conflict ever, leaving millions of
dead and injured and destroying the economies of many countries. It also involved two
main theaters of war, one in Europe and the other in the pacific. When the war was
finally over, on V-J day, August 14, 1945, those who could celebrate went to the streets
and lost themselves in dancing, kissing strangers, and having the best time of their lives.
Among them was the 47-year-old photographer Alfred Eisenstaedt. Finding himself in
Times Square, at the center of New York City, carrying his Leica IIIa rangefinder 35 mm
camera, he started following a sailor who was running in the street grabbing and kissing
every woman in sight, including young girls, grandmothers, soldiers, married, thin, and
old. Eisenstaedt later wrote “None of the pictures that were possible pleased me. Then,
suddenly in a flash, I saw something white being grabbed. I turned around and clicked
the moment the sailor kissed the nurse.”

This picture, which came to be known as “Kiss in Times Square,” is one of the most
iconic photographs ever and inspired many photographers, professional and amateurs
alike, who strive to come up with powerful visual echoes of it. They go to Times Square,
attempt to locate the exact spot where the original shot was taken, and repeat this
famous scene with appropriate actors, bystanders, clothes, shoes, and even debris on
the street. Eisenstaedt himself was photographed kissing an unidentified woman on that
memorable day, also in Times Square, by a colleague. Today, in the age of sophisticated
image processing, some aficionados even go to the trouble of erasing the original kissing
sailor and nurse and placing another couple in the same pose.

This photograph appeared on page 27 of the August 27, 1945, issue of LIFE mag-
azine, with the caption “In the middle of New York’s Times Square a white-clad girl
clutches her purse and skirt as an uninhibited sailor plants his lips squarely on hers.”
It was part of a larger, multi-page feature titled, simply “Victory Celebrations.” By
the way, the cover of this celebrated issue of LIFE showed an underwater ballet dancer,
not the famous kiss. Eisenstaedt went on to take many photographs for LIFE and his
images appeared on the covers of abut 90 issues of this popular magazine.

In 1991, Eisenstaedt told a New York Times reporter, “Although I am 92, my brain
is 30 years old,” and to prove it he recalled the technical details of the victory kiss shot.
According to Eisenstaedt, he set his camera to 1/125-second exposure, aperture between
f/5.6 and f/8, and had a Kodak super Double X film. However, he said, this image was
not his personal favorite. That honor goes to a 1933 photo that he took at the La Scala
opera in Milan (Figure 6.63). It shows a young woman in a box seat, with much of the
curved back wall of the vast hall in the background; a very striking composition.

Eisenstaedt was mostly known as a portraitist and a photojournalist. His portraits
of celebrities and other well-known people made him almost as famous as his subjects.
Among his sitters were several infamous European leaders in the 1930’s, as well as
Marlene Dietrich in her famous top hat and tails, Marilyn Monroe as a siren, John F.
Kennedy playing with his little daughter, Albert Einstein lecturing, and Sophia Loren.
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Figure 6.63: Alfred Eisenstaedt, La Scala (1933).
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In many cases, Eisenstaedt placed himself in the photo with his subject, because he felt
at ease with them. In this, he followed the advice of his former editor Wilson Hicks, who
in 1938 told Eisenstaedt “Alfred, I’m sending you to Hollywood. Don’t be afraid and in
awe of these queens—you are a king in your profession.” Eisenstaedt never forgot that
advice.

Eisenstaedt received his first camera at age 14 and as far as we know, was interested
in photography even at that young age. He served in the German army in World War
I and was wounded. In the 1920’s he became a salesman (belts and buttons), but left
this line of work when he became a photographer (an enthusiastic photographer in 1928
and a professional photographer in 1929). He initially worked for the Berlin o�ce of the
Pacific and Atlantic Photos, and starting in 1931, for the Associated Press. The 1930’s
were a politically-turbulent time in Europe and Eisenstaedt traveled for several years,
taking portraits of influential leaders, politicians, and military men.

Among his non-political portraits of that period there is an unusual picture (Fig-
ure 6.64) taken in 1932 that depicts a waiter at the ice rink of the Grand Hotel in
St. Moritz, Switzerland. Later, Eisenstaedt wrote “I did one smashing picture, of the
skating headwaiter. To be sure the picture was sharp, I put a chair on the ice and asked
the waiter to skate by it. I had a Miroflex camera and focused on the chair.”

In 1935, with the Nazis in full control of Germany and war in Europe threatening,
Eisenstaedt felt insecure. He emigrated to the United States where he lived in New York
City for the rest of his life. In 1935, he became one of the four original photographers
at the new LIFE magazine. (He worked for LIFE for some 60 years, an unusually long,
productive, and also pleasant career that he loved.) In the same year he traveled to
Hollywood to photograph local celebrities. In 1942 he traveled to Europe to document
the horrors of the war. He married in 1949 and traveled to Korea the following year
to document another war. In 1979, at age 81, Eisenstaedt returned to Germany and
opened an exhibition of 93 of his photographs, documenting life in Germany. It was
only in 1986, when he was 88, that he had his first major retrospective show, exhibiting
125 photographs at the International Center of Photography in New York. He died in
1995, aged 97, after a long, remarkable career.

The following quotation illustrates Eisenstaedt’s modesty. When other photogra-
phers asked to be photographed with him and tried to get advice, he would say “When
the young photographers come. . . I ask them questions. They know more about the
modern cameras than I do.” Technically, perhaps they did, but artistically?

Ansel Adams (1902–1984)

The 1906 San Francisco earthquake was one of the most terrible natural disasters to
hit the United States. The death toll reached about 3,000, no one knows how many were
injured, and more than 80% of the city was destroyed, mostly in the fires that followed
the shaking and that lasted for several days. More than a quarter of a million people
were left homeless out of a population of about 410,000. Among the many who su↵ered
on that terrible day was a four-year-old child named Ansel Adams, who broke his nose
when he was thrown against a fence by the shaking. The nose remained crooked for the
rest of his life, but it would take more than a broken nose to stop Adams, who grew up
to become one of the most eminent photographers in the world.

People are obsessed with rankings. It is common to see lists of the 100 best books,
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Figure 6.64: Ice Skating Waiter at Grand Hotel (1932).

100 richest people, 10 best tourist attractions, and so on. Today, it is easy to find on
the Internet lists of the 100 greatest photographers of all time. Naturally, those lists
reflect the opinions of their compilers and are therefore di↵erent, but they all agree on
the number 1 position; it belongs to Ansel Adams. Adams was trained as a concert
pianist before he decided to become a photographer. He was also a pioneer environmen-
talist, a visionary figure in nature photography and wilderness preservation, and one of
the founders of Group f/64. Notwithstanding these achievements, what made him our
foremost photographer were his vast knowledge of photography, his unsurpassed techni-
cal perfection, his willingness to make an e↵ort, his keen eye, and the American West
(especially Yosemite National Park).

The American West has been known for its sheer awesomeness, its stark contrast
in landscape, and its extreme colors and conditions. The West is physiologically alien,
sensorily austere, esthetically abstract, and historically inimical; in short, a dream won-
derland. Adams knew how to see the West and how to show it to us. He made the
e↵ort to be there, in the open, the heat, and the cold, and to wait for the right moment
to take his pictures. No convenient hotels or air-conditioned tourist buses for him. On
foot or in a car, feeling the desert wind on his back and the sun on his face, armed only
with a tripod, a light meter, and a large 8 ⇥ 10 view camera, he roamed the West for
years, discovering the right places, right angles, and right times to take natural landscape
photographs.

The grandeur and beauty of the West were discovered a long time before Adams and
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many photographers, such as Eadweard Muybridge, traveled there and photographed
the Grand Canyon and Yosemite valley. But it was Adams whose black-and-white
photographs have shown us the West before the onslaught of modern tourism. He
also used his work to promote the causes of the Sierra Club and of the environmental
movement, but he always insisted that “beauty comes first.” The following is quoted
from John Szarkowski, an art critic “Ansel Adams attuned himself more precisely than
any photographer before him to a visual understanding of the specific quality of the light
that fell on a specific place at a specific moment. For Adams the natural landscape is
not a fixed and solid sculpture but an insubstantial image, as transient as the light that
continually redefines it. This sensibility to the specificity of light was the motive that
forced Adams to develop his legendary photographic technique.”

Perhaps his best-known picture is Moonrise over Hernandez, N.M., 1941 (Fig-
ure 6.65, but see also Figure 6.66 in color and in grayscale for comparison). An excellent
digital copy of it can be seen in [alinder 14]. Some bushes are visible in the extreme
foreground, followed by a small cemetery, houses (the town of Hernandez), a church (on
the left), an empty field, then distant mountains with snowy peaks, a rim of low clouds
illuminated by the setting sun, and a glowing moon isolated in the dark sky. The top
half of the image is a uniform black night sky, but originally the moon was dim and the
sky was gray. In 1948, Adams increased the contrast in the top part of the negative
with chemicals in his darkroom, thereby adding glow to the moon while darkening the
sky. Some experts may consider such a large, black area a bad compositional feature,
but Adams must have sensed the mystical vision that had been added to the picture by
the contrast between the glowing moon and the large, open, dark sky.

In my opinion, what makes this picture so outstanding is not the scene or the
composition, but the unusual lighting, which was the result of the timing. This is
a superb example of twilight photography (Page 1040). Many photographers, both
professionals and amateurs, have noticed that scenes that appear colorless, dull, washed
out, and uninteresting by daylight may assume a surreal quality in the halflight which
exists between sunset and dark. In spite of this, twilight photography is a neglected
area.

This picture has always been popular with collectors. In late 2006, Sotheby’s
auctioned a print of this photograph, one of several hundreds that Adams made, for
$609,600. This is way below the vast sums paid in later years for pictures from other
photographers, but Moonrise has sold steadily before and since. Christopher Mahoney,
of Sotheby’s photographs department, said about this image “It’s rare not to see a Moon-
rise or two in an auction catalog every season. Still, there are never enough of them
to meet the demand. It’s that popular. . . . This image encapsulates his career, and we
can see in it his changing ideas and esthetic style.” Photography dealer Carl Siembab
said “Ansel’s pictures are a new form of currency; instead of dealing in gold, we deal in
Moonrises.”

Because of the popularity of this image, there are many copycats, some of whom
are original. See, e.g.
https://www.uglyhedgehog.com/t-587152-1.html

Because of the staggering popularity of Moonrise and because it is known where
it was shot, collectors, dealers, and critics wanted to know precisely when it was taken.
Adams, who was notoriously vague with dates, assigned various dates between 1940 to
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Figure 6.65: Moonrise over Hernandez, N.M., 1941.
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Figure 6.66: Moonrise over El Cajon, CA, 2019.
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Figure 6.66: Moonrise over El Cajon, CA, 2019.
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1944, with October 31, 1941 as his best guess. However, photography historian Beau-
mont Newhall considered the matter so important that he enlisted the help of science.
David Elmore, an astronomer, volunteered for the task. He knew where the picture was
shot (the precise position of the tripod that carried the large view camera) and he had
the picture itself, from which he could measure the moon’s altitude and azimuth. He
concluded that the picture was taken on October 31, 1941, at 4:03 P.M. Ansel Adams
and the critics were delighted (even though this precise information was of no real value
to them), but another astronomer, Dennis di Cicco, repeated the calculations and con-
vinced himself and also David Elmore that the correct date/time was in fact 4:49:20 P.M.
on November 1, 1941. Everyone concerned became even more delighted. (End of saga.)

Here is how this picture was taken. In 1941, the American government hired Adams
to take pictures of public lands in the West, in what was referred to as the Mural project.
In the afternoon of the day in question, Adams, accompanied by his son and a friend,
was traveling south on old U.S. highway 84 toward Santa Fe, New Mexico. About five
miles northwest of Española, he happened to glance left and the moon hanging over a
cemetery and a church suddenly attracted his attention. The car stopped and the tripod
was set up in a hurry. A light meter was used to take a reading and the picture was
snapped. Adams was in a hurry not to miss the fading light of the sun setting in the
west. He tried to take another picture, but within a few seconds the sun was too low
and the glow disappeared from the crosses in the cemetery. Twilight photography is
tricky, which is perhaps why it is so neglected.

Much later, this is what Adams said about his experience on that memorable day
“saw an extraordinary situation—an inevitable photograph! I almost ditched the car
and rushed to set up my 8⇥10 inch camera. I was yelling to my companions to bring me
things from the car. . . I had a clear visualization of the image I wanted but. . . I could
not find my exposure meter! The situation was desperate: the low sun was trailing the
edge of clouds in the west, and shadow would soon dim the white crosses.”

Naturally, many tourists traveling today on the busy U.S. highway 84 would like to
stop and retake an identical picture. However, the precise location of the tripod may be
di�cult to determine because the current highway was constructed after 1941 and the
picture was taken from a an old road located behind and above the modern highway. In
addition, the present scene that a tourist would see today is ugly and is very di↵erent
from what the famous photograph shows. The old church was abandoned in 1972 and
is crumbling (a new one has been built), and many of the old adobe houses have been
replaced with ugly mobile homes. For those hardy souls who are willing to try anything,
here are the directions: Going south on highway 84, watch the mile markers. Between
markers 194 and 195 take a left on the small El Camino De Abajo road just across
the highway from the San Jose Church. The GPS coordinates are Latitude 36.05731,
Longitude �106.11532. You will have a hard time recognizing the scene. Good luck.

The fact that Adams was on a government contract when this picture was taken
suggests that the negative belongs to the American public, and Adams did not deny this.
In a 1942 letter to the department of the Interior, Adams proposed that the negatives
from the entire Mural project remain in his custody for as long as he could print them,
and would then revert to the American people and be stored in a government vault. The
Secretary of the Interior, Harold Ickes, agreed and in 1962 the negatives were transferred
to the National Archives, where anyone can buy a copy.
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The moonrise photograph is perhaps the best example of one of Adams’s most im-
portant qualities, anticipation. He was able to anticipate a future moment where the
scene would be at its most striking. A typical scene may depend on the movements and
positions of several objects, which is why any predictions of its future require either a
fast computer or intuition, and Adams had the latter. Examples of pictures where an-
ticipation and capturing the right moment play a crucial role are Clearing Winter Storm
(1944) and Mount Williamson (1944). Other examples where the interplay between sun
and clouds, shadow and light, and moon and dark sky is at its best are Tenaya Lake
(1946), Mount Conness (c. 1946), Winter Sunrise (1944), and Moon and Half Dome
(1960).

The following paragraph—quoted from an introduction Adams wrote in 1984, to-
ward the end of his career—summarizes his personal conviction and photographic premise.

A great photograph is one that fully expresses what one feels, in the deepest
sense, about what is being photographed, and is, thereby, a true manifestation
of what one feels about life in its entirety. This visual expression of feeling
should be set forth in terms of a simple devotion to the medium. It should be
a statement of the greatest clarity and perfection possible under the conditions
of its creation and production.
Here is a short biography. At age 14, Adams received his first

camera and took his first photographs on a family vacation in the
Yosemite valley. This must have been quite an experience for him,
because he returned to Yosemite regularly throughout his career.
His first pictures are in the soft-focus, pictorialist style, but starting
in 1927 he changed his style and became a purist in the sense that
he decided in advance what a picture would show and then avoided
post-processing as much as possible (in his time, post-processing was
done in the darkroom, with chemicals, instead of at the computer,
with software, as done today). In 1928, the year he married, he also
started working as the o�cial photographer of the Sierra Club. It was not until 1930,
however, that he decided to devote his career to photography. This decision was strongly
influenced by the photographic style of Paul Strand whom Adams met that year.

Initially, Adams was unknown and was o↵ered work only occasionally, by private
individuals and local California companies. His reputation grew fast, however, and
he was o↵ered jobs by important organizations such as AT&T, LIFE magazine, and
Eastman Kodak. So fast did his reputation grow that already in 1931 the Smithsonian
Institution arranged for a personal exhibition of his work. Another exhibition, at the
M. H. de Young Memorial Museum in San Francisco, opened in 1932. In that same year
he became a founder of Group f/64 together with Willard Van Dyke, Edward Weston,
Imogen Cunningham, Sonia Noskowiak, John Paul Edwards, and Henry Swift. The
name f/64 was chosen because f/64 is the smallest aperture on the lens of a large-format
camera and therefore provides the greatest depth-of-field. The group was dedicated to
“straight photographic thought and production” and its members believed in “pure”
photography, which meant sharp images, maximum depth-of-field, and smooth glossy
printing paper.

All this activity had increased Adams’s reputation to such an extent that even the
great Alfred Stieglitz heard about him and arranged for an exhibition in New York
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in 1936. In 1938, a book of his photographs titled Sierra Nevada: The John Muir
Trail, was published. In 1940, he helped found the department of photography at the
New York Museum of Modern Art (MoMA). During World War II, Adams worked as a
photojournalist for the Department of the Interior. This period resulted in a 1944 show
titled Born Free and Equal that told the story of Japanese-Americans interned during
the war. A Guggenheim Fellowship to photograph national parks was granted in 1946
and renewed in 1948, resulting in five years of significant photographic work.

In 1962, already well known and admired, Adams moved to Carmel, on the central
California coast, where he continued his many activities. Among other achievements, he
co-founded the Friends of Photography, had an important show at the de Young museum
in San Francisco in 1963, was elected a Fellow of the American Academy of Arts and
Sciences. However, due to his age, Adams decided to give up active photographic work
in the late 1960’s and concentrate on writing books (on his life’s work and also on
photography in general) and preparing prints for future shows.

Around 1982, toward the end of his life, Adams had this to say about his approach
(published in a catalog for a show titled The Unknown Ansel Adams):

My approach to photography is based on my belief in the vigor and values
of the world of nature, in aspects of grandeur and minutiae all about us. I
believe in people, in the simpler aspects of human life, in the relation of man
to nature. I believe man must be free, both in spirit and society, that he must
build strength into himself, a�rming the enormous beauty of the world and
acquiring the confidence to see and to express his vision. And I believe in
photography as one means of expressing this a�rmation and of achieving an
ultimate happiness and faith.
Reference [Alinder 96] is a detailed biography of Ansel Adams.

When you get down to the nuts and bolts of photography, the results depend on the
“nut” behind the camera.

—Anonymous.

Yousuf Karsh (1908–2002)

Yousuf Karsh was one of the greatest portrait photographers
of the 20th century. He snapped the portraits of hundreds of the
century’s iconic figures, yet his name, his biography, and his ca-
reer are little known today. His biography can be found later in
this section, but we start with the day that jump started his ca-
reer, 30 December 1941, the day in which Karsh took his most
famous photograph, that of Winston Churchill. When World War
II started in September 1939, Great Britain was unprepared and
started looking for help, mostly in the form of food, oil, and muni-
tions shipped from the United States and Canada. Churchill became prime minister in
May 1940 and immediately started to develop personal relations and goodwill with the
American and Canadian public and leaders. Churchill visited America 11 times during
the war, and it is estimated that he and president Roosevelt exchanged about 1700 let-
ters and telegrams concerning cooperation with and help to Great Britain. One of those
visits occurred in late December 1941, and included a three-day visit to Canada, where
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Churchill addressed the Canadian parliament and met with Canadian prime minister
Mackenzie King. It was during this visit, on 30 December, that the famous portrait was
snapped by Karsh.

After his speech to parliament (the famous “Some chicken. Some neck” speech),
Churchill was brought by Mackenzie King to the Speaker’s chamber where Karsh, his
camera, and his lights were ready. Not being told in advance about this session, Churchill
was in a bad mood and kept saying “what’s this?” Mackenzie King and the others in
the room responded with a nervous laugh, but Karsh, sensing the distress in the room,
approached Churchill and said: “Sir, these photographs may be the ones which will
serve as a constant source of hope and inspiration which you have created in the heart
of the civilized world.” Grudgingly, Churchill agreed to spend a few minutes and be
photographed just once. Karsh checked his focus and lights. Everything was perfect, but
when he came from under the viewing cloth, Churchill had a cigar in his mouth. Acting
spontaneously, Karsh stepped forward and saying “Sir, I have an ashtray all prepared
for you,” waited for his subject to remove the cigar. When this did not happen, Karsh
himself removed the cigar, rushed back to his camera, and shot the now-famous 1/10 sec
picture. No one expected such an audacious move, least of all Churchill himself, and this
unexpected episode had changed Churchill’s mood. From being angry and belligerent,
he became amused, smiled, and allowed Karsh one more picture. After the second
photograph, while Churchill had an informal discussion with the politicians in the room,
Karsh took a third shot, succeeding to catch the two prime ministers in a friendly mood.
Anxious to end the photo session, Churchill then turned to Karsh and said “Well you
certainly can make a roaring lion stand still to photograph him.”

After this life-changing meeting, while walking down parliament hill to his studio
on Sparks street, Karsh realized that the two photographs he was so fortunate to take
must have been very di↵erent. The first was typical of Churchill, who was known as
uncooperative and challenging to photographers, but the second captured a jolly and
cheerful Churchill, a rarity. Normally, Karsh tried to get to know his subject beforehand,
to establish a rapport and understanding that he considered important and that he used
in deciding how to compose the picture. With Churchill, however, Karsh had no such
opportunity to get to know his subject, chat with him, and perhaps even apply some
makeup. On the other hand, Karsh had the negatives and expected to do much in
his lab to improve the original pictures before printing the positives. His wife Solange
recalled how, after a few minutes in his lab, he called her in a tone that told her that
he had succeeded in the task of developing. However, in 1941 Karsh was already a very
experienced photographer and he knew that developing the pictures was only the first
step. Much remained to be done in washing, drying, printing, and especially cropping
and retouching the photographs. Churchill had to be made less tired, less tense, and
stronger. His ring, watch chain, coat buttons, and handkerchief had to be retouched
and made bright and sharp. Some areas of the negative had been overexposed. Much of
Churchill’s left elbow and the chair had to be cropped, and his hands had to be given
strength by adding a wide range of middle tones. A careful study of this picture also
indicates that Karsh toned down the area behind Churchill’s head in order to move the
subject to the front of the scene. Karsh then selected matt silver paper for printing,
so that the fine, sandpaper-like finish of this paper would enhance the ring and watch
chain. Many who carefully examine this print today claim that the watch chain and
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especially the ring, positively glow because of the use of this paper. Art critics and
photography reviewers compare the finished photograph to Edward Steichen’s photos of
Churchill (1932) and J. Pierpont Morgan (1903).

Many years later, his assistant, Herman Leonard, recalled: “Karsh’s technique was
to develop by inspection, not so much by time. The inspection was done against a green
light that was so dim and so feeble that it took ten minutes to even see that there was
a green light there and he would take a negative and hold it up against the green light
for a second or so and see whether the density pleased him and then put it into the
developer or put it into the stop bath. Apparently he was a bit nervous and pulled it a
bit too soon—maybe a minute—and the negative was a little bit thinner than he would
have liked it.”

Part of the greatness of this portrait is that it does not reflect Churchill’s anxieties
and concerns at that moment. He was concerned about his health, about the war, and
about the economic hardships of the British, yet the photograph shows a heroic figure,
poised and ready for any eventuality. In contrast, the second photograph taken that
day, that of a smiling Churchill, is not as great because the subject was ready for it and
assumed his traditional serious pose, thus producing a portrait not much di↵erent from
many others taken of Churchill over the years.

Mackenzie King later mailed Churchill three copies of the stark black-and-white
photograph. “I think that you will agree that the photograph is one of the best, if not
the very best, ever taken of yourself. I, at least, am so inclined to view it,” he wrote.

Historians of photography often ask themselves if Karsh realized immediately that
he had a winner in the first photograph? Karsh himself always claimed that he imme-
diately realized that this “was an important picture, the first really important picture
that I made.” However, Karsh copyrighted the picture only after the editor of Saturday
Night chose it as a cover of his magazine on 10 January 1942. Some critics quote Karsh
as saying “the [first] portrait he had given me was a very dour and solemn one.” This
is taken to mean that Karsh’s favorite, at least initially, was the second portrait. Once
the photograph was published as the cover of Saturday Night, Karsh received so many
letters of thanks from readers that he claimed “I have the feeling, perhaps, that I have
given them even more so the Churchill of victory.”

It was rather cheeky for him to take the cigar from papa.
—Mary Spencer-Churchill.

The Churchill portrait did much to advance the career and reputation of Karsh. He
became popular in Canada and especially in Ottawa. His business, income, and public
image all benefitted from this episode. He then realized that in order to further his
career he would have to expand his portfolio, i.e., take more important portraits, and
for this he would have to visit other parts of the world, especially Europe and the United
States. Initially, this plan seemed impractical, even impossible, in war time. Canadians
needed a special permission even to visit the United States. A trip to Europe seemed
out of the question. Yet, because of his growing popularity, Karsh received support
for this plan from Mackenzie King himself. Suddenly, a 60-day trip to England was
no longer a dream. With support (including financial support and transportation) from
the Canadian government, Karsh, who was then a known quantity, suddenly became the
ideal person for a trip of goodwill and friendship. He already had a reputation of being
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able to determine the character of his subject, for not wasting the time of important,
busy leaders in war time, and for adapting himself and his equipment to any situation.
The idea was for him to produce a series of portraits of leaders that would then be
published in magazines and would bring the images of major politicians, administrators,
army o�cers, artists, and other high-ranking dignitaries (some of them foreign) closer to
the public. In Karsh’s own words, he was given a chance to make “a small contribution
in my own way and according to my own special training and talents, to the outcome of
the struggle.”

In September 1943, after a slow, hazardous crossing of the atlantic in a Norwegian
freighter, Karsh finally found himself in England, together with his 750 lbs of photo-
graphic equipment. Vincent Massey, the Canadian high commissioner in the UK, knew
the public relations value of visual images, especially in times of war. He therefore pro-
vided Karsh with an army jeep and driver, two assistants, and most important, help
from the Canada House press relation o�cer. This made it possible for Karsh to obtain
film and paper (rationed during the war) and above all, a list of important celebrity
candidates for portraits. While local British photographers documented life and hard-
ships in war-time London and other places (bombed-out buildings, long queues at stores,
people sleeping in subway tunnels), Karsh took portraits. Both war-time conditions and
traditional technical incompatibilities worked against him. His subjects were often avail-
able only at night or in early morning. Many sittings took place in small rooms, where
furniture had to be moved to make room for the heavy camera and lights. The jeep
available to him was too small for his bulky equipment, and British electrical outlets
were di↵erent from Canadian ones. Yet in spite of these di�culties, Karsh managed to
produce more than sixty portraits in his sixty days in Britain. Of these, he felt that at
least forty-two were major portraits.

It should be pointed out that Karsh believed that a person’s hands are “as expressive
of a person’s character as the face.” The location and orientation of the hands are as
important as a smile, a tilted head, or a raised eyebrow. This is why most of his portraits
include the hands of the subject. He also claimed that hands placed against the face
may look like claws, while flat hands turned toward the camera may look clumsy, and
interlocked fingers create a sense of disorder in the image. Thus, hands in his portraits
are either thrust into pockets, clasping a lapel, lying on a hip, or holding a cigarette.

It was during this short trip to the UK, that Karsh explained his mission as a war
photographer. “I am a photographer on the o↵ensive. I first reconnoiter the territory
by gathering as much information as possible about my sitter; then in meeting him, I
engage him in light skirmishes until I have got the situation in hand. . .Then, and only
after I am satisfied that I have secured a clear mental picture of my subject, do I launch
operations in earnest.”

By late November 1943 Karsh was back in Ottawa, ready to edit and finish the
many negatives he developed, and produce the prints that so many were waiting for. It
took several months until, in early 1944, the first images started appearing in magazines
and in an exhibition that Karsh had in the Château Laurier hotel in Ottawa and then
moved to Toronto, Montreal, and Winnipeg. The following review was typical “Each is
a brilliant and memorable masterpiece of Karsh’s great genius, for Karsh photographs
great men as they have seldom been photographed.”

It is clear that between them, the Churchill portrait and the mission of goodwill
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to Britain had cemented the reputation of Karsh. If earlier he was well known in
Canada, now, in mid 1943, he was an internationally acclaimed portrait photographer.
To quote his biographer Maria Tippett [Karsh 07] “From then on, the central figures in
his portraits were no longer only the subjects portrayed, but also the man who stood
behind the camera.” On 4 January 1944, Life magazine published an article titled
“Leaders of Britain,” with many of Karsh’s images, each accompanied by text explaining
how it was taken. The article also explained how this photographer talks to his subjects
before pressing the shutter, how he draws his subject into an argument in order to get
to know him better, and how Karsh set up and adjusts the lighting in order to bring out
the subject’s character.

Biographical notes.

Human history is full of great calamities, catastrophes, and tragedies involving
the torture and killing of large numbers of innocent people. Notable examples of old
tragedies are the Greco-Persian wars of antiquity, the early Muslim conquests in the
7th century, the 13th century Mongol invasions and conquests of Europe, and the black
death of the mid 1300’s. However, historians generally agree that the greatest tragedies
of the human race occurred in the 20th century. The two world wars, Stalin’s purges,
the holocaust, and the Great Leap Forward in China are just a few examples. Among
such unimaginable su↵ering, one may forget the Armenian massacre of 1915, in which
“only” about a million Armenians and other ethnic Christian groups were tortured and
slaughtered by the Ottoman Empire during WWI.

At the time, Yousuf was about seven years old (his original Armenian name was
Hovsep, Yousuf is the Arabic version of Joseph), but it is safe to assume that the terrible
events around him had a↵ected him for life. His family was relatively lucky, being allowed
to escape to Syria in 1921 with none of their belonging. In 1923, Yousuf’s mother received
a letter from her brother, George Nakash, who was already a photographer in Canada,
inviting her to send one of her sons to live with him. This is how at age 17 Yousuf found
himself in Canada. Initially he planned to study medicine, but after a few years we see
him in his uncle’s studio, quickly becoming interested in photography. George Nakash
encouraged young Yousuf and soon found him a place as an apprentice under his friend
the photographer John H. Garo, in Boston. Garo, in turn, also encouraged Yousuf and
sent him to take evening classes on art, composition, and lighting. This was how the
future Karsh of Ottawa prepared for his career. Figure 6.67, from the mid 1920’s, shows
Camil Darac, Nazlia Nakash, Lucie Nakash and young Yousuf Karsh. The source is
George Nakash. Library and Archives Canada, PA-215105.

Karsh returned to Canada in 1931. He settled in the capital Ottawa looking for
opportunities to photograph dignitaries, celebrities, and important foreign visitors. He
started as a partner in a studio, then became sole owner. In addition to taking the
portraits of the elite of Ottawa—businessmen, debutantes, brides, and diplomats—he
worked at the Ottawa Little Theatre, where he photographed the actors and also met his
future first wife, the French actress Solange Gauthier. They were married in 1939 and
stayed together until her death in 1961. Also in the Ottawa Little Theatre Karsh met
the Governor-General and Countess of Bessborough who gave him his first important
commission.

His really important break came in 1936, when Franklin Roosevelt became the first
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Figure 6.67: Young Yousuf and Relatives.

American president to pay an o�cial visit to Canada. Karsh was invited to cover this
visit, and it was at that time that he first met and befriended Prime Minister Mackenzie
King. It didn’t take long for King to recognize Karsh’s talent. After inviting Karsh to
take Churchill’s photograph in 1941, King had arranged for Karsh’s triumphant visit to
Britain in 1943.

After the war, Karsh started traveling. He quickly learned that public interest
had changed from leaders, generals, and politicians to sportsmen, musicians, artists,
businessmen, and movie stars. As his reputation grew, more celebrities were happy to
have him take their portraits, a process that slowly turned him into a celebrity himself.
In 1952 he received an important commission from Maclean’s magazine to document the
booming post-war economic development in Canada. During this 17-month assignment,
Karsh produced some 8,000 pictures, many of which were eventually published in the
magazine. In 1959 Karsh su↵ered a heart attack from overwork. In 1960, he published
Portraits of Greatness, a collection of many celebrities’ portraits. In 1961 Solange died of
cancer. In 1962, while still in his fifties, Karsh remarried. His second wife was Estrellita
Machbar, a medical writer and historian whom he had met during a portrait session in
Chicago.

In 1936 Karsh had produced enough photographs to have a solo exhibition in the
Drawing Room of the Fairmount Château Laurier hotel in Ottawa. Years later, in
1973, after his triumphs during the war years in Ottawa, Britain, and elsewhere, he
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finally moved his studio to this hotel, where it remained until he retired in 1992. His
fame grew. He took the portraits of every Canadian prime minister since Mackenzie
King, every French president since Charles de Gaulle, every British prime minister since
Winston Churchill, and every American president since Herbert Hoover. In 1998, to
commemorate Karsh’s long and warm relationship with the hotel, Suite 358 was renamed
the The Karsh Suite.

In 1997, a few years after his retirement, Karsh moved to Boston, where he remained
until his death in 2002, at the age of 93. In 2001 he was included in the International
Who’s Who list of the 100 most influential people of the twentieth century. It should be
noted that Karsh was the only Canadian, and the only photographer, on this list. He also
received the Medal of the Royal Canadian Academy of Arts (1975) and the Companion
of the Order of Canada (1990), as well as obtaining over 24 honorary degrees. During his
long career, Karsh produced more than 150,000 negatives using a large-format 8-by-10
camera. A typical portrait session would last two hours, during which he would get to
know his subject, talk to him about his work and his family, interview him, and take
15–20 shots. As if this was not enough, Karsh preferred to meet the subject before the
session, either for dinner the evening before or for several hours on the morning of the
sitting.

Figure 6.68 is a (public domain) image of Karsh’s Signature.

Figure 6.68: Karsh’s Signature.

Within every man and woman a secret is hidden, and as a photographer it is my
task to reveal it if I can.

Character, like a photograph, develops in darkness.
Look and think before opening the shutter. The heart and mind are the true lens

of the camera.
If there is a single vanity that is shared by all great men, it is vanity.
The trouble with photographing beautiful women is that you never get into the

dark room until after they’ve gone.
—Yousuf Karsh.

Vivian Maier, the greatest photographer you’ve never heard of
(1926–2009)

In winter 2007, John Maloof, a 26-year-old amateur historian and former realtor in
Chicago, was writing a book on his Portage Park neighborhood of Chicago, for which he
needed vintage photos. In an auction house he noticed a box loaded with negatives of
old photographs of Chicago, He bid and won the box for (he is not sure but he believes)
$380. The photographer’s name, Vivian Maier, appeared in the box, so Maloof searched
the Internet for her but found nothing. The photographs in the box were interesting and
captivating but they were not of Portage Park, so he put the box away in a closet and
forgot about it for a while. Later, he decided on a whim to scan some of the negatives
and what he discovered had changed his life forever. “Little by little I realized how good
they were,” he later said.
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John placed about 200 photographs in a blog on the In-
ternet. To his surprise, as soon as he posted a link to his blog
in Flickr, the response was insane. Messages such as “amaz-
ing,” “I love this,” and “I can only say Wow,” were typical.
John then decided to find out about this unknown photogra-
pher and piece together the rest of her work. He found others
who won boxes full of her negatives in auctions and he bought
those boxes, ending up with (in his words) “an insane amount
of those negatives.” Naturally, he wanted to know who was
behind that work, but all he had was her name, Vivian Maier. When he again searched
the Internet for her, he was surprised to find her obituary, placed there just a few days
earlier. Also, searching in the boxes, he found a mailing label with an address (Miss
Vivan [sic] Maier, 140 E Deer Park Court, Highland Park, IL 60035) and after further
search in the phone book, John finally had a telephone number. He called:

“I have negatives by Vivian Maier,”
“Oh, she was my nanny,”
“Why is a nanny taking all these photos?”
The people on the other end, the Gensburgs, told John that Vivian was their nanny

for years, until, in 1972, the youngest of them went o↵ to college. (From 1956 to 1972,
Maier had lived with Avron and Nancy Gensburg in Highland Park as a nanny for their
three boys John, Lane, and Matthew.) She was a loner, they did not know of any family
of hers, any children, any family life, but they were her charges and she was like a mother
to them. This only whetted Maloof’s curiosity and he asked for any stu↵ of hers that
they might have. It turned out that toward the end of her life, her former charges, now
grownup, had regularly paid the rental fees for two storage lockers full of her stu↵, and
now that she was gone they wanted to empty that storage.

With John in tow, they went to the storage facility and found a hoard. Many
thousands of items, mostly common, everyday mementoes such as letters, receipts, notes,
fliers, bus passes, train tickets, hats, shoes, coats and other clothes, cheap jewelry,
stock certificates, and uncashed tax refund checks (mailed to her at 831 Michigan Ave,
Wilmette, IL 60091, and amounting to thousands of Dollars). But among all those
items there was a treasure trove. An old, large leather chest full to the brim with 2700
rolls of undeveloped film. In addition, there were around 150 short home movies, both
8 mm and 16 mm. Maloof tried to interest several museums in this immense historical
collection of about 150,000 photographs, but a typical response was “thank you for your
interest in us, unfortunately the museum cannot accommodate these photographs at
this time.”

John then tried a di↵erent approach. He developed, printed, and framed a few
hundred of her photographs and applied for a show titled Finding Vivian Maier, Chicago
Street Photographer, at the Chicago Cultural Center. This event had the biggest turnout
for any artist that the center had ever experienced, and made Vivian Maier famous
overnight (albeit too late for her personally). Television, newspapers, and magazines
talked about her, interviewed photographers, and featured her work. In response to this
publicity, John Maloof decided to, in his words, “put Vivian in the history books.”

Over time, John discovered that Maier had stu↵ in other lockers that had been sold,
so he tried to track down the buyers and purchase more of her pictures. Estate liquidator
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Roger Gunderson was the first to buy lockers of Maier’s stu↵ (while she still lived but
was unable to pay the rent). He bought five of her seven lockers because he noticed an
antique suitcase with labels from Paris. Gunderson then sold much of her stu↵, made
some money, but in the end he told Maloof “I wish I would have found those negatives
instead of you.” Today, the majority of Maier’s work is owned by Je↵rey Goldstein, John
Maloof, and Ron Slattery. Her archive is therefore fractured, which makes it di�cult for
researchers and art historians to construct a complete picture of her and her life work.

(Goldstein’s collection consists of about 16,000 black-and-white negatives, 225 rolls
of film, 1,500 color slides, 1,100 vintage prints, and 30 home movies.)

In various receipts and other documents Maloof found in her boxes, he discovered
past addresses of Vivian and was able to track down, meet, and talk to people who knew
her. They were people she worked for, either as a nanny, a housekeeper, or a caretaker.
They knew very little about her life, but they all said things such as “paradoxical,”
“bold,” “mysterious,” “eccentric,” “private,” “she didn’t like to talk about herself,”
“she was clearly a recluse,” “I never had any idea she took pictures,” “when she took
her photos she would be completely absorbed; an absolute concentration,” and “I think
she would have liked her artwork to be honored, but I don’t think she personally would
have liked to be in the limelight, I don’t.” People just could not believe that a nanny, a
Mary Poppins with a camera, could have taken all those pictures.

They told John that Vivian had a Rolleiflex, a twin-lens reflex camera (Figure 3.7)
that shoots large, square negatives. (For some reason, she cropped many of her negatives
into rectangles.) This camera is held at waist level, such that the photographer shoots
looking down, instead of looking at the subject. This results in the photographer being
invisible to the subject and makes it easier to shoot spontaneously and from a close
range. Vivian became a street photographer even before this phrase existed.

Street photographers tend to be comfortable among people. They walk, watch,
observe, and wait for an opportunity to shoot the once-in-a-lifetime picture, but at
the same time they try to stay invisible. It seems that this attribute, invisibility, was
very compatible with Vivian’s personality, which may be one reason why her street
photography is of such high caliber. Her work clearly demonstrates that in spite of
her being shy, introverted, and private, she had a profound connection with the world
around her. She simply connected with it in the only way she knew how, by looking
down at her viewfinder, and in this way created sharp, honest, and revealing images.

Her contact sheets show that Vivian tended to take just one shot of a scene. Today,
in the age of inexpensive digital photography, this is considered risky and most photog-
raphers take several, sometimes many, shots of a scene, in the hope that at least one
would come out good. Thus, the fact that so many of her pictures are good is another
sign of a great photographer.

After the 1980’s she still carried her camera with her at all times and also bought
film, but no negatives exist from that period.

Because of the work of Maloof and others, Vivian is becoming more well-known
all the time. In addition to books and documentaries about her, her work has been
exhibited in many places (in 2010, in Aarhus, Denmark, signs on Danish buses read
“Viva Vivian” when she had her first exhibition).

Her work reflects the bizarreness of life, its incongruity, and the unappealingness
of humans. She was extremely private, avoided personal relations and friendly chats,
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yet her work is now popular because it celebrates life and people and because her pho-
tographs are incredibly intimate. Many of them make the viewer feel as if he is at the
beginning of a mysterious story, waiting for a solution. She used the Rolleiflex in order
to remain unobtrusive and avoid eye contact with her subjects, yet those same subjects
come to life in her work.

Those who take the time to view her photographs often comment that in the short
time (typically a sixtieth of a second) it took her to shoot a picture, she managed to
unmask her subjects, to see beyond the surface of their skin, and capture their character,
mood, and inner thoughts.

Being private, she never exhibited her photos, perhaps never even tried. In fact,
the boxes retrieved from storage contain many undeveloped film canisters, implying that
even she never saw most of her pictures, and what she did see were mostly negatives.
Thus, she took all those pictures because she simply felt she had to. Many people take
up painting, basket weaving, or music for the same reason.

No one knew about her work. Jim Dempsey, a neighbor who saw her every week for
a dozen years, always with a camera or two around her neck, says “I never even thought
she had film in those cameras. I thought it was just an accessory.”

Street photographers, such as Henri Cartier-Bresson, Garry Winogrand, and Diane
Arbus, insist that their genre is profoundly democratic and illustrates the fact that
people matter and even the poorest of the poor may have a story worth telling.

The following quotation, by Vincent van Gogh, neatly summarizes the life and
growing reputation of Vivian Maier “stars are the souls of dead poets, but to become a
star, you have to die.”

Photographers are either square or horizontal people, and Vivian was a square person.
—Richard Cahan.

Because of the publicity surrounding Maier and her work, there are now legal issues
as to who owns the right to Maier’s pictures, which is why Figure 6.69 shows her birth
certificate instead of any, possibly copyrighted, images.

After several years of research, the main events in Vivian’s life have come to light,
but much is still unknown. Here is a short timeline.

1919. Marriage of parents Marie Jaussaud (French) and Charles Maier (Austro-
Hungarian).

1926. Born in Manhattan, New York (February 1).
1930. Living in St. Mary’s street, The Bronx with her mother and a 49-year-old

French studio photographer, Jeanne Bertrand (a woman). Census records do not list
her father or elder brother Charles.

1932–1938. In Saint-Bonnet-en-Champsaur, a little village in the French Alps, with
her mother from age 6 to age 12. Those who knew her as school friends recall her as “the
girl with a bike and a camera” and describe her as popular (because she was American)
but reserved.

1938. Returns with her mother to live in New York. The 1940 census lists the entire
family (now including father and brother) as living on Manhattan Upper East Side.

1949–50. Visits France again (age 24) to sort out the sale of a farm that belonged to
her great aunt who died during World War II. Visits her grandfather who lives nearby.
Snaps about 2,000 pictures (her first known) with a simple Kodak box camera that
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Figure 6.69: Vivian’s Birth Certificate.

produced 2.25 ⇥ 3.25 inch negatives. Also travels to Grenoble, Geneva, and Nice. A
point to be noted is that on her passport application she listed her profession as “a
factory employee.”

1951. In the spring, returns to live in New York. Earns her living looking after
children. Works hard at her photography. Switches to the Rolleiflex camera with its
large, square negatives. Travels to Cuba and Canada.

1955. Los Angeles, working as a nanny.
1956. Starts job in Chicago as a nanny, where she stays for the rest of her life.

(With the Gensburgs, she visited Florida several times in the 1950’s and 60’s. With the
Raymond family, she visited Sturgis, South Dakota in 1967.)

1959. Applies for a passport, listing her profession as child nurse. Goes on world
tour, mostly to Asia, but also Yemen, Egypt, Italy, and including a visit to France to
sell an inheritance (part of a small farm in Alsace). Again taking thousands of pictures.
She was noticed in Saint-Bonnet-en-Champsaur and is well remembered because she
took pictures. At that time, the locals used their cameras mostly in weddings and
communions, but she photographed the narrow streets, the mountains, and workers in
the fields; everything.

1960’s and later. Chicago, where again she works as a nanny while being busy as a
street photographer.

1965. An aunt dies and leaves everything to a friend.
2007. In arrears on her storage rental fees. Contents sold and then auctioned.
2009. Dies (April).

I’m nobody! Who are you?
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Are you nobody, too?
Then there’s a pair of us—don’t tell!

They’d banish us, you know.
How dreary to be somebody!

How public, like a frog
To tell your name the livelong day

To an admiring bog.
—Emily Dickinson

References [Cahan 12], [Cahan 14], [Maloof 13], and [Maloof 14] are some of the cur-
rent books about Maier. Two documentaries are [BBC.Maier 13] and [finding.Maier 13].
Relevant websites are [assoc.maier 14] and [maier 14].

6.10 First-in-Class Photographs

Here are some comments on the historically-important images in the following pages.

Regarding the image of Robert Cornelius, Page 814. Viewers tend to comment on
how handsome Cornelius was and how strange it is to see someone who was born more
than 200 years ago look so much like a contemporary person. At the time, the New York
Post commented as follows:

On a sunny day in October, Robert Cornelius set up his camera in the
back of his father’s gas lamp-importing business on Chestnut Street in Center
City, Philadelphia. After removing the lens cap, he sprinted into the frame,
where he sat for more than a minute before covering up the lens. The picture
he produced that day was the first photographic self-portrait. It is also widely
considered the first successful photographic portrait of a human being.

William Thompson (1856) didn’t actually dive to take the underwater photograph
on Page 817. He lowered his housed plate camera to the seabed in Weymouth Bay and
operated the shutter from a boat anchored over the site.

Thomas Sutton (1861), the early British photographer responsible for the Tartan
ribbon image on Page 818, also invented the first single lens reflex camera in 1861.

The “Landscape of southern France,” by Louis Arthur Ducos du Hauron on Page 819
is a heliochrome view of Agen, France, showing the St. Caprais cathedral.

The hogfish image on Page 820 is the first underwater color photograph (1926).
It was taken o↵ the Florida Keys by William Longley and Charles Martin (the latter
was a sta↵ photographer of National Geographic). The light was produced by highly
explosive magnesium flash powder, especially developed by this pair of photographers
for underwater illumination.

Regarding the 1893 underwater photograph on Page 820, the light came from a
flash bulb Louis Boutan developed for use underwater. He later used carbon arc lights
for illumination.
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The famous “Blue Marble,” on Page 822 was taken by the crew of Apollo 17 space-
craft, while traveling to the moon, at a distance of about 29,000 kilometers (18,000 miles)
from the surface. This is one of the most reproduced images in history. Before the Earth
was photographed from space, our perspective of it was fragmented and disconnected.
The original image was shot with south at the top, but was reoriented by NASA to make
it recognizable.

The following refers to the last of those images, on Page 822.

Back in 1992, after their show at the CERN Hardronic Festival, my colleague Tim
Berners-Lee asked me for a few scanned photos of “the CERN girls” to publish them
on some sort of information system he had just invented, called the “World Wide
Web.” I had only a vague idea of what that was, but I scanned some photos on my
Mac and FTPed them to Tim’s now famous “info.cern.ch.” How was I to know that
I was passing an historical milestone, as the one above was the first picture of a band
ever to be clicked on in a web browser!

—Silvano de Gennaro.
A digression. Many photographs have been taken since the inception of pho-

tography. More and more are being shot all the time, and the process has accelerated
tremendously since the beginning of the digital revolution in photography. Analysts who
watch the photography market sometimes claim that the total number of photographs
taken since 1839 is in the trillions. Faced by such numbers, three of the most common
questions about photographs are (1) what is the most viewed photo, (2) what is the
most important image ever, and (3) what is the most expensive photo ever.

The most common photograph ever, the one seen (although
not looked at) by the largest number of people, is believed to
be Bliss, the image chosen by Microsoft in 2001 as the desktop
background for its Windows XP operating system. This picture
was shot in 1996 in the Los Carneros area of Sonoma county,
California. It was purchased in 2000 by Microsoft for at least
$100,000 (the precise amount is unknown) from its creator, the
photographer Charles O’Rear, who shot it on a medium-format 120 film (Fujichrome
Velvia 100, which features a 4:3 aspect ratio) with a Mamiya RZ67 camera. This film is
known for its very saturated colors, high contrast, and excellent sharpness (notice how
the small yellow flowers stand out against the green grass). Because of the 4:3 aspect
ratio of this film, the image fit comfortably on the computer monitors common at the
time.

The small version shown here (many bigger images can be seen on the Web) shows
how this aspect ratio resulted in much sky. Viewers have commented on the peaceful
e↵ect created by the combination of the calm, rolling green hill and the wispy clouds in
the large sky. The composition also contributes to the attractiveness of this image. It
is easy to see how the viewer’s eye is first drawn to the top of the hill and then slides
down and to the right, along the smooth grass, taking in the hill and sky as it moves.
(Moving the eye from left to right results in an especially pleasing composition, because
this is the normal direction of reading in many western languages.) The top of the hill,
as well as the top and bottom thirds of the image obey the rule of thirds, which adds to
its attractiveness. The afternoon sun creates a warm hue over most of the hill, adding
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to the pleasantness of the image.
Windows XP died in 2014 and the Bliss image has slowly been forgotten since. It

does not appear in Time magazine’s well-known list “The Most Influential Images of
All Time,” and is not carried by photo galleries and museums. In all likelihood, it will
soon disappear.

Damn. I always thought it was computer generated. It looks unreal.
—Found on the Web.

The most important image ever. A microscope enlarges objects; a telescope, on
the other hand, brings objects closer. This is why today’s large reflecting telescopes
feature very narrow fields of view. Imagine holding a one square-mm piece of paper
one meter away from your eyes. The patch of sky obscured by it is about the size of
the region seen by a large reflecting telescope. Such a minute field of view is ideal for
deep space research, because it can reveal very faint objects. The image discussed here
is the Hubble Ultra-Deep Field (HUDF), an image of a small region of space in the
constellation Fornax (the furnace), that was discovered to contain an estimated 10,000
galaxies.

In late 2003, someone had the idea of extending previous deep sky surveys by
pointing the Hubble at a small, rectangular patch of the sky, 2.4 arcminutes to a side.
The region does not contain any foreground stars (i.e., from our galaxy) and it seemed
completely empty. When not otherwise busy, the telescope was pointed at this region and
took many 20-minute exposures during 400 orbits from September 2003 until January
2004. An orbiting telescope can see some parts of the sky only during half of its orbit,
which is why the Hubble took two exposures of this region per orbit. To a photographer,
a 30-min exposure is very long, but the total exposure time of this image added up to
almost a million seconds (about 11.57 days). The exposures were shot using four filters
centered on 435, 606, 775, and 850 nm.

After digitally combining the many exposures, the final image was a surprise. This
small, empty region of the sky has proved to contain about 10,000 galaxies. Most are
only dots, smudges, and smears in the image, but others feature the familiar shape of a
rotating galaxy. This is humbling. It has revolutionized our view of the Universe and
has brought to our conscience the fact that we are small while the universe is BIG. It
is bigger than we ever imagined and it is heavily populated, with galaxies, with stars,
with planets, and perhaps also with life. It is because of this realization that the Hubble
Ultra-Deep Field image is considered by many the most important image ever taken.

One peek into a small part of the sky; one giant leap back in time.
Neil Armstrong (paraphrased).

End of digression.

⇧ Exercise 6.10: What is the most expensive photograph ever?



6 History of Photography 811

Photo of a leaf that may have been taken by Thomas Wedgwood in the 1790’s.

The earliest known photograph of a human being on paper shows this coachman.
It was attributed to William Fox Talbot in 1840 at Lacock Abbey in Wiltshire, but it
may in fact have been taken by Thomas Wedgwood in the 1790’s.
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Earliest known surviving heliographic engraving by Joseph Nicéphore Niépce with
a camera obscura (1825).

View from the window at Le Gras, by Joseph Nicéphore Niépce (1826 or 1827).
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Latticed window at Lacock Abbey, a positive printed from the oldest known nega-
tive. Taken by William Fox Talbot at Lacock Abbey (1835).

Oldest surviving Daguerreotype, L’Atelier de l’artiste, by Louis Jacques Mandé
Daguerre (1837).
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Paris, Boulevard du Temple. For years this Daguerreotype by Daguerre was con-
sidered the first photograph of people (1838).

The first known selfie as well as the first known photographic portrait ever taken. A
self-portrait of Robert Cornelius, American pioneer of photography and a lamp manu-
facturer (1839). Cornelius wrote on the back of this self-portrait “The first light Picture
ever taken. 1839.”
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The earliest known photograph of a woman, Dorothy Catherine Draper, taken by
her brother, John William Draper (1840).

The first detailed photograph of the full moon, John William Draper (1840).
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First photograph (a Daguerreotype) of the sun. Taken by Hippolyte Fizeau and
Léon Foucault (1840).

Hannah Stilley Gorby, here shown as an old woman sometime in the 1840’s, was
born in 1746, and is currently assumed to be the earliest-born person to be photographed.
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First underwater photograph, William Thompson (1856).

The first Japanese photograph, a Daguerreotype showing Shimazu Nariakira, a
Japanese feudal lord. This was taken by Ichiki Shirō on 17 September 1857.
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Oldest known aerial photograph, titled “Boston as the eagle and the wild goose see
it,” taken by James Wallace Black (1860). This is the first clear aerial image of a city
anywhere.

First color photograph, the well-known “Tartan ribbon,” taken by James Clerk
Maxwell and Thomas Sutton (1861).
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First landscape photograph in color, “Landscape of southern France,” by Louis
Arthur Ducos du Hauron (1877).

It took a while to capture lightning on film. This honor goes to William N. Jennings,
who managed it on 2nd September 1882.
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The first underwater photograph taken while submerged, by Louis Boutan (1893).

The first underwater color photograph, showing a hogfish (1926).
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The first photograph taken from space was automatically shot from a V-2 rocket
orbiting the earth on 24th October 1946.

The first digital photograph, showing Walden, the newly born son of Russell A.
Kirsch (1957).



822 6.10 First-in-Class Photographs

The famous “Blue Marble,” taken on 7th December 1972 by the crew of Apollo 17
spacecraft.

This picture of Les Horribles Cernettes was the first photographic image published
on the World Wide Web (1992). The Horrible CERN Girls was an all-female parody
pop group that performed at CERN, where the World Wide Web originated.
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6.11 History of Photography Timeline

This timeline concentrates on the hardware side of photography (film and cameras). Very
little is mentioned of image processing software, pioneer photographers, or photographic
organizations.
See http://en.wikipedia.org/wiki/List_of_abbreviations_in_photography for a
list of abbreviations of photographic terms. A timeline of panoramic cameras (1843
to 1994), is available at [cameraTimeline 13]. A timeline of major milestones in HDR
can be found at [fhotoroom 13]. Page 308 has a short history of film speed standards.
Reference [CameraHistory 14] is a survey of the history of the camera.
Ancient world. The pinhole camera (and the camera obscura) invented independently
in the east by the Chinese philosopher Mo-Ti (5th century b.c.) and in the west by
Alhazen around a.d. 1000. Murals are painted by tracing images projected by this
camera.
1490. Leonardo da Vinci writes the first detailed description of camera obscura in his
Atlantic Codex, a 1,286-page collection of drawings and writings.
16th century. First use of a lens to improve the image created by a camera obscura.
Around 1550. Georgius Fabricius notices change of color in silver compounds exposed
to light. Others before him may also have noticed this but did not document it.
1604. Johannes Kepler coins the name camera obscura. In 1609 he proposes to use a
lens to sharpen the projected image.
1664–1666. Isaac Newton passes white (sun) light through a prism and discovers that
it is a mixture of various colors (he also coins the word indigo to describe one of the
colors). The fictional name Roy G. Biv can be used as a mnemonic to help memorize
the seven dominant colors: red, orange, yellow, green, blue, indigo, and violet.
17th century. Painters employ a camera obscura to project an (upside down) image
of the subject on the canvas, to be traced by the artist.
1727. Johann Heinrich Schulze, an anatomist, accidentally creates the first silver-based
photo-sensitive compound that he termed scotophorus. This important discovery laid
the foundation of photography and was developed and used in photographic film until
the age of semiconductor image sensors.
1800. Thomas Wedgwood, son of the famous potter Josiah Wedgwood, produces what
he termed “sun pictures” by placing opaque objects on wood or paper treated with silver
nitrate. These were the first negatives, but he couldn’t find a way to preserve (fix) them.
His images always deteriorated rapidly.
1816. Joseph Nicéphore Niépce, while attempting to reproduce landscape views made
in a camera obscura, starts using photosensitive paper and glass. He calls his creations
héliographie.
1826. Niépce creates a permanent image using bitumen on a pewter plate. (Bitumen is
a type of asphalt that hardens when exposed to light.) There was no negative, but the
image required perhaps two days of exposure and was di�cult to view. This may well
be the first modern photograph.
1828–1829. Niépce and Louis Daguerre become partners until the former dies in 1833
and his son Isidore tries and fails to take his place.
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1834. Henry Fox Talbot develops his photographic process that incorporates a negative
and a positive and makes it easy to reproduce an image. His negatives were made of
paper soaked in silver chloride and were exposed and then developed by gallic acid. His
great discovery was how to fix the image with a salt solution (an easy and safe process).
The positive images were made by contact printing the negative onto another sheet of
paper. His basic method (improved and extended by himself and many others) became
the basis of modern photography until the emergence of digital photography in the early
1990s.
1837. Louis Daguerre is finally able to create images on a silver-plated glass plate coated
with silver iodide. The plate is exposed to light and then the image is developed with
(highly toxic) mercury vapor. The image on the plate is fixed with a strong solution of
salt. Elated with his success, Daguerre applies for a patent, but the French government
is informed that the invention is too important to be tied up to one person, so for the
rest of his life (shortened by mercury poisoning) Daguerre receives a 6,000-Franc/year
state pension instead. Isidore Niépce receives 4,000 Franc/year.
1839. Daguerre tries to photograph the moon.
1839. Daguerre’s patent-free process, the Daguerreotype, spreads quickly over the
world. Talbot is alarmed. In an attempt to secure priority, he writes to the French
academy, but he overstates his case, since at this time his process works in principle,
but is far from satisfactory.
1839. Hippolyte Bayard, a French civil servant now known as the third inventor of
photography, very quickly develops and makes public his system of photography. It is
a direct-positive process that produces a positive image on paper. There is no nega-
tive. Because of the long exposure needed (15 to 30 minutes), most of his images are
landscapes and architectural. Unfortunately, the French academy of science supports
Daguerre’s process, thereby ensuring that Bayard receives no recognition for his work.
Even today, his name is missing from many sources of photographic history. (See dedi-
cation on Page v.)
In addition to Talbot and Daguerre, several inventors came out in the miracle year 1839
with various photographic methods. The following table, from [marillier 14], lists them
in chronological order:
January 20: Hippolyte Bayard (silver iodide)
January 25: Henry F. Talbot (silver chloride)
January 29: Sir William Herschel (fixing with sodium hyposulfite, silver carbonate)
February 1: Carl August von Steinheil and Wilhelm von Kobell (silver salts)
February 2: Andreas Friedrich Gerber, a Swiss veterinary surgeon (silver salts)
February 11: Paul Desmarets, a French balloon photographer (silver salts)
February 24: Joseph-Pierre Anaclet Vérignon, a pharmacist in Hyères, France (silver
iodide)
March 2: Friederike Wilhelmine von Wunsch (silver salts)
March 9: Rev. Joseph Bancroft Reade (silver chloride applied to tanned leather)
March 9: Samuel F. B. Morse (silver salts)
April 8: Jean Louis Lassaigne (silver iodide)
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April 9: Albrecht Breyer (reflectographic process, also known as Breyertype). Breyer
seems to have been a Belgian medical student who did not press his claim as an inventor
and eventually sank into obscurity.
April 17: Andrew Fyfe (silver phosphate)
May 25: Mungo Ponton (chromium salts)
August: Hans Thøger Winther (silver salts)

You can’t name the inventor of the camera. The 19th-century invention was chemical:
the fixative.

—David Hockney.

1840. First American patent (#1582) issued in photography to Alexander Wolcott for
his Daguerreotype mirror camera (Figure 6.8).
1840. In March, John William Draper attaches a camera to his 5-inch reflecting tele-
scope and takes the first successful photograph of the moon (a 20-minute exposure).
1841. Talbot patents his photographic method under the name calotype (Greek for
beautiful picture), although the term Talbotype was also used for a while. Talbot is
widely criticized for his attempt to benefit from his invention, but he proves that it cost
him thousands of pounds.
1843. First advertisement with a photograph is published in Philadelphia.
1849. Sir David Brewster invents the Brewster stereoscope, which required pairs of
stereo pictures. This started stereo photography, which for years developed alongside
mono-photography. As movies became popular in the early 1900s, stereo photography
declined.
1850. Sir David Brewster takes the first photograph with a pinhole camera.
1851. Frederick Scott Archer, a sculptor in London, publishes his 1848 collodion wet
plate process, which quickly replaces the Daguerreotype. He does not apply for a patent
and leaves his method in the public domain. The collodion technique is based on the
Daguerreotype, increases its resolution, and adds to it the ability to print multiple paper
copies like Talbot’s process. The main step was to spread a mixture of collodion (nitrated
cotton dissolved in ether and alcohol) and other chemicals on sheets of glass on which a
negative was created. A positive was later printed on albumen paper.
1853. Nadar (Felix Tournachon) opens his portrait studio in Paris. Nadar was an
influential photographer who made important contributions to the young field of pho-
tography. Among other things he pioneered aerial photography and artificial lighting in
photography. He appears as the character Michel Ardan in Jules Verne’s book From the
Earth to the Moon.
1854. Adolphe Disdéri develops and patents his version of carte-de-visite photography
in Paris. The idea is to have a small photographic image mounted on a card. In just
a single decade this simple idea led to a worldwide mass-production of portraiture and
made Disdéri famous.
1861. James Clerk Maxwell develops and demonstrates his color photography system.
Three black-and-white photographs are each taken through a red, green, and blue filter.
The photos are later turned into slides and are projected through the same color filters.
1861. Thomas Sutton invents the SLR (single-lens-reflex) camera.
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1861. Oliver Wendell Holmes Sr. invents a stereoscope viewer.
1861–1865. The American Civil War was the first war to be well documented by
photography, notably by Mathew Brady, and several others, who traveled extensively
on both sides.
1865. Photographs and photographic negatives are now protected under copyright law.
1860s and 1870s. Louis Arthur Ducos du Hauron experiments with additive and
subtractive methods for color photography.
1871. Richard Leach Maddox, a photographer and physician, invents lightweight gelatin
negative glass plates for photography. This becomes known as the dry plate process and
proves a commercial success.
1877. Eadweard Muybridge, a prolific photographer, produced over 100,000 images of
animals and humans in motion, capturing details of motion the human eye could not
capture. In 1877 he manages to produce a burst of photographs proving that the four
hooves of a galloping horse do leave the ground simultaneously.
1880. George Eastman was 25 when he founded the Eastman dry-plate company (later
Kodak) in this year. His goal was to mass-produce standardized photographic equip-
ment. Among his many inventions and innovations he also invented roll film, which
gave a tremendous boost to the development of both practical cameras and commercial
movies. Also this year, the first halftone photograph appears in the New York Graphic,
a daily newspaper.

You press the button, we do the rest.
—George Eastman

⇧ Exercise 6.11: The verb “to shoot” is used in English in several contexts. A bullet is
shot from a gun. A rocket is shot into space. A shot of whiskey. A shot in the arm is
common in medicine. “Give it another shot” is a common phrase. Explain why we also
use this verb in photography.

To shoot or not to shoot. It’s no question.
—Hamlet (paraphrased).

Eastman was one of the first to produce (in 1878–1880) dry plates commercially, and
this product gave photography a tremendous boost. Photography with wet plates was
tedious and messy. The photographer had to coat a plate with chemicals in a dark place,
wait a few minutes, and then expose the plate and develop it (also in a dark place) while
it was still wet. Thus, until the day of dry plates, an outdoors photographer had to haul
his camera, plates, chemicals, and darkroom on a horse, as did Eadweard Muybridge and
many others. Dry plates could be purchased in a store or directly from Kodak, stored
for months, and then exposed. Developing could be done later, at the photographer’s
convenience.
1883. Andrew Ainslie Common employs the recently-invented dry plate process to
record images of a nebula. He made a 36-inch reflecting telescope and used long ex-
posures (up to 60 m) for this work. For the first time, photographic images showed
stars too faint to be seen by the naked eye. This was a breakthrough in astronomical
photography.
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1883–2000. Life magazine made heavy use of large photos, and published many iconic
images (Alfred Eisenstaedt’s photo of a sailor kissing a nurse in Times square on VJ
day, August 1945, is perhaps the best known).
1887. Reverend Hannibal Goodwin invents a method for making transparent, flexible,
celluloid film and applies for a patent.
1887. In Germany, Adolf Miethe and Johannes Gaedicke invent flashlight powder (Blitz-
lichtpulver). They initially use Lycopodium powder (the waxy spores from club moss)
and then magnesium with potassium chlorate and antimony sulfide.
1887. The Eastman dry plate company becomes Eastman Kodak. (See year 2012 for
its exit from the camera market and its bankruptcy.)
1888. Another important innovation by George Eastman, the Kodak camera, makes its
debut (US patent 388,850). It had a 20-foot roll of light-sensitive paper (not yet film),
enough for 100 pictures (images were circular, with a 2.5-inch diameter).
1888–present. National Geographic Magazine has used photography extensively, and
may have been the first to introduce hand-tinted photos, and later, autochrome photos
(see year 1907) to a wide audience throughout the world.
1889. George Eastman strikes again. His Kodak camera now uses flexible transparent
film instead of paper; much stronger and more reliable.
1900. George Eastman introduces the Kodak Brownie box roll-film camera. Several
models of the Brownie were made and millions were sold before production ceased in
the late 1960s. The Brownie popularized low-cost photography and introduced the
concept of the snapshot (a photograph that is taken spontaneously and quickly, trying
to preserve a moment rather than produce a masterpiece).

The youngest of three children, George Eastman was born to Maria Kilbourn and
George Washington Eastman on July 12, 1854 in the village of Waterville, some
20 miles southwest of Utica, in upstate New York. The house on the old Eastman
homestead, where his father was born and where George spent his early years, has
since been moved to the Genesee Country Museum in Mumford, N.Y., outside of
Rochester.
When George was five years old, his father moved the family to Rochester. There
the elder Eastman devoted his energy to establishing Eastman Commercial College.
Then tragedy struck. George’s father died, the college failed and the family became
financially distressed.
George continued school until he was 14. Then, forced by family circumstances, he
had to find employment.

—From http://www.kodak.com/.

1902. Simple zoom lenses were reported as early as 1834, but they were varifocal (the
lens elements had to be adjusted to keep the image focused). The first true zoom lens
(one that retains sharp focus throughout its zoom range) is patented this year by Clile
C. Allen (U.S. Patent 696,788).
1906. Panchromatic black-and-white film becomes commercially available, and as its
price drops, it gradually replaces orthochromatic film. High-quality color-separation
color photography also switches to this type of film. Panchromatic film is a black-
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and-white photographic film that is sensitive to all the wavelengths of visible light.
Orthochromatic film is a type that is not sensitive to certain wavelengths.
1907. Autochrome, the first commercial color process, based on additive colors and the
autochrome plates, is commercially marketed. This process, developed by the Lumière
brothers, was the chief color photography method until the mid-1930s.
1908. Gabriel Lippmann introduces integral photography, in which a plane array of
closely-spaced small lenses is used to photograph a scene, recording images of the scene
as it appears from many slightly di↵erent horizontal and vertical locations. This may
be the first step toward an understanding of light field photography and the plenoptic
camera.
1908–1909. Frederick Wratten invents photographic filters and a classification system
for filters that is named after him.
1909. First nature movie, made by Arthur C. Pillsbury.
1909. The French banker Albert Kahn starts his ambitious project The Archives of the
Planet (Les Archives de la Planète). He plans to create a color photographic record of
the peoples and cultures of the world (see the Preface for more information).
1910. The first infrared photographs appeared in two journals to illustrate papers by
Robert W. Wood.
1912. First lapse-time camera to show growth of plants. Designed and built by Arthur
C. Pillsbury.
1914. While working for the camera and microscope maker Ernst Leitz Optische Werke,
Wetzlar, Germany, Oskar Barnack, the father of 35 mm photography, develops a small
camera using rolls of 35 mm sprocketed movie film, and names it Leica (for Leitz Cam-
era). He wanted a small, lightweight camera, and had the idea of exposing a small area
of film to create a negative, then enlarging the image in a darkroom. The Leica was
introduced only in 1925, because of the intervention of World War I (1914–1918), and
was an immediate success. His boss, Ernst Leitz II, took a risk on the Leica, but its
success was so phenomenal that in 1986 the Leitz company changed its name to Leica.
Leica models (digital) are still being made.
1916. The 14-year-old Ansel Adams starts his 68-year illustrious photographic career
when he receives his first camera, a Kodak Brownie box, from his father during a visit
to the Yosemite National Park in California.
1917. Three chief optical manufacturers in Japan form Nippon Kōgaku Kōgyō Kabushiki-
gaisha or Japan Optical Industries Company (later to become Nikon, from the words
Nippon and Zeiss Ikon). The new company concentrates on the production of optics for
cameras, microscopes and binoculars.
1919. Asahi Kogaku Goshi Kaisha, the predecessor of Pentax, is founded in November
by Kumao Kajiwara to produce lenses for eyeglasses.
1922. Technicolor process 2 becomes a mature, successful process for movie film. It is
based on a subtractive color process and it produces color frames that can be projected
on standard movie projectors.
1925. Leitz markets the Leica I, the first “personal” 35 mm camera. The shutter,
located in the focal plane, had a speed range from 1/20 to 1/500 second, in addition to
a Z for Zeit (time) position.



6 History of Photography 829

The Leica (and a little later, the Rolleiflex) revolutionized photography because they
made it possible for a photographer to work in the street, outside any studio, without
a tripod and without special lights. The photographer could walk the streets, lift the
camera to his eye level, and take pictures of important events as they occurred. These
early cameras (and their successors with interchangeable lenses) started what is now
called photojournalism.
1927. First microscopic motion picture camera, developed at Berkeley by Arthur C.
Pillsbury.
1929. First X-ray motion picture camera, Arthur C. Pillsbury (why is he so unknown)?

⇧ Exercise 6.12: Find out about Arthur C. Pillsbury.

1929. In Germany, the Rollei company (originally Franke & Heidecke) introduces the
first of many models of the Rolleiflex twin-lens reflex camera (TLR, Figure 3.7). This
unusual and successful design (invented by André Disdéri) incorporates two lenses of
the same focal length. The bottom one is the taking lens (for exposure) and the top
lens is used by the viewfinder system, which is usually viewed from above at waist level.
Images were recorded on rolls of medium format 6⇥ 6 cm film.
A primary advantage of the TLR design is simplicity. Recall that most SLRs (film and
digital) are encumbered with the reflex mirror, which has to swing quickly, is mechani-
cally complicated, it increases the distance between the lens and the film, and increases
the bulk and weight of the camera. The main drawback of TLRs is the viewfinder.
It looks through a di↵erent lens, so it introduces a parallax error; the image that is
recorded is slightly di↵erent from what the user sees through the viewfinder.
1930. In Austria, Paul Vierkotter invents the first modern photoflash bulb or flashbulb.
He uses a magnesium-coated wire in an evacuated glass globe. This was later replaced
by aluminum foil in oxygen. At about the same time, Johannes Ostermeier in Germany
markets the first commercially-available photoflash bulb that he dubbed the vacublitz.
Also about this time, General Electric made a flashbulb called the sashalite (aluminum
foil in a pure oxygen environment).
1930. First underwater motion picture camera, by Arthur C. Pillsbury.
1930. About a billion photos are taken each year.
Early 1930. Herbert E. Ives invents the parallax panoramagram, a device that produces
3D images. This is now familiar from the lenticular 3D postcards. See Optical Society
of America 17, pp 435–439, Dec 1928
1931. Development of strobe photography by Harold Edgerton at MIT. Edgerton, with
the help of others, transformed the stroboscope from an obscure laboratory instrument
into a practical and useful device.
1932. The name Nikkor is registered as the trademark of Nikon camera lenses.

Buying a Nikon doesn’t make you a photographer. It makes you a Nikon owner.
—Unknown.

1932. First light meter with photoelectric cell introduced.
1932. Group f/64 is formed by Ansel Adams, Imogen Cunningham, Willard Van Dyke,
Edward Weston, and others who shared a common photographic style. They believed
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in “pure” photography, sharp images, maximum depth-of-field, smooth glossy printing
paper, and emphasizing the unique qualities of the photographic process. The signif-
icance of the name lies in the fact that f/64 is the smallest aperture on the lens of a
large-format camera and therefore provides the greatest depth-of-field. The group is
dedicated to “straight photographic thought and production.”
1932. Henri Cartier-Bresson buys a Leica and starts his influential 60-year “street
photography” career.
1934. Fuji Photo Film founded with the goal of being the first Japanese producer of
photographic films. In the 1940s, Fuji makes cameras, optical glasses, and lenses in
addition to photographic films, motion-picture films, and X-ray films.
1934. Canon is founded by Goro Yoshida. It starts, in a small workshop, as an optical
company named Seikikō gaku kenkyū sho or Precision Optical Industry Co. The first
product was a copy of a 35 mm Leica that was named Kwanon after the Buddhist
Goddess of Mercy. This camera never became a commercial success, but its name
influenced the eventual choice of the company’s trademark Canon.
1935. Kodachrome, the first multi-layered color reversal film is introduced by Eastman
Kodak. This film was used for both cinematography and still photography until it was
discontinued in 2009. Among its other advantages, this film made the use of small
high-quality photographic color images practical.
1936. The Exakta camera, the first 35 mm single-lens reflex (SLR) camera, is intro-
duced. This and several earlier models were made by the Ihagee Kamerawerk in Dresden,
Germany. These were the first models that used a wind-on lever and a built-in flash
socket, activated by the shutter.
1936. Canon first production camera, the Hansa Canon, is released. This was a 35 mm
focal-plane-shutter camera, very similar to the Leica. The lens was made by Nippon
Kogaku Kogyo, the company that would eventually become Nikon.
1936. Andrey Gershun coins the phrase light field.
1937. The Minox is a subminiature camera conceived as a luxury item in the early
1920s, built in 1936 in Latvia, and sold from 1937 to 1943. An improved version was
made in Germany after World War II. The Minox was mostly known as a spy camera.
Its negatives were very small (8⇥ 11 mm).
1938. Kodak presents the world’s first automatic exposure camera, the Super Kodak
Six-20. It features a light meter based on the light-detection properties of selenium.
Unfortunately, its high price ($225) results in commercial failure.
1939. The well-known View-Master is introduced. This is the trademark name of
several models of simple stereoscopes that use special reels, thin cardboard disks with
seven pairs of stereoscopic color images on film. (See also year 1954.)
1939. Canon starts making the lenses of the Hansa and other cameras. Sales of the
cameras and the Serenar series of lenses are encouraging. (In the 1950s, the Canon
Serenar 50 mm f/1.8 lens turned Canon into a leader in optical technology.)
1939–40. Ansel Adams and Fred Archer develop the Zone System, a technique to
determine the optimal exposure and development time for a given photograph.
1941. Eastman Kodak introduces Kodacolor negative film.
1942. Chester Carlson receives a patent for electrophotography (xerography).
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1943. ASA, the American Standards Association (now named ANSI), publishes a
method to determine and specify film speeds (i.e., sensitivities) of black-and-white neg-
ative film. This early standard (titled Z38.2.1-1943) was revised in 1946, 1947, 1954,
and 1960, and was eventually replaced by the ISO standard in 1979. The ASA scale was
linear; a 200 ASA film is twice as fast as a 100 ASA film.
1947. The Stereo Realist, a stereo camera manufactured by the David White com-
pany, is introduced and becomes popular (Figure 6.70). It employed 135 film to make
stereo slides. This camera was manufactured until 1971 and it started the era of stereo
photography for the masses.

Figure 6.70: The Stereo Realist.

1947. Precision Optical becomes Canon Camera Co. Inc. (from Kwanon).
1948. Victor Hasselblad AB in Gothenburg, Sweden releases its first medium-format
SLR, the 1600F. In spite of their high prices, Hasselblad cameras become respectable,
although not popular, worldwide.
1948. In Japan, Asahi reorganizes and becomes Asahi Pentax after WWII.
1948. The Nikon 1 becomes first Nikon camera. This is an interchangeable-lens
rangefinder camera with a frame size of 24⇥ 32 mm (slightly smaller than 35 mm).
1948. Polaroid, founded in 1937 by Edwin Land, introduces its first instant black-
and-white film and camera. Because of the tremendous success of instant photography,
Polaroid neglected to join the digital photography revolution and so had to declare
bankruptcy in 2001 (see year 2001 in this timeline). It later reorganized under the same
name and made digital cameras until 2007 and instant film until 2009.
1949. Zeiss Ikon of Dresden (East Germany) produces the Contax S, the first pentaprism
SLR. This camera becomes a serious competitor to the Leica.
1949. Photo-Pac produces a disposable cardboard camera which shot eight exposures
and then had to be mailed-in for processing. This was invented by H. M. Stiles and
consisted of a roll of 35 mm film placed in an inexpensive enclosure. The price was
very low ($1.29) because this camera did not have the expensive precision film-transport
mechanism. Even though the basic idea was sound (and later disposable cameras were
very successful), this camera was a commercial failure.
1930s and 1940s. The Speed Graphic is historically the most important press camera.
Its many models were produced by Graflex from 1912 until 1973. The most important
models used a 4 ⇥ 5-inch negatives and they served as the standard camera of many
American press photographers for many years until the mid-1960s. Today, it is amazing
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to learn how di�cult it was to use this camera. For each exposure, the photographer
had to replace the negative, focus the camera, cock the shutter, and press the button.
1952. The view-master personal stereo camera is introduced. Anyone can now make
their own personal View-Master reels. The film exposed by this camera is developed
and then cut to the right size for the View-Master either by using a commercial service
or with the custom cutter and blank reel mounts.
1954. The Kodak Stereo camera makes its debut and starts its short but successful life
(it was made for only five years, until 1959). This was a 35 mm film stereo camera with
two lenses and two film holders. stereo pairs of images could later be viewed in stereo
image viewers. Both lenses had variable apertures and shutter speeds.
1954. Asahiflex II, world’s first SLR with an instant return mirror is now a reality. (See
also year 1939.)
1955. Edward Steichen, a photographer, painter, and curator, organizes and assembles
the historically-important Family of Man exhibit at New York’s Museum of Modern
Art. This exhibition tried to present a meaningful snapshot of the human experience
which hinges on birth, love, and joy, but is also a↵ected by war, privation, illness, and
death (a book was later published).

The mission of photography is to explain man to man and each to himself. And that
is the most complicated thing on earth.

—Edward Steichen

1957. Asahi Pentax, first SLR with a pentaprism, is ready. This important innovation
permits eye-level viewing with correct perspective.
1957. The first digital image is generated by Russell A. Kirsch by scanning a photograph
(Page 821). Kirsch and his team at NIST had invented a scanner (driven by the ancient
SEAC computer) that was the start of satellite imaging, CAT scans, bar codes, and
desktop publishing. The first digital image shows Kirsch’s three-month-old son Walden
and was only 176 pixels on a side.
1959. Nikon (formerly Nippon Kogaku) introduces the popular Nikon F, an SLR with
roof pentaprism. This was one of the most advanced cameras of its day, combining
the following features from older cameras: bayonet mounted interchangeable lenses, a
pentaprism viewfinder, interchangeable viewfinders and focusing screens, instant-return
mirror, and internally-activated automatic diaphragm release. (The diaphragm is fully
open while viewing, and is automatically set to the right size during a shot.)
1959. Canon introduces its first SLR camera, the Canonflex.
Early 1960s. Mass-produced fisheye lenses for photography appear (although early
fisheye lenses were used in telescopes from the early 1900s).
1960. The Pentax III is released. It sports a non-rotating shutter dial, micro-prism
focusing, and a fully automatic diaphragm.
1963. First color instant film, the Polacolor, is introduced by Polaroid for use in Polaroid
instant cameras for still photography. It produced small color prints (positive) on paper,
but there is no negative.
1963. The immensely successful Instamatic camera is announced by Kodak. This
product was the first in a family of inexpensive, easy-to-load 126 and 110 cameras that
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introduced an entire generation to low-cost photography. It attracted many imitators.
Because of its success, the name Instamatic became synonymous with inexpensive point-
and-shoot cameras.
1963. Nikon launches the Nikonos Calypso, the first in a series of 35 mm cameras
specifically designed for underwater photography.
1964. The Pentax Spotmatic is the world’s first SLR with TTL (through the lens) light
metering.
1968. First photograph of the Earth taken from the moon.
1969. The charge-coupled device (CCD) is invented at Bell Labs by George Smith
and Willard Boyle. This fundamental invention opens up the entire field of digital
photography and digital imaging in general.
1970. Smith and Boyle incorporate a CCD into the world’s first solid-state video camera.
1970. About ten billion photos are taken each year.
1971. Pentax SMC (super multi coated) is developed. This is anti-reflection coating of
lenses to reduce transmission losses.
1972. Kodak introduces the 110-film. This is a cartridge-based film format, essentially
a miniaturized version of the earlier 126 film format. Each frame is 13⇥ 17 mm (0.51⇥
0.67 in), with one registration hole.
1972. Texas Instruments patents a film-less electronic camera.
1972. The image known today as the Blue Marble becomes the first photo to show a
fully illuminated Earth. It was taken on December 7, 1972 by the Apollo 17 crew at a
moment when the Sun was right behind the spacecraft

Once a photograph of the Earth, taken from the outside, is available—once the sheer
isolation of the Earth becomes plain—a new idea as powerful as any in history will be
let loose.

—Fred Hoyle, 1948.

1973. Polaroid introduces one-step instant photography with the successful but short-
lived SX-70 camera (production ceased in 1981).
1973. The C-41 film developing process is developed. It is intended for color prints
and it becomes the most popular film process. It is also known as CN-16 (Fuji), CNK-4
(Konica), and AP-70 (AGFA).
1974. ISO, the International Standards Organization, combines the older DIN and ASA
standards for measuring the speed of color negative film into a new ISO 5800:2001 film
sensitivity standard. Published in 1979, this standard was revised in 1987 and was later
followed by similar sensitivity standards for color reversal film.
1975. Steven Sasson, an electrical engineer at Kodak, is the first person to take a picture
with a digital camera. An electrical engineer hired to develop electronic controls for film
cameras, Sasson built a prototype digital camera based on a CCD chip developed by
Fairchild Semiconductor.
1975. The Cyclops camera is advertised in the February issue of Popular Electronics.
This was the first commercial all-digital camera using a digital MOS area image sensor. It
was also the first digital camera to be interfaced to a microcomputer. The digital sensor
for the camera was based on a modified 1 K memory chip that o↵ered a resolution of
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32⇥ 32 pixels (0.001 megapixels). Lacking any mechanical controls, this camera had to
be controlled by a computer or by special-purpose electronic circuit, which made it a
product for hobbyists or engineers rather than the general public.
1975. Smith and Boyle demonstrate the first CCD camera with image quality sharp
enough for broadcast television.
1976. The Canon AE-1 (Figure 6.40) is released in April (it was made until 1984).
This is a 35 mm (SLR) camera with interchangeable lenses. This camera is historically
significant because it was the first microprocessor-controlled SLR and because of its sales
(over one million units).
1976. Leitz introduces the Correfot, first camera with automatic focusing (AF).
1977. Konica introduces the point-and-shoot C35 AF, the first mass-produced autofocus
camera.
1978. The Polaroid SX-70 Sonar OneStep becomes the first autofocus SLR camera.
1980. Sony demonstrates the first consumer camcorder.
1980. The Pentax ME-F, the first 35 mm SLR autofocus (AF) camera to reach pro-
duction. The AF was based on a built-in through-the-lens (TTL) electronic contrast
detection system that determined the correct focus and drove the lens to that focus.
1981. The Mavica camera, by Sony, is launched and is touted as a “pioneer of the
digital era.” This camera was based on a CCD-array image sensor, but the output of
this sensor was an NTSC video signal, which is analog. Thus, the Mavica was not a
digital camera; it was a video camera that took video freeze-frames. Images were saved
on removable disks, which became the main selling point of this camera. Special Mavipak
2.0” diskettes were initially used, but were later replaced by standard 3.5” 1.4 MB 2HD
floppy disks (initialized in DOS FAT12 format), which made this camera very popular.
1982. Kodak introduces disc film and camera. The film was a flat disc enclosed in
a plastic cartridge. After each exposure, the disc rotated 24�, which translates to 15
frames per disc. Each frame was 8⇥ 11 mm, a very small size. The cameras were fully
automatic, and were easy to load and operate.
1985. The AF system (dubbed Maxxum in the USA and Alpha in Japan) is announced
by Minolta. This device was conceived as a system of camera bodies and interchangeable
lenses. It was the first successful autofocus camera where the lens was driven by a motor
integrated in the camera body (see year 1980 for the first autofocus SLR)
1986. The first 35 mm compact camera with a built in zoom lens comes from Pentax.
1986. The first megapixel image sensor, with a capacity of 1.4 million pixels, is developed
by Kodak. This capacity is enough for a 5⇥ 7 inch digital photo-quality print.
1986. Fuji introduces the disposable camera. This title was later changed to “single-
use camera,” reflecting the growing importance of recycling. The camera was named
Utsurun-Desu (it takes pictures) or QuickSnap, and it used 35 mm film.
1987. Eastman Kodak starts marketing the Fling, a 110 film disposable camera (a
35 mm version appeared in 1988).
1987. Kodak releases other products for recording, storing, manipulating, transmitting,
and printing electronic still video images.
1987. Canon releases the EOS 650 (electro optical system) autofocus 35 mm film
camera system. The EOS-line cameras have been very successful and are still in pro-
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duction (naturally as DSLRs). In late 2012, the Canon EOS M, a MILC (mirrorless
interchangeable-lens camera), made its appearance.
1988. The DS-1P, the first fully digital camera, is demonstrated by Fujitsu (but perhaps
never marketed). It is based on a 400 Kpixel CCD image sensor. It is also the first to
record images on removable flash cards that were developed jointly with Toshiba. The
cards were volatile memory. If power was lost, the data on the card was also lost. The
camera had a fixed focus 16 mm f/5.6 (f/4 with flash) lens. Shutter speeds ranged from
1/60 to 1/2000 second.
1990. The Photo CD system is launched by Kodak as “the first worldwide standard for
defining color in the digital environment of computers and computer peripherals.”
1990. Adobe Photoshop (version 1) is announced and quickly becomes popular.
1990. About 57 billion photos are taken each year.
1991. The first DSLR, the Kodak DCS-100 (digital camera system), is launched. It
is based on the body of a Nikon F3 and has a capacity of 1.3 MP. Unfortunately, the
camera must be used in conjunction with a large, bulky digital storage unit (DSU) that
contains a 200 MB hard drive (for saving up to 600 JPEG images) and batteries. The
DSU was carried on a shoulder and restricted the use of this camera. Today (in 2014),
DSLRs are very popular, but some photography experts predict their eventual demise.
It is possible that they will soon be replaced by the smaller, lighter, and less expensive
mirrorless (DSLM) cameras.
1991. The first webcam was developed and located at Cambridge University. For about
10 years it pointed at the Trojan Room co↵ee pot in the Computer Science Department.
April 1991. Canon announces the TS-E 24mm Tilt-Shift lens.
1992. Kodak introduces PhotoCD. This was a system of specially-encoded CDs and
CD players designed by Kodak for saving photographs. Each CD could hold close to
100 high-resolution images in a special proprietary encoding. Such digital images were
normally made by scanning documents.
1992. Minolta introduces its 9xi camera, often touted as the pinnacle of 35 mm SLR
design. It boasts the world’s fastest autofocus system, a maximum shutter speed of
1/12000th of a second (very fast even by today’s standards), and a sophisticated 14-
zone metering system.
1992. Adelson and Wang proposed the design of a plenoptic camera that can be used
to significantly reduce the correspondence problem in stereo matching.
1994. Apple becomes the first company to market a digital camera (Apple QuickTake
100) for the consumer-level market. This camera, actually made by Kodak, worked with
a home computer via a serial cable and was easier to use than competing products.
1994. The QuickCam, a black-and-white camera, becomes the first commercial webcam.
Built by Connectix, it was sold to Logitech in 1998. QuickCam could be connected to
the Apple Macintosh via a serial port.
1994. Nikon makes the first optical stabilized lens. The company dubs its stabilization
method “vibration reduction (VR).”
1995. Canon responds to this challenge with its first stable lens. Canon refers to its
method as “image stabilization (IS).”
1995. The Kodak DC40 camera, Kodak’s first consumer-level digital camera, is an-
nounced.



836 6.11 History of Photography Timeline

1995. A similar consumer camera, the Casio QV-10, with an LCD monitor and live
preview, makes its appearance. It had a pivoting lens, and was the first commercial
camera with a color TFT LCD screen for reviewing the photos. It had nonvolatile
memory capable of storing 96 320⇥ 240-pixel color images and cost just $1,000.
1996. Sony markets the Cyber-Shot digital still camera (Figure 3.26).
1996. The RDC-1, the first digital camera that can take both video (with audio) and
still photos, is demonstrated by Ricoh. It had a 768⇥480 pixel image sensor and 24 MB
of storage, enough for four 5-second video clips. The cost of this early wonder was just
$1,500.
1996. An explosion of professional and consumer digital cameras from many makers.
Too many products to list here. Sensor resolutions reach 800,000 pixels.
1997. The Pentax 645N, the first autofocus medium format SLR, is released.
1998. Sensor resolutions reach 2 Mpixel.
1999. Philippe R. Kahn, an innovator and entrepreneur, is credited with creating the
first camera phone sharing pictures instantly on public networks. On June 11 he shared
instantly the first pictures from the maternity ward where his daughter Sophie was born.
He transmitted his cell phone pictures wirelessly to more than 2,000 people around the
world. This date is generally considered the birth of instant visual communications.
1999. A consortium of SanDisk, Matsushita, and Toshiba decides to develop and market
the SD (Secure Digital) memory card. Up to this point, the Toshiba SmartMedia was
the dominant memory card format used in digital cameras, but the SD card proved an
immediate success. By 2005, over 50% of all cameras use this type of memory card,
and today (2012) all the leading digital camera manufacturers (Canon, Casio, Fujifilm,
Kodak, Nikon, Olympus, Panasonic, Pentax, Ricoh, Samsung, and Sony) use SD cards
in their consumer cameras.

⇧ Exercise 6.13: What does the term “secure digital” mean?

1999. Appearance of the Nikon D1 camera. This 2.74 MP professional DSLR was
designed to compete with similar cameras made by Kodak (in spite of its high initial price
of $6000). It featured shutter speeds ranging from 30 s to a staggering fast 1/16,000 s. It
is generally considered a milestone in the history of digital photography. It was claimed
that it “spelled the end of the beginning of the digital photography era and the beginning
of the end of the film era.”
2000. The Olympus E-10 becomes the first DSLR with live preview. The mirror in this
camera is semi transparent. It splits the light coming from the lens into two beams, one
sent to the shutter (and from there to the sensor) and the other sent to the viewfinder to
provide live preview. Unfortunately, both beams are weak, which results in poor sensor
sensitivity and a dim view through the viewfinder.
2000. About 86 billion photos are taken each year. Why are most so forgettable?
2001. Polaroid goes bankrupt (see year 1948 in this timeline).
2001. Foveon announces its new, revolutionary X3 CMOS image sensor (Section 2.11.5).
2002. The Sigma Corp. releases its SD9, the first camera to use an X3 sensor. This
is a DSLR with a sensor resolution of 2268 ⇥ 1512 = 3.54 Mpixel, very low by current
standards.
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2002. The first cell phone with a camera, the Sanyo SCP-5300, is now a reality.
2003. The Canon EOS 300D becomes available. This is the first DSLR that cost less
than 1000 euros. Many photographers, amateurs as well as professionals, could only
a↵ord bridge cameras—models with long range zooms and non-interchangeable lenses.
The Canon EOS 300D signals the beginning of low-priced high-end digital cameras.
2003. The first 4/3 (four-thirds) camera, the Olympus E-1, is launched. This starts the
era of the important 4/3 photographic standard. The standard (covered by U.S. patent
6,910,814) specifies small, DSLR cameras with interchangeable lenses and a crop factor
of 2 (implying that a 4/3 lens with focal length f has a 35 mm equivalent focal length
of 2f). The reason for the name 4/3 is that the image sensors have type 4/3”. The
dimensions of the sensor itself are 18⇥ 13.5 mm (22.5 mm diagonal), while those of the
imaging area are 17.3 ⇥ 13.0 mm (21.63 mm diagonal). The image aspect ratio is 4:3,
in contrast with other DSLRs where the image aspect ratio is 3:2.
2003. LIFE magazine publishes the influential book 100 Photographs That Changed the
World.
2003. For the first time, sales of digital cameras (about 50 million worldwide) exceed
sales of film cameras; an important historical milestone.
2004. Kodak stops all production of its film cameras. End of an era.
2004. Canon releases its S1-IS, the first camera based on the DIGIC signal processing
and control unit. Earlier digital cameras were relatively simple devices, but Canon
cameras, which are now based on various versions of DIGIC, can perform metering and
processing, and drive the LCD display at high speeds. The latest versions of DIGIC can,
among other “miracles,” reduce noise, recognize faces and smiles, and set the correct
white balance.
2004. The Epson R-D1, the first MILC (mirrorless interchangeable-lens camera), is
announced (it was discontinued in 2007). This was the first digital rangefinder camera.
An unusual feature of the RD-1 is that it is not a DSLR and yet has a mechanical
shutter.
2004. Sensor resolutions reach six Mpixel.
2005. Canon proudly presents the EOS 5D, the first full-frame digital SLR aimed (at a
price of $3000) at the general photographer. This modern camera features a full-frame
(24⇥ 36) mm CMOS sensor.
2005. Sony starts marketing back-illuminated (BI) CMOS image sensor. In older CMOS
sensors, the wires for each pixel are located in front of and around each photosite.
These wires create gaps between pixels and increase noise in the pixels. With back-
illumination, the wires are located behind the sensor, so that the front of the sensor is
a single, contiguous plane of photosites (Figure 6.71).
2005. In September, Nikon introduces the Coolpix P1 and P2, the world’s first built-in
Wi-Fi-enabled commercial digital cameras (they execute the IEEE 802.11b/g protocol).
Immediately after taking an image, it can be transmitted wirelessly directly to a com-
puter for sharing or to certain printers for wireless printing.
2005. Kodak announces the 4 MP EasyShare-One, the very first WiFi camera. It can
e-mail pictures and send them to a printer, all with Wi-Fi wireless technology. Today,
in 2018, photo sharing is big, but in 2005 this camera was way ahead of its time and
Kodak decided after a while to stop making it.
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Figure 6.71: Front- and Back-Illuminated Sensors.

2005. Kodak is still the leader in the digital camera market, enjoying a 22.1% share,
compared with 20.6% for Canon and 18.3% for Sony (from ZDNet). However, from this
point, Kodak experiences massive losses, ending in its bankruptcy in 2012.
2005. A hand-held light field camera is developed by Ng, Levoy, and others.
2005. Sensor resolutions reach eight Mpixel.
2006. Lytro is founded and starts developing a commercial light field camera.
June 2006. Sony acquires the Konica Minolta camera technologies and decides to use
this asset to start a new line of cameras, to be designated alpha (↵). Over the years, alpha
became a long line of cameras of types DSLR, SLT, ILCA, NEX, and ILCE. Reference
[Sony Alpha list 19] is a list of the individual models of this family. ILCA and ILCE
stand for “interchangeable lens camera A-mount” and “interchangeable lens camera E-
mount,” respectively. The designation NEX appeared in 2010, when Sony developed
a new E-mount for its lenses. The mirrorless alpha cameras were initially designated
NEX, but this was changed in 2013 to ILCE. Many ILCA models were discontinued long
ago, and the last (latest?) one was released in 2016. The SLT (single lens translucent)
camera type is the topic of Section 3.3.
2007. The new Nikon D3 makes it possible to shoot clear pictures in low-light situations.
Up to now, digital cameras set to high ISO values produced low-light pictures that were
full of image noise (lots of tiny colored speckled dots).
2007. The Apple iPhone makes its debut. Today (in 2018) the various iPhone 10
models feature cameras with impressive features, but the iPhone cameras have always
been popular because pictures taken and shared via this device dominate the chief picture
sharing websites such as Facebook and Twitter.

Currently, many cell phones and tablets have a camera with two lenses, front and
back. Now when you are behind the lens, you are also in front of another lens.

2008. In November, Glyn Evans fuses the words iPhone and photography to coin the
new term iPhoneography. Today, iPhoneography is the field of creating images with
an Apple iPhone. However, iPhoneography connoisseurs often claim that this area is
di↵erent from other styles of digital and mobile photography because it requires that
the images also be processed on the iPhone.

The iPhone really is a cool camera to use for any kind of macro or close-up work.
—Joseph Linaschke, Shooting Macros and Close-Ups.
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2008. First digital mirrorless cameras (film mirrorless cameras first appeared in the
1980s). A mirrorless camera (more precisely digital-single-lens-mirrorless or DSLM)
combines a large image sensor, comparable to those found in DSLRs, with a small body,
significantly smaller than DSLRs. The absence of a mirror allows the lens to be close to
the sensor, thereby resulting in a thin camera body. Today (in 2014) some photography
analysts claim that this type of camera is slowly replacing the larger, bulkier, and more
expensive DSLRs.
2008. The Nikon D90 is the first DSLR to feature video recording. Many current and
past compact cameras had a video mode, but the quality was poor and the lenses not
very good. The D90 o↵ered professional quality films.
Mid 2008. Almost all new DSLRs now have live preview.
17 September 2008. The Canon EOS 5D Mark II is announced by Canon. This innova-
tive 21.1 Mpixel DSLR, succeeded the EOS 5D and was made and sold until March 2012,
when it successor, the EOS 5D Mark III, was announced. Among the many new fea-
tures of this camera are video recording at 1920⇥ 1080, monaural microphone, speaker,
microphone jack, live preview with contrast-detect autofocus, HDMI video output, and
a dust reduction system.
2009. The first camera with dual LCD screens is launched by Samsung (models TL220
and TL225). The 1.5 inch front LCD screen is used (1) for the photographer to see
himself alone or in a group and (2) to attract the attention of a baby being photographed
by displaying cartoons.
June 2009. Canon announces version II of its successful TS-E 24mm Tilt-Shift lens.
2009. Canon announces the 7D, an 18 MP, 63-zone light meter, DSLR with new features,
among them an image sensor with gapless microlenses (Figure 6.72).

Gap

Figure 6.72: Gapless Microlenses in a Sensor.

2010. Fujifilm unveils the FinePix, a 3D camera whose images can be printed on special
3D paper or be viewed on the camera’s display. The chief point is that there is no need
for special glasses. The camera has two lenses and it takes two photos simultaneously.
Using “lenticular” technology, the separate left- and right-eye images are interlaced on
a furrowed surface to create the stereoscopic e↵ect.
2010. The first GPS camera is demonstrated by Casio. It contains a fully functional
GPS receiver and maps, so users can see their location on a map displayed on the LCD
screen. Also displayed are compass information and past data about where previous
pictures were taken.
Oct 2010. Instagram is launched. This is a well-known photo and video-sharing social
networking service.
2011. Several compacts now feature 20x optical zoom lenses (but it is not clear when
the first one appeared).
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2011. Lytro light field cameras are marketed. Traditionally, cameras used lenses to
project a three-dimensional object into a two-dimensional plane and create an image
where certain parts are in focus while other parts may be blurry. The idea in a light
field is to collect and save all the rays that arrive at the camera; there is no need to
focus the camera. Once the light rays have been saved, the user selects a focal point (a
point in the image where objects will appear in focus) and the processor in the camera
produces an image that is sharp at that point and may be blurry in other regions. This
can be repeated for any number of focal points, producing many di↵erent variations of
the same image. Once such a variation is printed, it cannot be changed, but the original
light field dataset of the shot can be saved and reprocessed.
2011. Cameras built into cell phones have become so powerful that market watchers
(see, for example, [camera-ship 13]) question whether it still makes sense to have a
separate point-and-shoot camera. A camera in a cell phone is (at least theoretically)
free, and the telephone can instantly upload images anywhere on the Internet, for image
sharing.
2011. Sensor resolutions in compact cameras reach 12 Mpixel. Both users and engineers
complain about noise resulting from the small size of the photosites.
2012. A historical event! In January, Kodak files for Chapter 11 bankruptcy. In early
February, Kodak announces that it is quitting the digital camera arena. During 2012, it
would cease making digital cameras, pocket video cameras, and digital picture frames.
Instead, the company plans to concentrate on its photo-printing services and desktop
inkjet printing. A timeline of Kodak’s history can be found at
http://www.kodak.com/ek/US/en/Our_Company/History_of_Kodak/
Milestones_-_chronology/Milestones-_chronology.htm

2012. The Nikon FX-format DSLR camera features the highest e↵ective pixel count,
36.3 MP, for noteworthy definition and image quality. (Disclaimer. This is the highest
pixel count among interchangeable lens DSLR cameras equipped with image sensors
conforming to the 35-mm film size as of February 7, 2012.)
2012. The Canon PowerShot SX50 HS, a superzoom camera, features a 50x optical
zoom range of 24–1200 mm (35 mm equivalent), all the way from wide-angle to extreme
telephoto. As of early 2012, every major camera maker has at least one compact camera
model with optical zoom of 20x or better.
2012. The Nikon Coolpix S800c is the first camera with the Android operating system
built-in. In principle, it can run any Android applications, although many applications
may require faster processors or a larger display. This camera also features a touch
screen, Wi-Fi, GPS, and full access to the Google Play store, but reviewers claim that
the S800c, in addition to having a short battery life, feels like a camera with a slow
Android smartphone tacked on.
2012. The first commercial light field camera is introduced by Lytro.
Mar 2012. A team at MIT announces femto photography, a camera that takes a trillion
frames per second.
Aug 2012. The Samsung Galaxy is a revolutionary 16-MP “compact camera/smart
device hybrid” with an Android interface and 3G/4G connectivity as well as Wi-Fi.
Thus, the user can download into the camera many apps, among them image processing
and photo-sharing. (Notice that the Nikon Coolpix S800c is WiFi only, no connectivity.)
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2012. The first camera with an Android interface was the Nikon Coolpix S800c, but
the new Samsung Galaxy camera includes also 3G or 4G cellular service (in addition to
Wi-Fi capability) depending on the model. Other original features are a large 4.8-inch
LCD screen and a 21x optical zoom. Even more interesting is the “best face” feature,
a new twist on face detection. In quick succession, the camera takes five shots of a
person or a group. It is then possible to select and swap out one face and replace it with
another, from a di↵erent shot.
2012. Sensor resolutions in compact cameras reach 16 Mpixel. Users start realizing that
the increase in the number of pixels does not justify the decrease in size of individual
photosites.
2012. Hand gestures, long a popular feature of smart phones and tablets, has entered
the digital camera realm. Both the 5x zoom and the shutter button of the new, 16 MP
Samsung MV900F camera, can be controlled remotely via simple hand gestures. In
contrast with tablets, where the user’s fingers slide over the screen, the MV900F “looks”
at the user’s hands through its lens and detects and interprets their movements the way
other cameras detect faces and smiles. The camera should be set on a tripod or a flat
surface. The user swivels the 3.3-inch OLED display 180� to see himself in the display,
and then either performs circular hand motions (to zoom in or out) or pretends to push
his hand down twice (to start the three second self-timer).
Nov 2012. Time Magazine includes the Sony Cyber-shot RX100 in its list of the 50
best inventions of 2012, due to its innovative design and CX-format 1 inch sensor.
Dec 2012. Kodak sells 1100 digital imaging patents to a group of technology companies
for a disappointing $525 million (it was hoping to receive $2.6 billion).
May 2013. Adobe announces the end of its successful creative suite (CS) of image
processing software. From now, users would have to rent this software, which is termed
creative cloud (CC), by the month.
May 2013. Canon files for a patent on a sensor similar to Foveon.
June 2013. Lytro releases a firmware update that enables the Wi-Fi chips inside its
8GB and 16GB light field cameras.
Mid 2013. More than seven billion photos are added to Facebook every month (about
22% of all the photos being shot), and 100 hours of video are uploaded to YouTube every
minute. It is estimated that more than 380 billion photos are taken each year, about 3.8
trillion photos have been taken since 1826, and about ten percent of those photos have
been taken in the past 12 months! The conclusion is simple, if you want your photos to
get noticed, try to get creative.
August 2013. Canon releases the EOS 70D, a DSLR featuring dual-pixel autofocus, a
new, fast focusing method based on the concept of phase-di↵erence detection
September 2013. Sony releases two lens cameras, the QX100 and QX10. These
products constitute a significant step in the relentless march of smartphones to replace
traditional cameras. A lens camera consists of a lens (with its aperture and shutter), an
image sensor, a computer, a microSD slot, and wireless capabilities. The owner of such
a device obtains the PlayMemories application from Sony, installs it in his Android or
iOS smartphone, and uses it to control the lens camera. The telephone’s LCD screen
acts as the camera’s screen. The lens camera itself normally attaches to the smartphone,
but can also be handheld.



842 6.11 History of Photography Timeline

October 2013. Sony introduces two alpha camera models, the A7 and A7R, that are
predicted to be game changers. The former is the smallest, lightest interchangeable-lens
full-frame digital camera of any kind, while the latter is the world’s highest-resolution
full-frame MILC. No dimensions and weights are available at the time of the announce-
ment. The A7R became the 2013 Popular Photography Camera of the year.
December 2013. The GAIA space mission is launched by the European Space Agency.
This unmanned space observatory is an ambitious project that aims to construct a 3D
space catalog of approximately one billion astronomical objects, mainly stars (approxi-
mately 1% of the Milky Way population). The Gaia observatory contains two telescopes
sharing a 1-billion-pixel sensor. The complete sensor consists of 106 CCD sensors, each
measuring 6 ⇥ 4.7 cm and featuring 4500 ⇥ 1966 = 8, 847, 000 pixels, for a total of
937,782,000 pixels. This huge sensor was made by e2v Technologies of Chelmsford, UK,
and took more than five years to complete.
2013. The word selfie enters the Oxford English Dictionary.
2013. The Light company (light.co) starts the development of its first multi-aperture
camera, the L16.
January 2014. Visitors to the Consumer Electronics Show in Las Vegas notice the
e↵ects of the competition of smart phones on new camera models. For the first time in
years, fewer compact cameras, but with more advanced features, are on display in the
show.
January 2015. H.R.5893, The Ansel Adams Act, is introduced in the United States
Congress. It aims to restore the First Amendment Rights of Photographers.
March 2015. With an 83x, 24–2000 mm equivalent focal-length lens, the Nikon Coolpix
P900 is the undisputed king of the superzooms. Such a zoom range allows this camera,
at least in principle, to handle any shooting situation. To help the photographer in the
extreme telephoto range, the P900 features an advanced image stabilization system with
five stops of shake reduction.
March 2015. The Nikon Coolpix P900 camera is launched. In addition to its superior
performance, it features an incredible 83⇥ optical zoom.
April 2015. Perpetual motion machines do not exist, but the camera described in
[Nayar et al. 15] does not have a battery and can take pictures without any visible
energy source. The light that enters it is used both to create an image and to power the
camera.
May 2015. Google introduces a ring of 16 GoPro cameras oriented vertically to stitch
together images and create truly immersive 360-degree panoramas.
June 2015. The largest panoramic image, consisting of 365 gigapixels, is announced.
It is made of 70,000 individual images stitched together, and it shows Mont Blanc, the
highest mountain in the European Alps.
July 2015. Canon announces the ME20F-SH camera, whose full-frame sensor consists
of only 2.26 megapixels. This represents a major step backwards, but the point is that
the photosites of this sensor are big. Each is 19 µm in size, 5.5 times larger than those of
most high-end cameras. The large photosites allow this camera to capture full HD video
at up to ISO 4,000,000, thereby making this camera an ideal tool for shooting video in
pitch-black conditions.
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January 2016. Activeon launches the world first consumer solar-powered camera, the
Solar X. Its internal battery can be 80% charged by the sun in 30 minutes, and fully
charged in 60 minutes.
January 2016. Kodak announces the AZ901, a superzoom camera with 90⇥ optical
zoom.
Feb 2016. Samsung announces its dual-pixel technology. A phase-detection photodiode
is embedded in every pixel on the camera sensor. This technique is used for accurate
auto focusing.
March 2018. Lytro, an innovative company and a developer of light field imaging
technology and cameras, closes its doors.
September 2018. Apple announces three new versions of the iPhone 10. The iPhone
xs has (1) Two 12 MP rear cameras, one with an f/1.8 wide-angle lens, and the other
with f/2.4 telephoto lens. (2) A 7 MP TrueDepth front camera with an f/2.2 wide-angle
lens.
October 2018. The Zeiss ZX1 mirrorless compact camera is announced, although it
isn’t yet available. Its main features are (1) a 512 GB SSD instead of the usual slot for
an SD card, (2) 37.4 MP full-frame sensor, (3) ISO range of 80 to 51,200, and (4) Adobe
Photoshop Lightroom built in!
Late 2020. It is hard to believe, but after all the progress in photography reported in
this list and elsewhere in this book, many street photographers in Afghanistan and other
countries still operate 100-year-old cameras. Search youtube for “Afghan box camera.”

Blessed be the inventor of photography! I set
him above even the inventor of chloroform.

—Jane Welsh Carlyle, 1859



7
Computational
Photography

What is computational photography? The bulk of this chapter deals with image pro-
cessing methods. Chapter 5 is about HDR. Digital panoramas are mentioned in several
places in this book. These topics and others are part of the emerging field of Computa-
tional Photography.

7.1 Introduction

For decades, cameras used film; they were analog devices. Starting in the 1950’s, many
advanced SLRs had an analog computer, but it was a special-purpose device, used only to
measure exposure. Today’s digital cameras have digital computers in them. Also, many
(most?) camera users have computers at home. It is therefore natural that researchers
in computers and optics, working for camera makers, in universities and in research
institutes, would try to extend the capabilities and applications of these computers. Ini-
tially, in the 1990’s, computers in digital cameras su↵ered from lack of processing power
and were used for demosaicing, JPEG compression, formatting the output in RAW,
measuring exposure, and controlling contrast. Then came powerful, useful applications
such as autofocus, face and eye recognition, and object tracking. These demanded more
powerful built-in computers and gave meaning to the term computational photography.

Over time, starting with the earliest digital cameras of the 1990’s, researchers tried
to add new, unexpected, and exciting capabilities to those devices, mostly through the
use of sophisticated algorithms and complex software, but also by including special pieces
of hardware in the basic camera. Here are some ideas that scientists dreamed up and
managed to develop and build into practical devices:
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A way to take a photograph and then deduce from it parts of the scene that were
visible from the location of the light source but invisible to the camera.

Refocusing a photograph after it has been taken.

Bringing a defocused image into sharp focus.

Creating a wide panorama from a set of overlapping images.
Clearly these developments (and others that may now be only a gleam in the eye of

some scientist or that are in development) have extended the concept of a camera and
have done this mostly through the use of software. The extra hardware needed for the
examples above is minimal. We therefore believe that future cameras will benefit from
software, but what about progress in camera hardware? As far as we can tell, the basic
camera elements, lens, shutter, and sensor, have reached a level of sophistication where
only minor improvements can be expected. There may be more megapixels, higher ISOs
and f-numbers, and wider ranges of exposure times. After all, we cannot expect any
changes in the way light moves and bends, in the optical properties of lenses, and in the
quality of glass. It is therefore reasonable to expect that the future of photography is
in software, i.e., in computational photography, rather than in optical and electronics.
Software and algorithms are becoming an essential part of photography.

We realize that photographic hardware has advanced to the point where it is reach-
ing the limitations posed by the laws of nature, but software and computational capa-
bilities are still very far from any limits. It is possible to build processors, memories,
and drives that can store and execute bigger programs. We can imagine a not-so-distant
future where it will be possible to simulate an optical process at the level of individual
photons. Even existing techniques, such as HDR, can be extended without limit when
cheap, fast processing power is available. Currently, HDR processing is normally limited
to nine frames, but someone may one day discover a way to benefit from a 100-frame
HDR, a process that can be obtained with software, no extra hardware needed. We can
summarize this discussion by saying that in the past, advances in photography were in
glass, whereas today they are in mathematics and silicon.

As with any other new concept and area of knowledge, we need to define the new
term. Wikipedia defines computational photography as the topic that “refers to digital
image capture and processing techniques that use digital computation instead of optical
processes.” Another, perhaps clearer, definition is “the case where an optical element
alters the incident light array so that the image captured by the sensor is not the final
desired image but is coded and manipulated to facilitate the extraction of information.”

In the past, analog (film) photography was based on optics, followed by chemical
processing in a darkroom. Today, digital photography is based on optics, followed by
computations both inside and outside the camera. Some of the mathematical results,
algorithms, and computer programs that have been developed by researchers in this field
seem truly magical, as the following examples illustrate:

Light field photography (the principle behind a plenoptic camera). This revolution-
ary concept (Sections 3.12 and 7.11) employs microlenses in the camera to capture all
the light entering the lens and use it to compute three-dimensional scene information
which is then employed to compute and generate 3D images, enhanced depth-of-field,
and most important, selective de-focusing. The result is a camera that can focus on
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di↵erent parts of the scene after the picture has been taken; a magical achievement.
The first light field camera was developed in 2004, and such cameras were produced
commercially by Lytro from 2010 to 2018.

The sampling theorem of Section G.9 states that any wave can be reconstructed
perfectly from a finite set of its samples if the sampling rate is greater than twice the
maximum frequency of the wave. This surprising, counter-intuitive result is what makes
it possible to digitize sound and replay it perfectly from a CD. It is also why scanning an
analog picture and converting it into pixels does not degrade the quality of the resulting
digital image. I believe that many would consider this theorem (and its consequences)
a truly magical result.

Dual photography, the topic of Section 7.10, is an algorithm that allows a camera
user to compute and display parts of the scene that are obstructed, occluded, or are
otherwise invisible to the camera. Unbelievably, after taking a picture of a scene, a
computer can compute a di↵erent view of the scene, a view seen by the light source but
not by the camera. Figure 7.44 shows a simple scene where certain parts are visible to
the light source (a projector) but hidden from the camera.

The discrete Fourier transform (DFT) was developed by engineers and applied
mathematicians long ago, and has been used for decades to solve real-world problems
represented by time series. With the development of computational photography, the
DFT has become an important tool in this area too. The principles of DFT are discussed
in Section 7.12.

Coded Apertue. There are methods for sharpening images and methods for obtain-
ing a depth map (an image that uses false colors to indicate the distances of objects
from the lens). The coded aperture method, Section 7.13, obtains both results from a
single photograph, by placing masks (codes) in the lens.

Face detection, Section 7.15. These are algorithms that can detect faces, human
and otherwise, even in noisy images and even if part of a face is missing.

Coded Photography

The above examples are sometimes referred to as part of the subfield of coded
photography. This area may be defined as follows: Coded photography is a branch of
computational photography where researchers try to obtain from the camera more than
just an image and they do so by adding hardware to the basic camera and by controlling
some aspects of picture taking. This approach to photography has to do mostly with
controlling the light either in space or in time as well as preserving in the photograph
information about the scene, sometimes even information that may not be visible in the
final picture. Coded photography includes several ideas, methods, and approaches as
follows:

Coded Exposure techniques try to control light temporally (in time). Di↵erent
amounts of light are allowed to enter the camera at di↵erent times.

Coded Aperture controls the light reaching the sensor by placing obstructions (or
occluders) in the lens.
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Coded Illumination controls light at the scene before it reaches the lens. Dual
photography (Section 7.10) is an example of this approach.

Coded Sensing. The intensities produced by the sensor are controlled.
Before we get to the new, exciting, and astonishing examples of computational

photography, it is important to cover the traditional methods of and approaches to
image processing. These have been developed, tested, and used since the 1960’s for the
processing of digital images in general, not only those created in cameras.

In the days of film photography, image processing was done in the darkroom and
involved lights and chemicals. An eminent photographer had to be both an artist and
a chemist; a rare person indeed. Today, in the age of digital photography, image pro-
cessing is done on a computer by special software, it is much easier to master, and is
practiced by many photographers, professional and amateurs alike. Today, the main
debate concerning image processing is not whether it is easy or di�cult, but whether
images should be processed and whether a processed image can be considered “pure.”

The spectrum of opinions regarding the validity of image processing is wide. It
varies from extreme purists who believe that a processed image is a tainted image, to
those who routinely process every image they shoot. In between we find several classes
of photographers such as the following: (1) Those who oppose the processing of images
but allow for a few basic operations such as adjusting the brightness and contrast of an
image. (2) Photographers who will process only bad images. Such an image is processed
and massaged until it deems perfect or until the photographer decides that the image
cannot be made perfect. (3) Professionals who will process certain customers’ images in
order to reduce complaints and increase business.

In this chapter, we will be concerned with the main techniques used to process an
image. The discussion is for those who want to know how their image processing software
works. A photographer may quickly learn how to use image processing software. He
may use it for years and obtain excellent results. He may be satisfied and make his
friends/customers happy, and achieve all this without knowing how the software works.
After all, we all use devices (a computer, a car, a telephone) whose operations are a
mystery to most. However, there are always those exegetes who want to know the
complete story of everything, and it is those persons (plus many others who are just
curious) who might find the present discussion useful.

From the dictionary
Exegete (EK-suh-jeet), noun: A person who ex-
plains or interprets di�cult parts of written works.

Notation. Given a digital image with M rows and N columns, we denote it by
I[u, v], where u and v are the indexes of the rows and columns, respectively. A pixel
in an image is denoted by a, so once a pair of indexes u and v is given, we can write
a = I[u, v]. When an image or a pixel are transformed by an operation, we use a quote
(or a prime) to denote the transformed quantity. Thus, a0 = · · · and I 0[u, v] = f(I[u, v]).

The most common image processing operations belong to one of two important
classes, point operations and filters. In the former class (Section 7.2), a pixel a is
transformed by performing some operations on its value, regardless of the values of its
neighbors. Thus a0 = f(a) for some function f that does not depend on any neighbor
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pixels. In the latter class (Section 7.4), the new, transformed value a0 of a pixel a
depends on the values of some of its neighbors.

7.2 Point Operations

Point operations are among the most common image processing techniques. A point
operation may be homogeneous (or global) or non-homogeneous. The former class con-
sists of operations where the transform (or function f) of a pixel does not depend on its
coordinates u and v and is the same throughout the image. An operation in the latter
class transforms a pixel depending on its location in the image. Thus

a0 = f(a, u,w), and I 0[u, v] = f(I[u, v], u, v).

The following are examples of global point operations:

Varying the brightness or contrast of the image.

Changing only some brightness values (the Curves operation).

Transforming the color space of the pixels.

Quantizing brightness values (the Posterizing operation).

Gamma correction (Section 2.11.11).

Performing global thresholds.

Non-homogeneous point operations are much rarer. Imagine a picture shot under
nonuniform light conditions. Certain areas of this picture may be too bright or too dark.
A point operation to correct this image must identify these areas and lightens or darkens
only them.

The following are common point operations.

Adjusting brightness. Varying the brightness of an image is perhaps the most
common image processing operation and is also simple. Varying the brightness by b
units is done by adding b to every pixel. Thus, a0 = a+ b. If this increases the value of a
beyond the maximum pixel value (normally 255), then a should be set to the maximum.
Similarly, if b is negative, the operation should check for negative a0 and reset it to zero.

a0 = a + b; if a0 > 255 then a0 = 255; if a0 < 0 then a0 = 0;

Figure 2.134 illustrates how increasing the brightness of an image results in its histogram
being shifted to the right and conversely, darkening the image shifts its histogram to the
left.
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⇧ Exercise 7.1: Show how to invert a grayscale image.

Adjusting contrast. Adjusting the contrast of an image is done by making the
bright pixels brighter and the dark pixels darker. We can consider this operation stretch-
ing pixel values. If pixel values range from 0 to 255, then a bright pixel is any pixel
whose value is 128 or greater and a dark pixel is one whose value is 127 or lower. The
simplest form of the contrast operation is therefore

if a � 128; then a0 = a + b else a0 = a� b;

Figure 7.1 illustrates the e↵ects of increased contrast on the image of Wat Arun temple
(in Bangkok) from Page 422.

Figure 7.1: Low and High Contrasts.

It is easy to see how increasing the contrast (moving down the figure) has shifted
the right half of the histogram to the right and its left half to the left.

This simple contrast adjustment transformation has the following drawbacks and
variations:
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The transformed pixel a0 may become greater than 255 or may be negative. More
checks are needed as with the brightness adjustment.

It may be more accurate to adjust the brightness of a pixel according to its current
brightness. Pixels with values 128 may be incremented by b units, while pixels with
larger values should be incremented by less, and pixels with value 255 should not be
incremented at all. Similarly for pixels with values under 128. This type of contrast
adjustment avoids pixel saturation and may result in a more naturally-looking image.
The appropriate transformation is

if a � 128; then a0 = a +
255� a

127
b else a0 = a� a� 0

127
b;

Sometimes, the user wants to stretch only the intermediate brightness values. Any
bright pixels should be set to 255 and any dark pixels should become zero. In such a
case, the user must supply low and high values and the software stretches only those
pixels whose values are in the interval [low,high]. The stretching is done relative to the
middle of this interval, which is mid = (low + high)/2. Once it has been discerned that
the brightness of pixel a is in the interval [low,high], the transformation of a becomes

if a � mid; then a0 = a +
high� a

mid
b else a0 = a� a� low

mid
b;

The widest stretching of the brightness values of an image is referred to as automatic
contrast. Imagine a grayscale image where the brightest and darkest pixels have intensity
levels alow and ahigh, respectively (we assume that these values are distinct). We want
to stretch the brightness values of this image linearly such that pixels with brightness
alow will be mapped to brightness amin (normally 0) and pixels with brightness ahigh

will be mapped to brightness amax (normally 255). This is easily achieved by the linear
transformation

a0 = amin + (a� alow)
amax � amin

ahigh � alow
, or a0 = (a� alow)

255
ahigh � alow

. (7.1)

An alternative is to select any values amin < amax, not necessarily the absolute mini-
mum and maximum brightness levels, and stretch the image’s contrast to the interval
[amin, amax].

The automatic contrast adjustment is heavily influenced by the values alow and
ahigh of the brightest and darkest image pixels. If there are only a few pixels with
extreme intensity values, they should better be ignored.

If the image has few extreme pixel values, i.e., there are only a few very bright
and very dark pixels, the automatic contrast may be too influenced by these and should
handle them separately. This modification of the basic automatic contrast starts with
two small percentages plow and phigh that satisfy 0  plow, phigh  1 and plow +phigh <
1. For example, if plow = 0.015 and phigh = 0.09, then the pixels with the darkest 1.5%
intensity values are set to amin and the pixels with the brightest 9% of intensity values
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are set to amax. Those pixels are considered outliers and are simply saturated (mapped
to the extreme values of the contrast scale). The software then determines the lowest
(blow) and highest (bhigh) intensity values of the remaining pixels, and these values are
stretched to the interval [amin, amax] according to the rule of Equation (7.1). This
process is summarized graphically in Figure 7.2 and mathematically in Equation (7.2).

a0 =

8<
:

amin, for a  blow;
amin + (a� blow)amax�amin

bhigh�blow
, for blow < a < bhigh;

amax, for a � bhigh.
(7.2)

h(i)

i

blow

p
low

bhigh

p
high

alow ahigh

amin amax

Figure 7.2: Automatic Contrast Adjustment (Modified).

Determining (blow) and (bhigh) is easily done with the cumulative histogram, Equa-
tion (2.12), in the following way

blow = min
⇥
i
�� H(i) �M · N · plow

⇤
,

bhigh = max
⇥
i
�� H(i) M · N · (1� phigh)

⇤
.

Thresholding. Photographers and computer users often talk about color images
and black-and-white images when what they really mean is color and grayscale images.
Strictly black-and-white (binary) images are rare because it is usually di�cult or even
impossible to identify the content of such an image (printed text is a notable example
of a black-and-white image). Figure 7.3 (compare with Figure 7.43) shows the Daigoji
Temple in Kyoto in color, grayscale, and in black-and-white. It is clear that the grayscale
version retains much of the fine detail of the original color, but most of this rich detail
has disappeared in the black-and-white version, where only the main features are still
recognizable.

Nevertheless, a strictly black-and-white (a binary) image may sometimes be needed.
Such an image is easy to prepare from a grayscale version. The simple transformation
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Figure 7.3: The Daigoji Temple, Kyoto, in Color, Grayscale, and B/W.

is
if a � 128; then a0 = 255 else a0 = 0;

This is a special case of the thresholding point operation. In the general case, the user
specifies three values, a threshold value at and two threshold limits a0 and a1. The
operation is

a0 =
n a0, a < at;

a1, a � at.

The histogram of the image after thresholding consists of two columns, located at a0

and a1.

Histogram equalization. Some images are naturally dark, while others are bright.
As long as we watch each image separately, there is no harm in them being dark or
bright, but when two images with very di↵erent brightness schemes are placed side
by side, the result is unpleasing to the eye and it calls for a transformation that would
equalize the images’ brightnesses as much as possible. This operation is called histogram
equalization (although “histogram standardization” seems a more appropriate name)
and its implementation involves the concept of cumulative histogram (Section 2.17.3).

The principle of histogram equalization is to locate the brightest and darkest val-
ues in the image and map them so that the brightest value becomes white and the
darkest value becomes black. The software then attempts to equalize the brightness by
distributing the intermediate pixel values uniformly throughout the scale of gray values.

Figure 7.4 illustrates this principle graphically. Part (a) of the figure shows a typ-
ical histogram (in gray) and its cumulative histogram (which is always monotonically
increasing). Equalizing (or standardizing) the histogram of an image is done by manipu-
lating the image such that its histogram becomes (approximately) a rectangle, as shown
in part (b) of the figure. A rectangular histogram implies uniform brightness; each in-
tensity level appears in the image with the same frequency. This tends to brighten dark
images and darken bright images, thereby justifying the term equalization or standard-
ization. To better understand this process, notice that flattening the histogram of an
image causes its cumulative histogram to become a straight line that goes up.

The practical implementation of this process is never perfect, as demonstrated in
the bottom part of Figure 7.4. The histogram after the transformation is not quite
a rectangle and the cumulative histogram is not straight, but resembles a staircase.
Nevertheless, histogram equalization is a useful image processing operation that makes
it possible to display and print images of widely di↵erent brightness schemes side by side
without o↵ending the eyes and minds of fussy, sensitive viewers.
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Figure 7.4: Histogram Equalization, Before and After.

The following example illustrates the basic steps for computing the histogram equal-
ization of a grayscale image. Table 7.5 lists the 64 pixels of a random, 8 ⇥ 8 grayscale
image.

The histogram of this image is easy to compute and is shown in Figure 7.6. The
cumulative histogram of this image is also easy to calculate and is listed in Table 7.7
in the column labeled CDF (cumulative distribution function). Its values vary from 1
(for the single pixel with intensity value 49) to 64 (for the pixel with value 165). Notice
that the last value of a cumulative histogram is always the total number of pixels in the
image.

Column “Scaled” is important. It lists the scaled values of the CDF. These range
from 0 to 255 and are computed by multiplying each CDF value by 255/64. Thus, for
example, 60 · 255/64 yields the scaled value 239. In general, we can write

a0 = H(a)
K � 1
M · N ,

where H() is the CDF (cumulative histogram), K is the number of grayscale values (256
in our case), and M and N are the dimensions of the image.
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⇧ Exercise 7.2: In our simple example, the value of (K � 1)/(M · N) is about 4, but
many current images contain 16 Mpixels, in which case the value of (K � 1)/(M ·N) is
0.000016, very small. Given this fact, how can the values of the transformed pixel a0 be
anywhere close to 255?

Figure 7.8 shows the values (from 49 to 165) of the cumulative histogram. It is
monotonically increasing, like any cumulative histogram, but it is not a straight line.

The computation of the histogram equalization is now obvious. We replace the
value of a pixel (from 49 to 165 in our example) with its scaled value, which is in the
interval [0, 255]. We locate each pixel value in Table 7.7 and replace the pixel with the
scaled value from the table. The resulting pixels are listed in Table 7.9. Notice that the
darkest pixel, which in the original image had the value 49, now has the value 3, while
the brightest pixel changed its value from 165 to 255.

10 20 30 40

10

20

30

40

50

60

Figure 7.8: The Cumulative Histogram of an 8⇥ 8 Image.

31 231 43 83 83 103 167 151
71 239 179 71 235 99 71 119

195 199 255 3 155 191 31 227
91 119 91 127 179 219 15 51
99 171 31 251 31 159 187 7

183 119 71 163 127 11 35 243
219 135 219 131 151 219 219 247
83 227 143 39 119 71 139 51

Table 7.9: Histogram Equalization, The 8⇥ 8 Equalized Image.

A di↵erent approach to computing histogram equalization can be found on page 91
of [Gonzalez and Woods 02].

The discussion here is restricted to grayscale images. Given a color image, we can
separate it into its three color components and equalize each component separately, but
this may result in serious degradation of the color scheme of the image because each of
the three color components is modified in a di↵erent way. A better approach is to first
convert the image to a color space that includes luminance or value, such as HSL or
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57 155 74 84 84 93 124 108
82 157 131 82 156 89 82 95

142 145 165 49 110 140 57 152
85 95 85 96 131 150 54 76
89 125 57 164 57 116 136 51

135 95 82 117 96 52 59 158
150 102 150 101 108 150 150 161
84 152 106 61 95 82 103 76

Table 7.5: Histogram Equalization, an 8⇥ 8 Original Image.

60 80 100 120 140 160

1

2

3

4

5

Figure 7.6: Histogram of an 8⇥ 8 Image.

Value CDF Scaled Value CDF Scaled Value CDF Scaled Value CDF Scaled
49 1 4 85 23 92 116 40 159 152 57 227
51 2 8 89 25 100 117 41 163 155 58 231
52 3 12 93 26 104 124 42 167 156 59 235
54 4 16 95 30 120 125 43 171 157 60 239
57 8 32 96 32 128 131 45 179 158 61 243
59 9 36 101 33 131 135 46 183 161 62 247
61 10 40 102 34 135 136 47 187 164 63 251
74 11 44 103 35 139 140 48 191 165 64 255
76 13 52 106 36 143 142 49 195
82 18 72 108 38 151 145 50 199
84 21 84 110 39 155 150 55 219

Table 7.7: Histogram Equalization, Original and Scaled Histograms.
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HSV, compute the equalization of the luminance (L) or value (V) component, and then
convert back to RGB. This adjusts the contrast while preserving the hue and saturation
of the original image.

7.3 Image Blending

Before we consider how to blend images, we should discuss the why. Why would we
want to blend images? Here are some reasons:

You are preparing a birthday card for a loved one and you want to blend their image
(after making it transparent) with a nice background.

You have a nice image of yourself sitting in your yard and you want to blend it with
an image of your child, so he would appear to sit next to you.

You want to create a nonexistent animal, plant, or fruit. A familiar example is the
mythical Corapple (orange in the core of an apple), which can be seen, although not
tasted, at [Corapple 19].

When preparing a panorama from several overlapping images, the last step is often
to blend the overlapping parts, because those tend to be slightly misaligned.

Perhaps the simplest way to blend two images a and b is to loop over their pixels
and compute each pixel ci,j of the new, blended image as the weighted sum

ci,j = ↵ ai,j + (1� ↵)bi,j ,

where ↵ is a user-selected parameter. This is especially simple if a and b have the same
dimensions. Figure 7.10 lists Matlab code to do this for various values of ↵. Notice
that Matlab (and perhaps other mathematical software packages) has several high-level
routines that implement common image processing operations. The code in the figure
is straightforward and is very ine�cient. It was written for readability.

⇧ Exercise 7.3: What if the two images have di↵erent dimensions?

More control over the blending of two images can be obtained in the following steps:
1. Copy the first ↵ columns of pixels from the left side of image a into image c.
2. Blend the next � columns of pixels of a and b as before and copy them into c.
3. Copy the remaining columns from the right side of image b into c.
It is easy to specify parameters ↵ and � as percentages of the width of the images.

Figure 7.11 shows examples of this approach with ↵ = 0.2, � = 0.6; ↵ = 0.3, � = 0.3;
and ↵ = 0.6, � = 0.1.
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25% a + 75% b 50% a + 50% b 90% a + 10% b

Image bImage a

clear all
a=imread(’image1.tif’);
b=imread(’image2.tif’);
a=im2double(a);
b=im2double(b);

[m,n] = size(a) % n is not used
c = zeros(m,m); % images are square

alf=0.9; % or 0.25 or 0.5
for row = 1:m
for col = 1:m

c(row,col)=c(row,col)+alf*a(row,col)+(1-alf)*b(row,col);
end

end

figure(1); clf;
imshow(a)
figure(2)
imshow(b)
figure(3)
imshow(c)

Figure 7.10: Three Image Blends and Matlab Code.
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60% overlap starts at
20% from left edge

30% overlap starts at
30% from left edge

10% overlap starts at
60% from left edge

clear all
a=imread(’image1.tif’);
b=imread(’image2.tif’);
a=im2double(a);
b=im2double(b);

[m,n] = size(a) % n is not used
c = zeros(m,m); % images are square
blend=0.5;

alf=round(0.2*m);
bet=alf+1;
gam=alf+round(0.6*m);
del=gam+1;

for row = 1:m
for col = 1:alf % left part of image a
c(row,col)=a(row,col);

end
for col = bet:gam % a mixture of a and b
c(row,col)=c(row,col)+blend*a(row,col)+(1-blend)*b(row,col);

end
for col = del:m % right part of image b
c(row,col)=b(row,col);

end
end

figure(1); clf;
imshow(c)

Figure 7.11: Three Image Blends and Matlab Code.
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7.4 Filters

A point operation can be expressed as a0 = f(a, u,w). The mapping of pixel a to a0 does
not use any of a’s neighbor pixels. This implies that the new value can replace the original
value in memory. Only one array is needed for the image, and the image is transformed
in this array. A filter is a more complex image processing operation. In order to map
a pixel a, the filter operation uses the values of some of its near neighbors. However,
those values must be the original ones, not transformed values. Thus, a filter requires
two arrays, one for the original image and the other for the transformed image. Filters
are more complex than point operations, but they are also more powerful and allow
for many useful image processing operations. An important point to consider is that
most of an image’s pixels have four or eight nearest neighbors, but pixels located close
to the boundaries of an image have fewer immediate neighbors. Figure 7.12 (compare
with Figure 7.36) illustrates how a pixel may have eight, five, or only three immediate
neighbors (sometimes even down to two neighbors, if the diagonal neighbors are not
considered immediate, as with the green pixels).

Figure 7.12: The Nearest Neighbors of Certain Pixels.

Smoothing (blurring). An image region looks sharp if many of its pixels di↵er
considerably from their near neighbors. Conversely, an image region is smooth if the
di↵erences between neighboring pixels are small. This is the key to the important
operations of smoothing and sharpening images. Here, we discuss the former; the latter
is the subject of Section 7.7. The principle of smoothing an image is to reduce the
di↵erences between neighboring pixels. This can be achieved by replacing a pixel with
an average of itself and its nearest neighbors. Temporarily ignoring the fact that pixels
on the boundaries have fewer than eight neighbors, we can mathematically describe
smoothing as

I 0[u, v] 1
9
⇥
I[u� 1, v � 1] + I[u, v � 1] + I[u + 1, v � 1]+

I[u� 1, v] + I[u, v] + I[u + 1, v]+
I[u� 1, v + 1] + I[u, v + 1] + I[u + 1, v + 1]

⇤
,

or in a compact form

I 0[u, v] 1
9

1X
j=�1

1X
i=�1

I[u + i, v + j]

=
1X

j=�1

1X
i=�1

I[u + i, v + j] · H(i, j),
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where the weight matrix H (also referred to as the kernel or the support region of the
filter) is a 3⇥ 3 matrix whose elements equal 1/9, but can also be di↵erent. In fact, any
weight matrix with positive elements can act as a smoothing filter. A smoothing filter
where all the weights are equal is referred to as box filter.

Figure 7.13 illustrates moderate and heavy blurring generated by this type of simple
moving averaging.

Figure 7.13: Smoothing by Averaging.

The basic box filter has the following drawbacks:

It is not isotropic (i.e. circularly symmetric), but smooths more along diagonals
than along rows and columns.

Ideally, there should be many weights and they should gradually go down to zero.
Because of practical reasons, the number of weights is limited, and they vary in large
steps. Thus, the box moving averaging leaves discontinuities in the smoothed image.

The following experiment will help the reader visualize the limitations of the basic
box filter. Figure 7.14 shows a region of an image where a single pixel with the value 1
is surrounded by many zero pixels; it is an isolated point. We try to smooth this image
with a simple box filter whose nine elements all equal 1. The filter is shown as a red
square (its elements are not shown) that is moved left-to-right over rows of image pixels.
The various parts of the figure illustrate how the result of smoothing this point is a 3⇥3
square of gray pixels. Ideally, smoothing a point should result in a small circle with a
blurred boundary (also shown in the figure), the kind of circle that is also produced by
an unfocused lens. The uniform gray square resulting from our simple box filter is very
di↵erent.

Better results may be obtained by weighted averaging, where the weights assigned
to the neighbors are not identical (as the 1/9 above), but depend on their distance from
the current pixel. A few possible weight matrices are listed here

1
40

2
4 3 5 3

5 8 5
3 5 3

3
5 ,

1
9

2
4 1 1 1

1 1 1
1 1 1

3
5 ,

1
9

2
4 0 1 0

1 5 1
0 1 0

3
5 .

In these matrices, it is assumed that the algorithm identifies those pixels located near
the image boundaries and treats them di↵erently. For example, a pixel on the top row
of the image should be mapped by the leftmost weight matrix to 1

29

�5
3

8
5

5
3

�
.
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0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

Figure 7.14: A Basic Box Filter Experiment.

⇧ Exercise 7.4: What could be a simpler, faster method of treating the boundary pixels?

The use of integer weights in the weight matrices above speeds up the arithmetic
operations. Once a scale factor has been determined, the weight matrix of integers is
referred to as a normalized filter matrix. Notice that once the scale factor is included,
the elements of each weight matrix add up to 1. This guarantees that the transformed
pixels will be in the same range as the original pixels. However, the user may want
to experiment with pixel values outside this range, which is why well-designed image
processing software should o↵er the following features:

A user-controlled scale factor instead of a built-in value such as 40 or 9.

A larger weight matrix, at least 5⇥5 (it may also be rectangular instead of square).

An o↵set value that is added to every mapped pixel. This shifts the entire range of
mapped pixels and can be used to avoid negative pixel values or to brighten or darken
the newly-generated image.

As a result, many image processing applications implement the following custom
linear filter

I 0[u, v] O↵set +
1

Scale

kX
j=�k

kX
i=�k

I[u + i, v + j] · H(i, j),

where the weight matrix H has dimensions (2k + 1)⇥ (2k + 1), and each mapped pixel
is computed as a weighted average of (2k + 1)⇥ (2k + 1) original pixels.

Important examples of non-box smoothing filters are the Gauss and Laplace filters
(the latter is also known as the Mexican hat filter). The 5⇥ 5 weight matrices of these
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filters are 2
6664

0 1 2 1 0
1 3 5 3 1
2 5 9 5 2
1 3 5 3 1
0 1 2 1 0

3
7775

2
6664

0 0 �1 0 0
0 �1 �2 �1 0
�1 �2 17 �2 �1
0 �1 �2 �1 0
0 0 �1 0 0

3
7775 .

The Gauss filter requires the same number of operations as the box filter, but produces
better results in images with high pixel frequencies (i.e., where adjacent pixels tend to
be di↵erent). The 5 ⇥ 5 weights are computed from the well-known two-dimensional
Gaussian distribution

G�(x, y) = Exp
✓
� r2

2�2

◆
= Exp

✓
�x2 + y2

2�2

◆
,

where � is the variance and r is the distance of a weight from the center of the matrix
(the current pixel). This function is first computed for the 25 integer x and y values
between �1 and 1, and the results are then scaled to become integers. (G�(0, 0) equals
1 and the other 24 G�(x, y) values are smaller. After scaling, the smallest values become
zero and the central value becomes 9.)

The Laplace filter employs some negative weights, and can therefore be considered
the di↵erence of two smoothing filters, each with only non-negative weights, as follows:

2
6664

0 0 �1 0 0
0 �1 �2 �1 0
�1 �2 17 �2 �1
0 �1 �2 �1 0
0 0 �1 0 0

3
7775 =

2
6664

0 0 0 0 0
0 0 0 0 0
0 0 17 0 0
0 0 0 0 0
0 0 0 0 0

3
7775�

2
6664

0 0 1 0 0
0 1 2 1 0
1 2 0 2 1
0 1 2 1 0
0 0 1 0 0

3
7775 .

Thus, this filter ignores 12 peripheral pixels and subtracts a weighted sum of 12 central
pixels from the center pixel. The result is an image where di↵erences between neighbor
pixels are accentuated, leading to very sharp edges. Figure 7.15 shows two applications
of Gauss blurring (top), with small and large variances and two examples of Laplace
filtering (bottom), with weight matrices

2
4�1 �1 �1
�1 9 �1
�1 �1 �1

3
5 and

2
6664

0 0 �1 0 0
0 �1 �2 �1 0
�1 �2 17 �2 �1
0 �1 �2 �1 0
0 0 �1 0 0

3
7775 . (7.3)

A blurring filter should sometimes be applied to a selected region instead of to
the entire image. Box, Gaussian, and other types of blurring filters may in such cases
result in strange artifacts near the edges of the region. The reason for that is that when
those filters process a pixel near the edges of the region, they use the values of a few
pixels outside the region. If the region is a background that the user wants blurred,
the edges of the background may be a↵ected by (rather, contaminated by) unwanted
pixels from the foreground which may have very di↵erent colors. The result may be
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Figure 7.15: Gauss and Laplace Filters.

a fuzzy outline around the background, that is both very noticeable and ugly. The
solution is to implement smart algorithms that identify the edges of the selected region
and treat them as the image boundaries (i.e., avoid using pixels outside the edges). The
well-known Adobe photoshop software supports such an algorithm, which it calls “lens
blur.”

⇧ Exercise 7.5: Given the weight matrix
2
4 p1 p2 p3

p4 p5 p6

p7 p8 p9

3
5 =

2
4�1 �2 0
�2 0 2

0 2 1

3
5 ,

apply it to a grayscale image with pixel intensities in the interval [0, 255] and determine
the range of the transformed pixels. What is the e↵ect of this filter on the image?

⇧ Exercise 7.6: Given the weight matrix
2
4 0 0 0

0 0 1
0 0 0

3
5 ,

find out how it a↵ects an image when it is applied as a linear filter.
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⇧ Exercise 7.7: Design a linear filter that generates a horizontal blur over five pixels,
thereby simulating the e↵ect of shooting a moving object.

7.4.1 Nonlinear Filters

The smoothing filters discussed so far are linear. They employ weighted averages, which
are based on linear operations to process the pixels located in the support region (the
kernel or the weight matrix). Linear filters are simple to design, implement, and ex-
periment with, but they have an important drawback illustrated by Figure 7.16, they
blur all the features of an image, including edges, thin lines, and contours. The figure
shows how a step (an edge) and a thin line are widened and lose their sharpness when
transformed by a simple linear support region. This suggests the use of nonlinear filters,
even for the basic task of smoothing an image.

From the dictionary
Linear: (1) Of the first degree with respect to one or more variables. (2) Of, relating
to, resembling, or having a graph that is a line and especially a straight line.

1 1 1
1 1 1
1 1 1

Figure 7.16: Blurring Caused by Linear Filters.

Minimum, Maximum, and Median filters

Perhaps the simplest nonlinear filters are the minimum and maximum. Such a filter
scans the original image region by region (where a region R is normally a small square
of 3⇥ 3, 5⇥ 5, or a similar number of pixels) and replaces each region with the smallest
(largest) pixel found in it. The formal definitions of these filters are

I 0[u, v] min{I[u+i, v+j]|(i, j) 2 R}, and I 0[u, v] max{I[u+i, v+j]|(i, j) 2 R}.

Figure 7.17 shows a small 120⇥ 180 grayscale image and its minimum (center) and
maximum (extreme right) filtered versions. The minimum-filtered image is smooth, but
is also dark and features small, black squares. Any black pixel is a minimum in its region
and causes the entire mapped region to become black. Similarly, the maximum-filtered
image is smooth, but is also bright and features small, white squares. Thus, even with
small regions, these filters produce a salt-and-pepper e↵ect, which normally renders the
results unacceptable.

The median filter is a compromise between the minimum and maximum filters. It
is based on a user-controlled support region and it replaces a pixel a with the median of
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Figure 7.17: Salt and Pepper Regions of Min and Max Nonlinear Filters.

the pixels in a’s support region. The median pixel m of a region is the pixel located at
the center of the sorted sequence of the region’s pixels. The median of a sorted sequence
of numbers is the value separating the higher half of the sequence from its lower half.
The formal definition of the median filter is

I 0[u, v] median{I[u + i, v + j]|(i, j) 2 R}. (7.4)

If the region contains an even number of pixels, the median is defined as the average of
the two central pixels (Figure 7.18).

The main advantage of the median filter is its insensitivity to outliers. A single
pixel with a very large or very small value may a↵ect the average of a support region
significantly, but such a pixel will never be in the middle of the sorted sequence and
therefore will never be the median. Its e↵ect on the pixel selected as median would
therefore be minimal. Imagine the sequence of 16 pixels in Figure 7.18. If the 0 pixel
on the left is changed to 10, it would move to the extreme right, and the median would
be the average (5 + 5)/2 = 5, not much di↵erent from 4.5.

Figure 7.19 illustrates the e↵ect of the median filter on a textured surface (brushed
aluminum). The rough surface looks smooth, any features smaller than half the filter
region size (mostly individual noise pixels) have disappeared, but large features remain
virtually unchanged.

An improvement over the basic median filter is the weighted median filter. In this
filter, a pixel is assigned a weight depending on its position in the support region; the
closer it is to the center, the higher its weight. The weights are integers and a basic
example of a 3⇥ 3-weights array is

2
4 1 2 1

2 3 2
1 2 1

3
5 .

Notice that the weights add up to 15. The nine pixels of a region are examined and a
sequence of pixels is prepared and sorted. However, each pixel in the region is inserted
into this sequence a number of times equals to its weight, so the final length of the
sequence is 15. Thus, the nine pixels of region

2
4 2 3 5

8 9 7
2 2 1

3
5 , become the sequence 2, (3, 3), 5, (8, 8), (9, 9, 9), (7, 7), 2, (2, 2), 1,
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(4+5)/2=4.5
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Figure 7.18: Medians of 3⇥ 3 and 4⇥ 4 Support Regions.

Figure 7.19: The E↵ect of the Median Filter.

which is then sorted to become the 15-pixel sequence 1, 2, 2, 2, 2, 3, 3, 5, 7, 7, 8, 8, 9, 9, 9,
whose median is 5.

The weighted median filter o↵ers more flexibility than the basic median. For exam-
ple, the basic median filter is a special case of the weighted median, where every weight
equals 1. Also the weight matrix

2
4 0 1 0

1 1 1
0 1 0

3
5 ,

determines the median by examining only the immediate neighbors of pixel a, not its
diagonal neighbors.

⇧ Exercise 7.8: Come up with an example of a weight matrix that always selects the
center pixel as the median.
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7.5 Edge Detection

Detecting and enhancing edges and contours are important image processing operations,
because edges are visual features that stand out and may often convey to the viewer
more visual information than do color gradations or correct perspective. Figure 7.20
is a case in point. The objects depicted in the figure are instantaneously recognizable,
even though the figure consists only of edges and contours. This feature of the human
visual system is the reason why line drawings and caricatures are often attractive and
popular. In fact, one measure of the talent of an artist is his ability to represent much
graphical information in a small number of lines and curves.

In the following, we will discuss filters for detecting edges and how to apply them
to sharpen an image.

Figure 7.20: Line Drawings as Collections of Edges.

An edge in a digital image may be defined as an image region where pixels are
di↵erent from their immediate neighbors. A more geometric definition is “regions where
image intensity changes significantly along a certain direction.” Our approach to devel-
oping filters for detecting and enhancing edges is based on the mathematical concept
of a derivative. A digital image is a two-dimensional array, but in order to develop the
basic concepts we need, we start with a hypothetical one-dimensional image I[u], an
array of pixels u. We use the notation f 0(x) or df(x)/dx and recall the definition of a
derivative

f 0(x) = lim
h!0

f(x + h)� f(x)
h

. (7.5)

The function I(u) of interest to us is the intensity of a pixel u in a digital image I, and
this function is not continuous. It has values only at pixels and is therefore discrete.
Given a pixel u, we can write the discrete version of Equation (7.5) in the form

dI(u)
du

⇡ I[u + 1]� I[u� 1]
(u + 1)� (u� 1)

=
I[u + 1]� I[u� 1]

2
=

1
2
�
I[u + 1]� I[u� 1]

�
. (7.6)

Figure 7.21 illustrates the transition from continuous derivatives to discrete di↵er-
ences. Part (a) of the figure is a simple image whose central part features a blurry edge.
We imagine moving across this image horizontally (the red arrow), crossing the fuzzy
boundaries of the white circle. Part (b) of the figure illustrates how pixel intensities
(shown as a continuous function f(x)) vary during the move, and part (c) is the deriva-
tive of f . It is positive when we cross into the circle and becomes negative when we
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f(x)

I(u)

I(u)

f‘(x)

x

x

u−1 u+1u u−1 u+1u

(a) (b)

(c)

(d)

Figure 7.21: Derivatives as Di↵erences.

cross out of it into the black background. Part (d) of the figure illustrates how f(x) is
approximated by di↵erences of the discrete intensity function I[u].

Once this transition from continuous to discrete functions is grasped, our image
I[u] can be generalized to a two-dimensional image I[u, v], which can be di↵erentiated
with respect to either u or v. The derivatives are partial and are denoted by

@I[u, v]
@u

and
@I[u, v]

@v
.

They represent the rate of change of pixel intensities when moving along a row or along
a column. We now define the gradient vector of image I at pixel [u, v] as the column

rI[u, v] def=
 @I[u,v]

@u
@I[u,v]

@v

�
.

The magnitude of vector (x, y) is obtained from Pythagoras’s theorem
p

x2 + y2, so we
write the magnitude of the gradient of image I in the same way as

|rI[u, v]| =

s
@I[u, v]

@u

�2

+

@I[u, v]

@v

�2

. (7.7)
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Those who have followed the discussion and the examples of image filters so far
(especially Exercise 7.5) would have no trouble translating Equation (7.6) to the linear
filters

Hx =
1
2
[�1,0, 1], and Hy =

1
2

2
4�1

0
1

3
5 .

Figure 7.22 illustrates how Hx filters out vertical edges, how Hy does the same for
horizontal edges, and how the two can be combined to identify and locate both types
of edges (compare with Figure Ans.19). Notice that these images have been inverted,
because it is easier to see thin edges when they appear black over a white background.

Figure 7.22: Filtering Horizontal and Vertical Edges.

An edge operator may use a small or a large kernel. Small kernels are preferable
because of the smaller number of computations needed, but they may miss edges. A
typical 3 ⇥ 3 kernel will miss a wide edge, an edge where there is not much di↵erence
between pixels on the two sides of the kernel. In such a case, either a larger kernel should
be used, or the image should be shrunk before it is processed.

Roberts edge detection operators

The two Roberts edge detection operators are simple and old, and not as powerful as
the modern edge detectors. Specifically, they are not very sensitive to edge orientation.
They are based on the two kernels

HR
1 =


0 1
�1 0

�
, and HR

2 =

�1 0

0 1

�
.

One of these kernels is placed over adjacent 2⇥ 2 regions of the image and pixel values
are multiplied by the kernel weights and added (actually, subtracted, because of the �1
weights). The di↵erences are then converted to their absolute values.

Because of the simplicity of this operator, it is easy to see how it works. In the
absence of an edge, the immediate neighbors of the center pixel a are similar to a, so the
e↵ect of a Roberts kernel is to subtract two similar quantities, resulting in zero (black)
or a small number (a very dark pixel). Any edge, horizontal, vertical, or diagonal, will



7 Computational Photography 871

result in some large di↵erences, as the following examples illustrate.

210 200 15 10
150 190 25 17
170 180 20 11

(a)

210 200 15 10
. . . 150 190 25
. . . . . . 170 180

(b)

Image (a) features a vertical edge. If the center pixel a is 190, the Roberts operators
will generate the small di↵erences |190� 170| = 20 and |190� 210| = 20, which become
dark pixels. If the center pixel is 25, then the di↵erences will be |25 � 180| = 155 and
|25� 200| = 195, corresponding to bright pixels. In either case, the transformed pixels
will feature big di↵erences. Image (b) features a diagonal edge whose direction is (1,�1),
i.e., it goes from top-left to bottom-right. If the center pixel a is 190, the di↵erences will
be the small numbers |190 � 160| = 30 and |190 � 200| = 10, and if the center pixel is
25, they will be |25� 170| = 145 and |25� 15| = 10. In the latter case, we want to use
the small value 10, that was generated by kernel HR

2 , so we conclude that this kernel
will identify (1,�1) diagonal edges, while HR

1 will do better with (�1, 1) edges.
Figure 7.23 illustrates the results of filtering the image of the Kiruna cathedral of

Lapland (Page 421) with the two Roberts kernels (compare with Figure 7.33). The
images have been inverted (dark edges over a bright background) for better visibility
and it is clear that even these simple filters produce satisfactory results in the case of
this image.

Figure 7.23: Roberts Diagonal-Edge Detectors.

Sobel and Prewitt edge detection operators

The Sobel operator for edge detection [Sobel 14] is a simple linear filter that has
been used since 1968 to detect a wide variety of edges in images. It is based on a 3⇥ 3
kernel which features four main directions as shown in Figure 7.24a. An edge will be
detected by this kernel if it is vertical, horizontal, or is oriented in one of the two main
diagonals of the kernel. When used to identify edges in an image, this kernel is placed
over adjacent 3 ⇥ 3 regions of nine pixels each, which are labeled a through i as in
Figure 7.24b. In part (c) of the figure we assume that each pixel occupies an area of one
square unit, which implies that the length of the diagonal of the 3 ⇥ 3 region is about
4.24 units.
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√
2
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1
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√ 2 
≈4

.24

Figure 7.24: A 3⇥ 3 Region for Sobel Operator.

We apply Equation (7.6) to compute the partial derivatives of pixel intensities in
the four main directions. Notice that they are computed as vectors, so we start with a
few words about vector notation.

A vector is a mathematical entity that has two attributes, direction and magnitude.
A vector does not have a position in space and can be moved freely parallel to itself while
remaining the same. A two-dimensional vector (a, b) consists of two components that
specify the direction the vector is pointing at. Starting at an arbitrary point A in space,
we move a units in the x direction and b units in the y direction, and arrive at point B.
Vector (a, b) points in the direction from A to B. Thus, vector (�1, 1) points 45� in the
negative x and the positive y directions (i.e., for every step in the negative x direction,
move one step in the positive y direction).

Once this is understood, Equation (7.6) is used to compute the vector sum of the
four gradient vectors. Each is computed as a di↵erence of pixel intensities divided by a
distance. The result is

Gt =
1
4
(c� g)[1, 1] +

1
4
(a� i)[�1, 1] +

1
2
(b� h)[0, 1] +

1
2
(f � d)[1, 0]

=
⇥
(c� g � a + i)/4 + (f � d)/2, (c� g + a� i)/4 + (b� h)/2

⇤
.

(Notice the distance of 4 assigned to the diagonal pixel pairs c g and a i.) In order to
eliminate the divisions, we multiply Gt by 4 to obtain

G = 4Gt = [c� g � a + i + 2(f � d), c� g + a� i + 2(b� h)],

and write this as the two 3⇥ 3 filter kernels

HS
x =

2
4�1 0 1
�2 0 2
�1 0 1

3
5 , and HS

y =

2
4 1 2 1

0 0 0
�1 �2 �1

3
5 .

In order to simplify the computations, the Sobel filter employs two approximations.
It multiplies the result by 4 to avoid divisions, and it replaces the Pythagoras expression
(the square root) of Equation (7.7) with the sum of two vectors.

The orientation ✓ of the edge that the Sobel filter identifies is given by tan ✓ =
HS

y /HS
x . The case ✓ = 0 means that the direction of maximum contrast from black to

white is from left to right in the image. Other values of ✓ are measured anti-clockwise
from this.
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The Prewitt edge detection filter is similar and is defined as

HP
x =

2
4�1 0 1
�1 0 1
�1 0 1

3
5 , and HP

y =

2
4�1 �1 �1

0 0 0
1 1 1

3
5 .

Figure 7.25 illustrates the performance of these edge operators. Notice that the filtered
images have been inverted to make it easier to visualize the edges (they are now black
on a white background). The results produced by the two filters are similar but not
identical. In particular, the Prewitt operator detects the blurry edge at the back of the
figure. Figure 7.26 illustrates how the simple Sobel filter can be applied to complex
images to detect hundreds of edges.

Sobel

Prewitt

Figure 7.25: Sobel and Prewitt Edge Detectors.

Over the years, much experimentation with the Sobel and Prewitt operators have
led to improved versions of these filters, especially in estimating the orientation of edges.
One example of such an improved filter is

Hx =
1
32

2
4 �3 0 3
�10 0 10
�3 0 3

3
5 , and Hy =

1
32

2
4�3 �10 3

0 0 0
3 10 3

3
5 .

Another example is a set of eight extended Sobel filters that are orientation sensitive
(see also Exercise 7.5). Figure 7.27 shows the e↵ects of the first four of those filters, HS

0

through HS
3 . Each of them isolates a narrow range, about 45�, of orientations, and is

insensitive to the remaining parts of the circular edge. These four filter kernels are as
follows:

HS
0 =

2
4�1 0 1
�2 0 2
�1 0 1

3
5 , HS

1 =

2
4�2 �1 0
�1 0 1

0 1 2

3
5 ,
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Figure 7.26: Sobel Edge Detection in a Complex Image.
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HS
2 =

2
4�1 �2 �1

0 0 0
1 2 1

3
5 , HS

3 =

2
4 0 �1 �2

1 0 �1
2 1 0

3
5 ,

H0
S

H1
S

H2
S

H3
S

Figure 7.27: Four Extended Sobel Edge Filters.

In general, edge-detecting filters that are tuned to certain orientations are less
sensitive to the strength of edges and may miss weak edges.

⇧ Exercise 7.9: Figure out the remaining four extended Sobel kernels, HS
4 through HS

7 .

Still another example is a similar set of eight orientation sensitive filters proposed
in 1971 by Russell Kirsch. The first four are

HK
0 =

2
4�5 3 3
�5 0 3

3 3 3

3
5 , HK

1 =

2
4�5 �5 3
�5 0 3

3 3 3

3
5 ,

HK
2 =

2
4�5 �5 �5

3 0 0
3 3 3

3
5 , HK

3 =

2
4 0 �5 �5

3 0 �5
3 3 3

3
5 ,
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H0
K

H1
K

H2
K

H3
K

Figure 7.28: Four Extended Kirsch Edge Filters.

and their performance is illustrated in Figure 7.28
The remaining four Kirsch filter kernels are

HK
4 =

2
4 3 3 �5

3 0 �5
3 3 �5

3
5 , HK

5 =

2
4 3 3 3

3 0 �5
3 �5 �5

3
5 ,

HK
6 =

2
4 3 3 3

3 0 3
�5 �5 �5

3
5 , HK

7 =

2
4 3 3 3
�5 0 3
�5 �5 3

3
5 ,

They are obtained from the first four by a circular rotation of rows and/or columns.

7.6 The Hough Transform

A bubble chamber is a container filled with liquid hydrogen (or any superheated trans-
parent liquid). Starting in the early 1950’s and for many years, bubble chambers were
used as the main instrument for detecting electrically-charged subatomic particles mov-
ing through it. It was invented in 1952 by Donald A. Glaser. A nuclear reaction would be
initiated by accelerating particles, letting them collide, and photographing the results
through a glass window. A bubble chamber photograph may be very complex (Fig-
ure 7.29) and may include hundreds of curves and spirals. Certain subatomic particles
are elusive and are created only rarely. Thus, very often thousands of photographs had
to be taken and analyzed in order to discover such a particle, which is why the analysis
had to be automated.

In 1962, Paul Hough introduced a method, based on a simple transform, that be-
came the basis for analyzing bubble chamber photographs and can be used to detect
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Figure 7.29: A Bubble Chamber Photograph.

lines and curves in digital images. Reference [Hough 62] is the original patent applica-
tion, reference [Hough 14] is a general introduction to this transform, and [Hart 09] is
the history of the Hough transform.

The Hough transform is used to detect patterns, not just edges, in images. We first
describe how this method is employed to detect straight lines, and then show how to
extend it to detect arbitrary curves.

To understand the problem, let’s consider the two straight segments y = x and
y = x/3 + 4 displayed on an 11⇥ 11 grid, where 0  x, y  10. Looking at the grid, we
easily perceive that it features two lines. Identifying the two lines by software, however,
is much more di�cult, because all that the software can “see” is the 121-bit bitmap

00000000001 00000000010 00000000100 00000001111 00000111000 00111100000
11001000000 00010000000 00100000000 01000000000 10000000000

(without the spaces), which corresponds to the pixels shown in Figure 7.30. How can a
computer program figure out the equations of the lines, or even discover the fact that
there are two lines, from the pixels in the bitmap? In practical cases, there may be many
lines in the bitmap, with missing pixels and with some stray pixels at slightly wrong
positions, complicating the problem even further.

The explicit equation of a straight line is y = ax + b, where a is the slope and b is
the y intercept. For a given line, the parameters a and b are fixed and the coordinates
x and y vary. The principle of the Hough transform is to turn the problem on its
head by reversing the roles of the parameters and the coordinates. Given a pair of
coordinates (x0, y0), the transform calculates all the possible values of (a, b) that satisfy
y0 = ax0 + b. In other words, given a point (x0, y0), the transform computes all the
pairs (a, b) of straight lines that pass through the point. When these pairs are plotted
in the ab plane, they define a line, because the values of each pair are linearly related.
The ab plane is called the parameter space, to distinguish it from the image space (the
xy plane) where the pixels actually exist.

Example: Given the point (x0, y0) = (10, 10), we calculate the 11 pairs (a, b),
where b = 0, 1, . . . , 9, 10. From 10 = 10a + b we obtain a = (10 � b)/10. The 11 pairs



878 7.6 The Hough Transform
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Figure 7.30: An 11⇥11 Bitmap.

are (1, 0), (0.9, 1), (0.8, 2), (0.7, 3),. . . , (0, 10).
Since there can be infinitely many straight lines passing through any given point,

we have to limit the calculation to a subset of these lines (i.e., the values of a and b
have to be “quantized”). We may decide to consider only (a, b) values that are integers
in a certain range or that have just one digit to the right of the decimal point. For
example, we may limit the calculation to the set of quantized values a = 0, 0.1, . . . , 0.9, 1
and b = 0, 1, . . . , 9, 10 (lines with 11 slopes between 0� and 45� and 11 intercept values
between 0 and 10). Each parameter can take on 11 values.

The pairs (a, b) being calculated are accumulated in a two-dimensional array ab of
integers in memory, whose rows and columns correspond to values of a and b. The array
should be large enough for all the possible values of pairs (a, b). In the above example,
we need an array of 11⇥11 integers. All array elements are initially cleared. Each time
a pair (a, b) is calculated, the corresponding array element is incremented by 1.

The algorithm works by scanning the bitmap, looking for bits of 1. For each 1-bit
found, the following steps are performed:

Determine the coordinates (x, y) of the pixel.

Compute all the quantized pairs (a, b) for point (x, y).

For each pair (a, b), increment array location ab[a,b] by 1.

⇧ Exercise 7.10: Assuming that the 121 bits of the bitmap are indexed 0 through 120
and given the row and column numbering of the pixels in Figure 7.30, figure out the row
and column numbers of the pixel at bitmap index i.

The Hough algorithm is a transform because it transforms points (x, y) in the image
space (i.e., pixels) to points (a, b) in the parameter space (i.e., lines). It has the following
properties:

A single point in image space is transformed to many points in the parameter space.
Those points are on a line, so each image point is transformed to a line in the parameter
space.

Any pair (a, b) defines the unique line y = ax + b, so any point in parameter space
corresponds to a line in image space.



7 Computational Photography 879

Imagine two points (x1, y1) and (x2, y2) on the line y = mx + n in image space.
Many lines go through each point, so each will cause many elements of array ab to be
incremented. Specifically, line y = mx + n goes through both points, so each point
will cause array element ab[m,n] to be incremented. This element will therefore be
incremented twice. In our example, there are 11 pixels on the line y = x (for which
a = 1, b = 0), so array element ab[1,0] will be incremented 11 times. Similarly, line
y = x/3 + 4 will cause element ab[1/3,4] to be incremented 11 times. Any other
elements of ab will be incremented fewer than 11 times.

Imagine two points (a1, b1) and (a2, b2) in parameter space. Each of them defines a
line in image space. Imagine that these two lines intersect at point (x0, y0). All points
(a, b) between (a1, b1) and (a2, b2) also define lines that intersect at (x0, y0).

The third property above is the important one. It implies that the two array
elements ab[1,0] and ab[1/3,4] will have the largest counts. Identifying the two lines
is therefore reduced to scanning array ab and finding the elements with the largest
counts. Each such element ab[m,n] tells us that the line y = mx + n exists in the
image.

The first 1-bit is found in the bitmap at index 10. It therefore corresponds to the
pixel at location (10, 10). The parameter pairs for this point satisfy 10 = 10a + b or
a = (10� b)/10. The 11 pairs are therefore (1, 0), (0.9, 1), (0.8, 2), (0.7, 3),. . . , (0, 10).

⇧ Exercise 7.11: The next 1-bit is found in the bitmap at index 20, so it corresponds to
the pixel at location (9, 9). Calculate the parameter pairs for this point.

Using the slope and y-intercept as parameters has the disadvantage that both can
grow without a limit. A better set of parameters, the normal parameters, is shown
in Figure 7.31. Parameter ↵ is the angle between the x axis and the normal to the
line (0�  ↵ < 180�) and parameter � is the distance of the line from the origin
(0  �  1). The straight line itself has the equation x cos↵ + y sin↵ = �, but if we
consider ↵ and � to be the variables, instead of x and y, we end up with the function
F (↵,�) = x cos↵ + y sin↵ � �, a sinusoidal. Each point (x, y) in the image space is
therefore transformed into a sinusoidal in the parameter space. However, when several
points on a straight line are transformed into sinusoidals, all the sinusoidals intersect at
one point. The four properties above also hold, but have to be rephrased as follows:

x

y

Line
β

α

Figure 7.31: The Normal Parameters for a Line.
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A point (x, y) in the image space is transformed to a sinusoidal curve in the param-
eter space.

A point (↵,�) in the parameter space corresponds to a straight line in the image
space.

Points lying on a straight line in the image space correspond to sinusoidals that
intersect at one point in the parameter space.

Points lying on a sinusoidal curve in the parameter space correspond to lines inter-
secting at one point in the image space.

Next, we discuss the extension of the Hough transform to arbitrary parametric
curves. Suppose that P(t1, t2, . . . , tn) is a parametric curve defined by n parameters.
For each n-tuple (t1, t2, . . . , tn), the curve passes through a point (x, y). The Hough
transform maps each point (x, y) in the image space to many points (t1, t2, . . . , tn) in
the n-dimensional parameter space. If n = 2, each point is transformed into a two-
dimensional curve. For n = 3, each point is transformed into a three-dimensional surface.
For larger values of n, each point is transformed into an n-dimensional hypersurface.

7.7 Edge Sharpening

We are now ready to tackle the important operation of sharpening an image. What
can you do if your most important and beautiful image is somewhat blurry. Your best
bet is to reshoot it, but many situations are unique and fleeting, leading to images that
are unique and cannot be taken again. In such cases, you wish you could sharpen the
image. We believe that it is impossible to add visual information to an image if that
information wasn’t there to begin with, so our best approach to image sharpening is to
exploit the properties of the human visual system. It turns out that we can “cheat” our
senses to perceive a sharper image if we can increase the intensity di↵erences on both
sides of an edge. Thus, image sharpening techniques try to identify edges and increase
the contrast between the two sides of an edge.

One approach to sharpen an edge is suggested in Figure 7.32 (compare with Fig-
ure 7.21) and is based on the properties of the second derivative of the intensity function
of the image. The figure shows how pixel intensities first increase and then decrease when
entering and then leaving a bright region of an image. The first derivative of the inten-
sity function is zero except around the two edges, and the second derivative reflects the
changes in the first derivative. The bottom part of the figure shows how the function
f̄(x) = f(x)�w ·f 00(x) a↵ects the pixel intensities in the areas of the edges, thereby cre-
ating the e↵ect of more change over a narrow interval. If w is a small, positive number,
then subtracting the term w · f 00(x) from f(x) exaggerates the pixel contrast around an
edge, making it easier to perceive the edge.

A practical technique that implements the approach above employs the Laplace
operator to combine the second derivatives of the image in two directions. The main
steps are as follows:

Construct a linear filter to identify and estimate the second derivative around an
edge
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Figure 7.32: Edge Sharpening with Second Derivative.

Employ the Laplace operator to combine those estimates in the horizontal and
vertical directions.

Subtract a fraction of this estimate from the original image, as proposed above.
Given a continuous function f(x, y) of two variables, the Laplace operator is defined

as the sum of the second derivatives of f

�
r2f

�
(x, y) =

@2f

@x2
+

@2f

@y2
.

To adapt this operator to our discrete intensity functions, we first recall from calculus
that the second derivative f 00(x) of a function f(x) can be expressed in terms of f as
follows

f 00(x) = lim
h!0

f(x + h)� 2f(x) + f(x� h)
h2

.

We can use this relation, which is correct for continuous functions, to construct kernels
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to approximate the second derivatives of a row and column of pixels as follows

HL
x = [1,�2, 1], and HL

y =

2
4 1
�2
1

3
5 ,

and extend these to a 3 ⇥ 3 kernel that estimates the second derivatives along the two
dimensions of the image. This kernel is the discrete version of the two-dimensional
Laplace operator and is given by

HL = HL
x + HL

y =

2
4 0 1 0

1 �4 1
0 1 0

3
5 .

Figure 7.33 illustrates the edges obtained with the Laplace filters (from left to
right) HL

x , HL
y , and HL (compare with Figure 7.23). Sharpening the image is done by

subtracting a fraction w of the filtered image from the original image.

[1,−2,1] 1
−2
1

[ [
0, 1,0

0, 1,0
1,-4,1[ [

Figure 7.33: Edges Obtained with Laplace Operator.

The bottom of Figure 7.15 shows two examples of excessive sharpening. The original
image of the Daigoji temple was sharpened by convolving (as shown in Equation (7.12))
its pixels with each of the kernels of Equation (7.3).

7.8 Morphological Filters

The median filter of Subsection 7.4.1 is simple and useful, but it tends to eliminate small
details, fill up small holes, and round o↵ large image structures, all in an unpredictable
way as illustrated in Figure 7.34. This section discusses a morphological approach to
filters, an approach that degrades certain image features but in a predictable manner.
The discussion here is limited to basic morphological operations and to binary images
(black and white). We are used to high-resolution color images, but binary images are
important in printing, fax transmissions, and as masks to select parts of images. The two
types of pixels in a binary image are denoted by foreground (1 or black) and background
(0 or white).

Shrink and regrow
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Figure 7.34: Median smoothing of a Binary Image.

The median filter is defined in Equation (7.4), duplicated here

I 0[u, v] median{I[u + i, v + j]|(i, j) 2 R}, (7.4)

where R is an image region, typically a small, 3⇥ 3 block of pixels. This filter is useful
because it eliminates image details that are below a certain size, such as noise and dirt,
but a better filter would make it possible to control the size (and perhaps also the shape)
of the image structures a↵ected by it. Such behavior is made possible by a technique
called shrink and regrow whose principle is as follows:

Each image structure is shrunk step by step, by removing its skin (a layer of a
certain thickness, Figure 7.35) in each step. This operation is also called erosion.

At certain points, small structures disappear completely.

The remaining structures are then regrown (the dilation operation) by adding a
layer of skin in each step, following the scheme used for erosion.

In the end, large structures get back to their original shape and size, while small
structures disappear.

Figure 7.35: Removing the Skin of a Binary Image.

Before we get to the details of these operations, we need to precisely define the term
“immediate neighbor.” There are two ways to define the neighborhood of a pixel, as
shown in Figure 7.36, a 4-neighborhood and an 8-neighborhood (see also Figure 7.12).



884 7.8 Morphological Filters

2
1 x 3

4

5 2 6
1 x 3
8 4 7

Figure 7.36: 4- and 8-Neighborhoods of a Pixel.

The former includes only the four adjacent neighbors in the horizontal and vertical
directions, while the latter also includes the four pixels along the diagonals.

Dilation and erosion are implemented by means of a structuring matrix (or a struc-
turing element) H whose elements are bits. Such a matrix has an origin and its bits are
assigned coordinates relative to this origin. Figure 7.37 shows examples of structuring
matrices, where the 1 (black) pixels are indicated by a “•” and the 0 (white) pixels are
not shown. The origin of each structuring matrix is shown as a colored rectangle.
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Figure 7.37: Structuring Matrices.

It is easier to understand morphological operations if we consider both the binary
image and the structuring matrices as sets of two-dimensional points. Thus, structuring
matrices (a)–(c) of Figure 7.37 are the sets of points {(1, 0), (1, 1)}, {(0, 0), (0, 1)}, and
{(�1, 0), (0,�1), (0, 0), (0, 1), (1, 0)}, respectively.

⇧ Exercise 7.12: What are the point sets of structuring matrices (d)–(f) of Figure 7.37?

With this in mind, it is easy to describe the dilation and erosion operations. To
dilate an image I, we choose a structuring matrix H, and allocate space for a new,
empty image J . For every foreground (1) pixel of I we then execute the following steps:

Denote the current foreground pixel of I by p.

Place H on image J with its origin on p.

Stamp H on the new image J (replicate it on J).
When done, image J becomes the dilated version of I.
Erosion is similar. we again choose a structuring matrix H, and start a new, empty

image J . For every foreground pixel p of I we then execute the following steps:

Place H with its origin on pixel p of image I.

If each 1-pixel of H has a 1-pixel of I underneath it, then a foreground pixel is
added to image J at position p.
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The top part of Figure 7.38 illustrates these operations. The steps for dilation are
as follows:

The structuring matrix H is placed over the pixels at (1, 1) and (1, 2) and is stamped
twice, to create the new pixels at {(1, 1), (1, 2)} and {(1, 2), (1, 3)}.

Now H is placed over (2, 2) to create pixels {(2, 2), (2, 3)}.
Finally, placing H over (3, 2) creates pixels {(3, 2), (3, 3)}.
Placing H over (3, 3) creates pixels {(3, 3), (3, 4)}, of which the former already exists

and the latter is outside the image dimensions.
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Figure 7.38: Dilation and Erosion with Structuring Matrices.

The steps for erosion are di↵erent

Matrix H is placed over (1, 1) and we notice that it matches foreground pixels of I.
Thus, pixel (1, 1) is added to the new image.

Matrix H is now placed over (1, 2). It matches this pixel and its neighbor (1, 3).
Pixel (1, 2) is therefore added to the new image.

Placing H over (2, 2) results in adding that pixel to the new image.

The first case of no match occurs when H is placed over (2, 3).

Pixel (3, 2) is a match, but (3, 3) isn’t. The green square remains empty, illustrating
the fact that erosion is not always the exact inverse of dilation. Dilation and erosion are
dual operations, but not exact inverses.
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⇧ Exercise 7.13: The structuring element used in the above example has one foreground
pixel to the right of its origin and it is now obvious that this pixel dilates an image
by adding a layer of pixels to its right boundary. It also erodes an image by deleting
its right-hand boundary. What would be the e↵ects of using structuring element (c) of
Figure 7.37?

The fact that dilation and erosion are dual operations implies that erosion is iden-
tical to dilation of the background pixels. Eroding an image is identical to inverting it
and then dilating it. This is illustrated by the bottom part of Figure 7.38, where image
A is eroded into B, while image C (the inverse of A) is dilated into D (the inverse of
B).

Erosion removes small-scale details from a binary image, while reducing regions of
foreground pixels. A simple application of erosion is isolating the boundaries of fore-
ground pixels in a binary image. This is done by eroding the image and then subtracting
it from the original image.

Erosion and dilation do the opposite things to an image, but they are not exact in-
verses, which allows us to define two useful morphological operations on images, opening
and closing. A morphological opening of an image is an erosion followed by a dilation
with the same structuring element H. Closing an image is the reverse, a dilation followed
by an erosion, also with the same structuring element.

The term “opening” is used because this operation can open up a gap between image
regions connected by a thin bridge of pixels. Also, any image regions that have survived
the erosion are restored to their original size by the dilation that follows. Opening is an
idempotent operation; once an image has been opened, subsequent openings with the
same structuring element do not change the image.

Idempotence is the property of certain operations in mathematics and computer sci-
ence, that can be applied multiple times without changing the result beyond the initial
application.

—From wikipedia.com.

The term “closing” is used because this operation can fill holes in the regions, while
keeping the initial region sizes. Like opening, closing is idempotent. Closing and opening
are dual operations, which explains the results shown in the bottom part of Figure 7.38.
Image A is eroded with a 3 ⇥ 3 structuring matrix H to produce image B. Similarly,
image C, the inverse of A, is dilated with the reflected H to produce image D, which
happens to be the inverse of B because closing and opening are dual.

7.9 Discrete Convolution

The term convolution, as used in image processing, is the process of applying a filter to
an image. Pixels, the basic elements of an image, are discrete, which is why the discrete
version of convolution is used with images and is the one discussed here. In the general
field of digital signal processing (DSP), convolution is the process of applying a filter
to a signal. Many signals are one dimensional, but images are two dimensional. Thus,
we will start with the one-dimensional discrete convolution, and then extend it to two
dimensions.
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Convolution
1. Something that is very complicated and di�cult to understand: a twist or curve.
2. (In mathematics) a function derived from two given functions by integration that
expresses how the shape of one is modified by the other.
3. An integral that expresses the amount of overlap of one function g as it is shifted
over another function f . It therefore “blends” one function with another. (From
MathWorld—A Wolfram Web Resource.)

—Dictionary definitions of convolution.

We start with a simple example. Given an array a containing numbers, we want
to smooth the di↵erences between consecutive numbers. This can easily be done by
replacing each number with the average of itself and its two immediate neighbors, an
operation that can be written as

b[i] (a[i�1]+a[i]+a[i+1])/3 = a[i�1]h[�1]+a[i]h[0]+a[i+1]h[1] =
1X

j=�1

a[i+j]h[j],

(7.8)
where index i varies over all the elements of a. Figure 7.39 illustrates two steps of this
process. Array h, the convolution kernel (or the filter kernel), contains 1/3 in each of
its three elements. The kernel is also often referred to as the system’s impulse response.

5
a[0] a[1] a[2] a[3] a[4] a[5]

48 3 1 6

1/3 1/3 1/3
× × ×

h

a

5.33 5.33
b[0] b[1] b[2] b[3] b[4] b[5]

b

5
a[0] a[1] a[2] a[3] a[4] a[5]

48 3 1 6

1/3 1/3 1/3
× × ×

h

a

b[0] b[1] b[2] b[3] b[4] b[5]
4b

Figure 7.39: Smoothing as a Convolution.

For reasons that will be explained shortly, it is customary to assign descending index
values to the convolution kernel h and label its elements h[1], h[0], and h[�1], which
changes Equation (7.8) to

b[i] a[i� 1]h[1] + a[i]h[0] + a[i + 1]h[�1] =
i+1X

j=i�1

a[j]h[i� j]. (7.9)

The star symbol ? is used to indicate convolution, so Equation (7.9) is normally
written as

b[i] = (a ? h)[i] =
X

j

a[j]h[i� j], (7.10)
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where the summation index j varies over a range that includes all the nonzero elements
of the kernel h. In technical jargon we say that the output array (or output signal) b
equals the input signal a convolved with the impulse response h.

The ends (or edges) of the signal array a always present a problem and may cause
wrong results, because some signal values are missing. In our example, the computation
of b[0] requires the value of a[�1] and that of b[5] requires the value of a[6]. These values
do not exist, which is why practical implementations of convolution employ solutions
such as the following:

Do not compute convolution values for b[0], b[5] or any other cases where input
values are missing.

Assume that any missing values are zeros.

Copy the nearest value to cover any missing values. In our example, element a[�1]
would become 8 (a[0]) and element a[6] would be 6 (a[5]).

Assume that the signal array is periodic. The last element a[5] of our array would
be followed by a[0] and the first element a[0] would be preceded by a[5].

Perhaps the best way to understand convolution is to work out a detailed example
twice, first from the point of view of the input signal a and then from the viewpoint of the
output signal b. The former view illustrates the relation between convolution and signal
processing, while the latter view clarifies the mathematical operations of convolution and
explains why it may be interpreted as a weighted sum. Our example consists of the input
signal a = (0.5, 0,�0.8,�1.2,�1.2,�2, 0.2, 1, 0) and the kernel h = (0.1, 0.3, 0.5,�1).

The input side process illustrates how each input value (or input sample) contributes
to the final output. It consists of two steps as follows:

Multiply each of the nine input values by the four elements of the kernel, creating
four numbers, shifted as illustrated in Figure 7.40. Each of the first nine parts of the
figure displays the impulse response contributed by one of the elements of the input
signal a. These impulse responses are shifted and are also scaled by the kernel h. Notice
that the last three steps create numbers with indexes 9, 10, and 11. Thus, the length
of the output in our example is 12. In general the length of the output created by this
variant of convolution is one less than the sum of the lengths of the input and the kernel.

Add the nine results. Notice that each consists of 12 numbers, of which eight are
zeros and four are the result of a multiplication in step 1. The final result is also shown
graphically in Figure 7.40 bottom-right.

The nine results are

(0.05, 0.15, 0.25,�0.5, 0, 0, 0, 0, 0, 0, 0, 0)
(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)

(0, 0,�0.08,�0.24,�0.4, 0.8, 0, 0, 0, 0, 0, 0)
(0, 0, 0,�0.12,�0.36,�0.6, 1.2, 0, 0, 0, 0, 0)
(0, 0, 0, 0,�0.12,�0.36,�0.6, 1.2, 0, 0, 0, 0)

(0, 0, 0, 0, 0,�0.2,�0.6,�1., 2, 0, 0, 0)
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Figure 7.40: Input-Side Convolution Example.

(0, 0, 0, 0, 0, 0, 0.02, 0.06, 0.1,�0.2, 0, 0)
(0, 0, 0, 0, 0, 0, 0, 0.1, 0.3, 0.5,�1, 0)

(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0),

and their 12-point sum, the final output, is

b = (0.05, 0.15, 0.17,�0.86,�0.88,�0.36, 0.02, 0.36, 2.4, 0.3,�1, 0).

The two steps involve only multiplications and additions, which are commutative.
Those who carefully follow the above example will agree that convolution is commuta-
tive. Exchanging the input and kernel would result in the same 12-point final output.
However, even though the mathematics is simple and is commutative, there is a physical
di↵erence between the input and the kernel. The former is given by the physical problem
at hand, while the latter is specified by the user, based on his experience and intuition.

Now, for the output-side viewpoint. This process examines the output values b[] to
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figure out what input samples a[i] contribute to each output value b[j]. This knowledge
is useful because any practical software for convolution should consist of a loop where
each iteration computes one output value b[j] from several input samples and from all
the values of the kernel. Each value b[j] should be computed independently of the other
output values. We use the above example to figure out how the sixth output value
b[5] = �0.36 = 0.8�0.6�0.36�0.2 was obtained. This value is the sum of the columns
labeled 5 in Figure 7.40 (only four of these columns are nonzero).

a[2] · h[3] + a[3] · h[2] + a[4] · h[1] + a[5] · h[0]
= �0.8 · (�1)� 1.2 · 0.5� 1.2 · 0.3� 2 · 0.1

=
5X

i=2

a[i]h[5� i].

From this result we conclude that the general output value b[j] is computed as the
sum

b[j] =
jX

i=j�3

a[i]h[j � i]. (7.11)

(The value 3 in the subscript is 1 less than the length of the kernel.) The important
point here is that each output value b[j] is computed as the dot product of some elements
of a with the elements of the kernel, where the latter are taken in reverse order. This
explains the unusual choice of index in Equation (7.9).

Figure 7.41 is a graphic representation of this process. An element of the output b
is computed as the dot product of part of the input a and a left-to-right flipped version
of the kernel h. The flipped kernel (in the dashed box) is then slid to the right and the
process is repeated for all the elements of the input a.

Introducing discrete convolution by means of the example above is simple, easy to
follow, and it produces Equation (7.11), the main convolution equation, in a natural
way. This should be compared to the way discrete convolution is typically introduced in
textbooks on image processing. Such a book may simply say “Discrete time convolution
is an operation on two discrete time signals defined by the integral. . . ,” a definition
which does not explain why the elements of the kernel h are used in reverse order.

Edge e↵ects. It is easy to implement convolution from Equation (7.11), but notice
that for extreme values of the output index j, the results are wrong. The sum of
Equation (7.11) goes from i = j � 3 to j, so for j = 0, index i should vary from �3 to
0, but input samples a[�3], a[�2], and a[�1] do not exist, so the sum reduces to the
single product a[0]h[0]. (The technical term for this is that the impulse response is not
fully immersed in the input signal.) Similarly, for j = 1, index i should vary from �2
to 1, but the actual result is only a[0]h[1] + a[1]h[0]. A similar situation exists for the
largest values of j, where some input samples do not exist and the sum can be only
partly computed. Several methods to handle edge e↵ects have been discussed earlier.

The mathematical aspect of convolution can now be summarized as follows. Each
input sample contributes a scaled and shifted version of the impulse response (the kernel)
to the final output. Conversely, each output value is a contribution of several input
samples, each multiplied by a value from the flipped impulse response.
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Figure 7.41: Output-Side Convolution As a Dot Product.

While true, this summary does not tell us why convolution is so useful in image
processing or in the more general field of digital signal processing (DSP). We can begin
to grasp its importance when we again examine Equation (7.11) and Figure 7.41. They
both illustrate how each output value is a weighted sum of several input samples, with
the elements of the kernel as the weights. The very first example in this section employs
a kernel, each of whose three elements equals 1/3. This kernel generates output values
each of which is the average of three input samples. Viewing convolution as a weighted
sum is the key to understanding its operation and how to use it in practice.

Figure 7.42 illustrates the e↵ects of various kernels on a one-dimensional signal.
Blurring, sharpening, and shifting kernels are shown.

7.9.1 2D Convolution

Image processing is concerned with images, and a digital image is a two-dimensional
array of pixels. The method of convolution can be directly extended to such arrays. All
that is needed is a two-dimensional kernel. The kernel is flipped twice, vertically and
horizontally, and then it is slid over the entire image row by row to create the output
image. This can be summarized by the equation

b[m,n] = a[m,n] ? h[m,n] =
X

j

X
i

a[i, j]h[m� i, n� j]. (7.12)

As an example, given a 3⇥ 3 kernel whose rows and columns are labeled from �1 to 1,
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Sharpening kernel

Shifted rect kernel

Gaussian kernel

Rectangular kernel

Original signal

Figure 7.42: Various Convolution Kernels.

this equation results in the sum

b[1, 1] =
X

j

X
i

a[i, j]h[1� j, 1� i]

=a[0, 0]h[1, 1] + a[1, 0]h[0, 1] + a[2, 0]h[�1, 1]
+a[0, 1]h[1, 0] + a[1, 1]h[0, 0] + a[2, 1]h[�1, 0]
+a[0, 2]h[1,�1] + a[1, 2]h[0,�1] + a[2, 2]h[�1,�1].

Figure 7.43 is an example of five typical filters obtained by a two-dimensional con-
volution. The original image shows the Wat Phra Kaew, Grand Palace in Bangkok, and
the filters were achieved by the kernels
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Figure 7.43: Five Filters as 2D Convolutions.
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The kernel of a two-dimensional convolution does not have to be symmetric. Asym-
metric kernels can be used to, for example, blur the image in the horizontal direction
and sharpen it in the vertical direction.

7.10 Dual Photography

Dual photography is an algorithm that allows a camera user to compute and display
parts of the scene that are obstructed, occluded, or are otherwise invisible to the camera.
Unbelievably, after taking a picture of a scene, a computer can compute a di↵erent view
of the scene, a view seen by the light source but not by the camera. Figure 7.44 shows a
simple scene where certain parts are visible to the light source (a projector) but hidden
from the camera.

Figure 7.44: A Partly-Hidden Scene.

Dual photography is based on Helmholtz reciprocity. The wikipedia definition of
this little-known concept is “The Helmholtz reciprocity principle describes how a ray
of light and its reverse ray encounter matched optical adventures, such as reflections,
refractions, and absorptions in a passive medium, or at an interface.” Thus, following
a beam of light from a light source, through various reflecting and refracting media,
to a camera sensor, is equivalent to following it from the sensor back to the source. If
we swap the source and sensor, all the measurements performed on the beam of light
would produce the same results. This principle is due to George Stokes and Hermann
von Helmholtz.

Even though simple to state, Helmholtz reciprocity is best understood by means
of an example. Thus, before we delve into the details of dual photography, here are a
few paragraphs illustrating the principle of ray tracing, a neat application of Helmholtz
reciprocity.

Computer graphics is a vast field that incorporates many topics, concepts, and
methods. However, the main aim of computer graphics is to compute and display real-
looking objects. Notice that only the exterior of an object is displayed, which is why
computing an object is reduced to the problem of computing and rendering a surface.
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Surfaces are rendered in computer graphics in the same way we see them in real life.
We see a surface when light emanating from it hits our eyes. Relatively few surfaces
generate and emit light (the sun, other stars, light fixtures, fire, certain animals). Even
fewer surfaces transmit light. Most surfaces simply reflect the light that falls on them,
which is why the problem of rendering a surface is mostly a shading problem, a problem
of computing light reflection.

A traditional shading method for computing light reflection starts by specifying the
locations and orientations of the light source or sources, the intensity and color of the
light, and the light reflection attributes of the surface (or surfaces). Those attributes
can be bright/dark, smooth/rough, and shiny/dull. Once this information is known,
the shading algorithm scans the scene object by object (i.e., surface by surface). For
each point on a surface, the algorithm determines the light that arrives at the point (its
direction, color, and intensity) and how that light is reflected (the direction of reflection,
color, and intensity). If the reflected light hits the display at point P, the pixel at P is
painted the correct color. If the reflected light beam never hits the display, it is ignored.
This shading process is repeated for every point on each of the surfaces constituting the
scene. It is complex, lengthy, and slow, but it produces excellent results in most cases,
rendering objects and displaying them realistically.

Life, however, is complex and it always presents new, surprising problems. Tradi-
tional shading methods work well on single surfaces and on dull objects, but fail when
the scene consists of several shiny or transparent objects that may reflect light on each
other in complex ways or magnify or distort objects behind them. The simplest exam-
ples of such a scene are (1) two shiny objects, each being reflected in the other, and (2)
a crystal ball distorting the scene behind it. Figure 7.45 shows several such examples
and more can be seen in [wiki-tracing 19].

It was in order to generalize the older shading methods that in 1979, Turner Whitted
of Bell Labs developed a new, revolutionary approach to shading, based on Helmholtz
reciprocity. Whitted named his approach ray tracing [Whitted 79]. The principle of ray
tracing is to follow rays of light from their final destination (a pixel on the display) to
their origin (a point on a light source). Such back tracking takes into account the entire
trip of the ray, including multiple reflections from shiny surfaces and refractions inside
transparent objects.

Figure 7.46 shows a simple scene with a few objects and four rays traced. Ray a
is traced to the dodecahedron on the table and from there to the ceiling, where it is
traced back to the top of the light fixture. It is clear that after two reflections, the light
has lost much of its intensity, so the pixel through which ray a emerges should appear
dark. Ray b is traced directly to the light source, so the corresponding pixel should be
painted bright. Both rays c and d emerge through their corresponding pixels and strike
the camera after one reflection, so these pixels should be assigned shades between those
of a and b, depending on how much light the wall and the dodecahedron reflect. The
precise colors of the pixels depend on the amounts of di↵use (dull) and specular (shiny)
reflections of the various objects.

⇧ Exercise 7.14: Tracing rays of light backward seems counterintuitive. Why not start
at the light source and trace each ray of light forward until it enters the eye through
some pixel on the screen?
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Figure 7.45: Complex Light Reflections and Distortions.
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Figure 7.46: Ray Tracing: The Principle.

⇧ Exercise 7.15: If fully traced, will every ray end up at a light source?

Now that we have seen an example of Helmholtz reciprocity, it will be easier to
understand the idea behind dual photography. The discussion here is based on the
original publication [Pradeep Sen et al. 2005] and the same notation is used. Figure 7.47
shows the basic configuration. The source of light is a projector that shines light through
a grid of resolution p ⇥ q. Thus, we assume that the light is emitted in narrow beams
that we consider pixels and that can be turned on and o↵ individually. These pixels are
numbered 1 through pq, and a pixel j is shown in the figure. The light arrives at the
scene and is reflected from its various parts. Some of the light arrives at the camera,
whose sensor has m ⇥ n pixels. We assume that those pixels are numbered 1 through
mn, and a pixel i is shown in the figure. For simplicity, we assume a grayscale image,
no Bayer filter and no colors. Each pixel in the sensor consists of a single number. Once
the algorithm is clear to the reader, it can be generalized to color images simply by
assuming that each pixel is three numbers.

We now assume that all the pixels at the projector are turned o↵ except the one
at position j. A narrow ray of light passes through that pixel, hits the scene, and is
reflected and perhaps also refracted, even multiple times. Some of this reflected light
is captured by the camera to become an image on its sensor. A single, narrow ray of
light does not carry much energy, so the image captured on the sensor is dark. The
important point is that this m ⇥ n-pixel image, denoted by c0 in the figure, contains
some information about those parts of the scene that are visible to the projector but
invisible to the camera. This is true because we know from long experience that any
changes to the scene, even to those parts hidden from the camera, would change the
light reflected from the scene.

We still don’t know how to use this information about the hidden parts, but we feel
that it is important and should be saved. We therefore save image c0, all mn pixels of it,
in column j of a large matrix T. Thus, T is a huge matrix of mn rows and pq columns,
where element T [i, j] contains the color of pixel i in image c0 that is generated by the
light ray that passes through projector pixel j. In practice, both mn and pq are large
numbers, typically in the millions, so an important part of any practical algorithm of
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Figure 7.47: Dual Photography: The Principle.

dual photography is to reduce the size of T.
Next, we turn pixel j o↵ and lit another pixel. A slightly di↵erent image c0 is

created and is saved in matrix T. This is repeated for all pq pixels of the projector. We
can summarize the result in the matrix equation

c0 = Tp0, (7.13),

where the projected pattern p0 is a column of size pq whose jth element is 1 and all other
elements are zeros. Column vector c0 is of length mn and contains the image generated
by projector pixel j. For each of the pq values of j, column j of the transport matrix T
becomes the current image c0. The use of a single prime superscript in Figure 7.47 and
Equation (7.13) indicates the primal configuration, the original setup of the projector
and camera around the scene.

The next step is to swap the camera and projector, as shown in Figure 7.48, and to
apply Helmholtz reciprocity which states that such a swap does not vary the paths of
light rays or the energy transferred between the camera and projector. Appendix A of
[Pradeep Sen et al. 2005] shows that this reciprocity implies that Equation (7.13), the
primal equation, now takes the dual form

p00 = TTc00, (7.14),

where TT is the transpose of the original transport matrix T. Vector p00 is the (virtual)
image that would be “captured” by the projector if the camera were “projecting” bit
pattern c00. This duality of the primal and dual setups is the essence of dual photography.

In principle, the process of dual photography is as follows. We lit the projector’s
pixels one by one. For each of the pq pixels, we capture an image in the camera and
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store it in a column of matrix T. We then transpose T. Each time we multiply this
transpose by a unit column c00 (all zeros except a single 1), we obtain a dark image p00i .
The final “magical” dual image p00, which shows the scene from the point of view of the
primal projector, is the union of the mn dark images p00i .
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Figure 7.48: The Dual Configuration.

To accelerate the process, we must identify pixels whose contributions to the scene
can be separated later, and illuminate them in parallel. The developers of dual photog-
raphy discuss an adaptive algorithm that divides the projector’s image recursively to
determine which pixels can be lit simultaneously. This algorithm is what makes dual
photography practical and makes it possible for the rest of us to experience its magic.

7.11 Light Field (Plenoptic) Cameras

In a conventional camera, light rays from a point P on the object pass through the lens,
are refracted (bent), and end up at a point on the image sensor. Figure 1.44 illustrates
how rays arrive at a photosite on the sensor from many points on the lens, moving
in di↵erent directions. Each makes a contribution to the charge accumulating in the
photosite, but the information about their directions is not used. (Naturally, light rays
starting at points not in the plane of focus end up scattered over a circle of confusion.) In
a light field (plenoptic) camera, the direction information is used to estimate the distance
of point P from the sensor. Thus, such a camera acts as a single-lens stereoscopic device.
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What is more important, the directions of light rays and the distance information are
employed in such a camera to refocus the image after it has been taken, and it is this
feature that surprises users when they first notice it and that many consider magical.
In principle, a light field camera does not have to be focused and does not even need a
focusing ring. Once the picture has been taken, it is possible to select any object T in
the image and refocus the entire image such that T (and anything in the scene at the
same distance as T) is in focus. The price for such convenience and magic is a significant
loss of image resolution. In a conventional camera, all the light rays from a point in the
scene end up in a single photosite. In a plenoptic camera, light rays from a point in the
scene arrive in many photosites, depending on their directions.

(For another approach to refocusing, see the paragraph on the post focus mode of
the Panasonic Lumix DMC ZS70 camera on Page 488.)

Two light field cameras, the Lytro and Illum, were commercially available during
the period 2012–2018. These cameras, both used and new, can still be obtained through
eBay and similar sources. The main lenses of these cameras have the relatively large f/2
aperture, which provides both a short exposure time and low image noise. With this
f-stop, these cameras take pictures that they later process (in their on-board computers)
into photographs where objects at any depth are as sharp as if taken with an f/22
aperture.

We have all gotten used to the fact that focusing is important. An unfocused,
blurred image seems to be missing something. It doesn’t talk to us the way we expect
and hope. We tend to skip it and move to the next photo, hoping to see a visually-
satisfying image.

Photographers know that focusing is never ideal because of lens aberrations and
shallow DOF. An ideal lens focuses a point on an object to a point in the image, but no
real lens is ideal. They all su↵er from various aberrations. Shallow DOF causes certain
image parts to appear blurred or at least soft. Increasing the range of DOF can be done
by selecting a long exposure and small aperture, but the former requires static objects
and the latter may introduce di↵raction e↵ects.

This section is organized in subsections as follows:
Subsection 7.11.1 talks about stereo cameras and triangulation. We assume either

a two-lens camera or two single-lens cameras aligned side-to-side, and show how trian-
gulation is used to compute the distance of objects from the plane of the sensors. We
also introduce and discuss the correspondence problem. The interested reader should
check Subsection 3.15.1 for stereo photography with mirrors.

Subsection 7.11.2 shows how a single-lens optical system can record the directions
of arriving light rays and use this information to estimate the distances of scene points
from the sensor. This is how a light field camera can magically refocus its images at any
time. Once the mystery of the light field has been explained, the term “light field” itself
is finally defined. The definition is delayed up to this point because it is confusing and
does not contribute to an understanding of the plenoptic cameras.

Subsection 7.11.3 explains how a practical plenoptic camera works, based on a
lenticular array.

Subsection 7.11.4 discusses the Lytro company and its two commercial products
(since abandoned) the Lytro and Illum light field cameras.

Finally, subsection 7.11.5 mentions a new approach to plenoptic camera design that
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promises to increase its resolution by a large factor and make this type of camera popular.

7.11.1 Double-Lens Stereo Vision

The discussion in this section follows reference [wiki.stereo 19]. See also Section 3.15
for descriptions of several double-lens 3D cameras. Figure 7.49 illustrates the simple
geometry of a two-lens camera. An object point is located at A. Line BCD passes
through the B and D lenses of the camera. We need to compute distance AC, which
we denote by z. The baseline (the distance between the centers of the two lenses) is
BD = BC + CD. The triangles ACB and BFE are similar, as are also ACD and DGH.
With this in mind, the derivation is straightforward. The displacement d = EF + GH is
given by

d = EF + GH = BF
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BF

�
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where k = BD ⇥ BF and z = AC is the distance between the plane of the lenses and
the scene being photographed. Thus, once we observe points E and H in the two LCD
screens of the camera, we can measure the sum d of their displacements from the center
points F and G, which yields the object distance z = k/d.
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H

Lens
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Figure 7.49: Two-Lens Stereo.

In order to compute z, we need to locate points E and H and measure their distances
from the center points F and G, respectively. Looking at an image feature in one
of the two stereo images, it is easy for us to locate the corresponding feature in the
other image, but how can we implement this in software? This is the correspondence
problem in stereoscopic vision. After years of intensive research there still is no full,
satisfactory solution to this problem. Reference [Scharstein 2001] lists many approaches
and algorithms specifically developed to solve the correspondence problem, and it is my
hope that one of the readers of this book will eventually find a complete solution.

7.11.2 Stereo in a Single-Lens Camera

It is easy to understand how stereo vision is achieved in a double-lens camera (or any
stereoscopic device with two lenses), but this section shows how the same result can
also be achieved in a single-lens optical system. As with every other revolutionary,
unexpected result, there is a price to pay for single-lens stereo vision, in the form of
reduced pixel resolution and an extra optical component, a lenticular array. (The ad-
jective lenticular means shaped like a lentil.) A camera incorporating such an array is
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referred to as a light field camera or a plenoptic camera (from the Latin plenus, meaning
full, as in “plentiful”). Reference [lenticular 19] is a short history of lenticular arrays.

The principle of such a camera is to group many photosites into a large macropixel
on the sensor. Each photosite receives light coming from a di↵erent point on the object
and moving in a di↵erent direction. Each macropixel is an image of a small part of
the scene. Each photosite in a macropixel receives light coming from a di↵erent point
in this part and moving in a di↵erent direction. By selecting, say, photosite n in each
macropixel, we end up with a collection of light rays that came from di↵erent parts of
the scene, but are moving in the same direction. It is like seeing the scene from that
direction.

The discussion in this section mostly follows [Adelson and Wang 91] and their
notation is used. Figure 7.50a shows a pinhole camera and three rays of light entering
it. It is clear that these rays form a cone in space. This basic fact was already known to
Leonardo da Vinci who referred to such a cone as a pyramid [pyramids 19]. Part (b) of
the figure shows how the same three points in the scene send two cones of light through
two pinholes of a camera. It is now clear that the same three points send an infinite
number of light rays and that a moving pinhole camera, as in part (c), receives such a
cone at any point in time. Finally, Figure 7.50d shows how a lens bends the light rays
entering it such that the rays from a point on the scene meet at the same point on the
sensor even though they move in di↵erent directions both before entering the lens and
after exiting.

(a) (b) (c) (d)

outside
focusing
plane

Figure 7.50: Pinhole Cameras and Light Cones.

Thus, the rays of light arriving from the lens and impinging on a photosite contribute
to the charge collected by the photosite, but the information about their directions of
movement is not used. This information is vast and can provide a lot of useful data about
the scene. It is ignored by conventional cameras, but is successfully used by plenoptic
cameras. Such a camera employs a lenticular array of extremely small lenses that is
located just in front of the sensor. These small lenses collect information about the
direction of light rays coming from di↵erent regions or slices of the aperture (the main
lens). Once this information has been recorded on the sensor, it is possible to select just
that image information that came from any particular slice of the aperture, and in this
way to construct the image that would have been seen if our viewing position has been
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slightly shifted up, down, left, or right. As if this was not enough, the use of a lenticular
array makes it possible to estimate depth, i.e., the distance of scene points from their
images on the sensor’s pixels. Since a plenoptic camera can estimate depth information,
a pair of stereo images can be generated in software from a single plenoptic image.

We start with two experiments:
Experiment 1. Look at an object through a magnifying glass and then block part

of the glass with your hand. As you move your hand to block more of the glass, more
of the object will be obscured, but what is still visible will remain bright.

Experiment 2. Use a magnifying glass to project a ceiling light fixture on a table.
Now start blocking the glass with your hand as before. As you cover more of the glass,
you will still see the entire fixture, but it will become dimmer as less light passes through
the glass.

With these experiments in mind, consider Figure 7.51. Part (a) of the figure shows
a point light source that is focused into an image point by a lens. Parts (b) and (c)
similarly show the same point source moved closer to the lens and then away from it.
The images formed by the lens in the latter two cases are small, blurred circles, dim
at the center and fading toward the periphery. The luminance profiles (or point spread
functions, PSF) of these images are shown in green under each part.

(a) (b) (c) (d) (e) (f)

Figure 7.51: Single Lens Stereo.

We now block a part of the lens as shown in parts (d) through (f) of the figure,
and in this way move the aperture away from the lens center. Following two light rays
in each case, it is obvious that when the source of light is in the focus plane, its image
is still sharp, but is dimmer because less light passes through the lens. However, when
the source is moved closer to (or away from) the lens, its image—which is again a small,
blurry, and dim circle—is shifted to the right (or to the left). The extent of the shift is
important because it can be used to estimate the distance of the light source from the
lens. It is possible to show from the figure that as the source is moved away a distance
t from the lens, its image is shifted to the left a distance proportional to t. When the
source is moved closer, its image is shifted to the right by the same proportion.

The discussion so far has assumed that the light source is a point, but in practice
the source can be any scene. Those parts of the scene that are closer than the focus plane
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will be shifted to the right, while the parts farther than that plane will be shifted to the
left. By measuring the shift of each part, its distance from the lens (d in Figure 7.52)
can be estimated, which is an important feature of single-lens stereo. Figure 7.52 shows
the geometry of single-lens stereo, and is employed here to compute this estimate. The
figure shows an object point at a distance d from the lens, forming an out-of-focus image
that is shifted a distance h on the sensor. The following notation is used:
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Figure 7.52: Geometry of Single Lens Stereo.

F the lens’s focus plane
f distance between the lens and the sensor plane
d distance of a point P in the scene from the lens
g focal length of the lens
e distance between sensor plane and focal plane
v shift of aperture
h shift of image of point P on the sensor plane.

The computations are straightforward and are based on the two similar triangles
shown in gray and green in Figure 7.52
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from which we get
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The left-hand side of Equation (7.15) is the reciprocal of the unknown distance d, and
the quantities on the right-hand side are all known, except h, which has to be measured
for each object point. Notice that when the aperture is shifted to the center of the lens,
both v and h become zero, the term h/v is indefinite and should be treated as zero.

7.11.3 The Plenoptic Camera

We are now a step closer to a practical plenoptic camera. Figure 7.53 shows the relation
between macropixels and photosites. We first imagine small, pinhole cameras located
over the sensor such that each covers three photosites labeled r, s, and t (for right,
center, and left). In part (a) of the figure, a point in the scene (in red) is located on
the focusing plane, so all the light rays that proceed from it to the lens enter the center
pinhole camera and are spread over the three photosites. This pinhole camera acts as
a lens that generates a focused image of part of the scene over its sensor (the three
photosites). The inset shows an enlargement of three rays striking photosites. The ray
coming from the right hits the photosite labeled r, which is how light field photography
employs not just the intensities of light rays, but their directions as well. As has already
been mentioned, the price for this is loss of resolution; in the example of Figure 7.53,
each macropixel consists of three photosites, which reduces the overall resolution of the
final image by a factor of 3.

Parts (b) and (c) of Figure 7.53 illustrate light rays from objects very close or far
away. It is obvious that the distribution of the rays in the macropixels is an indication
of the distance of each object. The three rows r, s, and t of photosites at the bottom
of the figure show the subimages of these objects. The subimage constructed from the r
photosites corresponds to those light rays passing through the right side of the lens, the
t subimage is due to light passing through the left side, and the s subimage is the result
of light rays passing through the center of the lens.

The three subimages (in a practical plenoptic camera, a macropixel must consist
of many more photosites) contain information about the distances of scene objects as
follows. For an object located in the plane of focus, the subimages are aligned. For
a closer object, as in part (b) of the figure, the subimages are shifted successively to
the left. For a far object (c), they are shifted successively to the right. Measuring the
amount of shift (the displacement) yields an estimate of the object’s depth (distance).

Manufacturing a vast number of miniature pinhole cameras is impractical, which is
why a lenticular array (an array of microlenses, also called lenticules) is used instead in
a plenoptic camera, as illustrated in Figure 7.54. We denote the focal length of these
miniature lenses by f . The array is placed at a distance f in front of the sensor and
is therefore focused at infinity. (Figure 1.44 shows how a distance of one focal length
between a lens and a sensor focuses the lens at infinity.) Thus, a group of parallel rays
arriving at such a microlens from a certain direction is focused by it into a point on the
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Figure 7.53: Macropixels and Photosites.

sensor. We can say that a microlens focused at infinity converts the direction of the
group (angular information) into a location on the sensor (spatial information).

The microlenses may be either cylindrical (referred to as 1D) or spherical (2D). In
practice, hexagonal microlenses have the advantage of both being 2D and completely
covering the sensor area. We can consider such an array a set of tiny cameras, each
corresponding to one macropixel, and each forming on its photosites an image of a
small part of the scene as seen from its location in the lenticular array. Notice that the
macropixels are not square but have the shape of the microlenses. If the microlenses are
cylindrical, the macropixels are roughly rectangular, while for spherical microlenses, the
macropixels are circular.

Figure 7.54 shows a possible design for a plenoptic camera. The field lens is needed
to guarantee that the main lens is at optical infinity from the lenticular array, which
causes the light rays that happen to pass through the center of the lens to arrive at
the center of each subimage. Without the field lens, the sensor and the lenticular array
would have to be curved, as shown in the inset, making them unnecessarily di�cult to
manufacture. The task of the weak di↵user, which is placed between the elements of
the main lens, is to blur the image very slightly, such that the point spread function
would be as wide as the spacing between lenticules. The sensor is shown in green. Note
that the lenticular array is in reality two dimensional. Theoretically, each lenticule (i.e.,
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Figure 7.54: A Plenoptic Camera and its Lenticular Array.

macropixel) can be as small as 2⇥ 2 photosites, but in practice, in order to contain an
image of a small part of the scene, a macropixel should be at least hundreds of photosites
large.

The point spread function (PSF) of a lens describes the impulse response of that
lens—how a point light source is imaged.

An important point to consider is that the f-numbers (f-stops) of the lenticules and
of the main lens should be the same in order for the macropixels to butt one another
without overlapping and without gaps in between. If the f-number of the lens is greater
than that of the lenticules (i.e., the lens aperture is smaller relative to its focal length),
the macropixels become smaller, there are dark areas between them, and sensor real
estate is wasted, reducing the camera’s resolution. In the opposite case, illustrated in
Figure 7.55 for a large main lens, the images of the macropixels overlap, bleeding into
each other and contaminating the values of the individual photosites.
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Figure 7.55: E↵ect of Di↵erent f-stops.

Since the f-number of the lenticules must be fixed (they cannot be zoomed, at least
with present technology), the f-number of the lens must also be fixed, which creates a
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problem if the lens of a plenoptic camera is a zoom lens. Normally, the f-number of a
zoom lens varies as it is zoomed in and out, but a zoom lens in a plenoptic camera must
be designed such that its diameter varies together with its focal length. As its focal
length f is increased into the telescopic range, its diameter d must grow at the same
rate to keep the ratio f/d constant. Another point is that f in this context is not the
focal length of the main lens but its distance from the lenticular array.

A basic application of a lenticular array is to use the images generated by the
macropixels of a plenoptic camera in order to see the scene from di↵erent viewpoints.
Each macropixel is an image of a small part of the scene as seen from a di↵erent direction,
so we can think of the macropixels as the space coordinates of the light field (which
hasn’t been defined yet). Each photosite in a given macropixel is the result of light rays
coming from a di↵erent part of the lens, which is why we can consider the photosites
the direction indicators of the rays that constitute the light field. Thus, when we select
a photosite at location j in the macropixels, and combine the photosites at locations j
from all the macropixels, the resulting image would show the scene as seen by a small
part of the lens. When we do the same for locations j + 1 in all the macropixels, the
resulting image would show the scene as seen by the next small part of the lens. In
this way, it is possible to produce a short video showing the scene rotating horizontally,
vertically, or in any other direction, as seen from di↵erent regions of the lens. The extent
of such a rotation depends on the size (number of photosites) of a macropixel, but the
rotation looks real because the front and rear parts of the scene move at di↵erent speeds
(i.e., the parallax is correct).

Once this material is clear to the reader (and it may require more than one reading
to digest it) we can get to the crucial point, namely the connection between the lenticular
array, the number of photosites in a macropixel, and an image that can be refocused
after it has been shot.

Unfortunately, the details of refocusing involve the discrete Fourier transform (Sec-
tion 7.12) and are outside the scope of this book (a euphemism for saying that the author
himself does not know; just joking), but the principle is simple. It can be explained with
geometric optics, and is illustrated in Figure 7.56.

Part (a) of the figure shows a point object in the scene, a lens, and a sensor. The
image of the object on the sensor is also a point, implying that the object is on the
focusing plane; its image is sharp. In part (b), the object is moved away from the lens.
In order to keep it in focus, the sensor should be moved closer to the lens. Part (c)
includes a lenticular array. We see a small region of the scene and two thin light rays
(in red) coming out of it. They end at the third microlens from the bottom, so this
microlens generates a sharp, small image of the red region (not the entire scene) on the
sensor. Finally, part (d) of the figure shows the same region now located some distance
away from the focusing plane. Light rays emitted from it now arrive at the fourth
microlens from the bottom and the region’s image on the sensor is blurred. Assume that
the user selects this region and wants to refocus the entire image around it. In principle,
the camera software has to sort all the light rays and select the ones from part (b),
now shown dashed, because these, and many others like them not shown in part (b),
correspond to a sharp image of the now-distant region.

The Definition. After this long presentation of single-lens stereo, the principles
of plenoptic cameras, and refocusing, here is the wikipedia definition of a light field:
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Figure 7.56: The Principle of Refocusing.

“The light field is a vector function that describes the amount of light flowing in every
direction through every point in space. The space of all possible light rays is given by
the five-dimensional plenoptic function, and the magnitude of each ray is given by the
radiance.” I hope that this definition is clear and useful, but I doubt it.

7.11.4 The Lytro Plenoptic Cameras

The history of light field origins, research, and understanding goes back decades, but the
first commercial plenoptic cameras were made and sold by the Lytro company starting in
2012. This innovative organization was founded in 2006 by Ren Ng. As a Ph.D. student
at Stanford University, Ng contributed to research on light field and plenoptic cameras
and made these topics the subject of his thesis [Ng 06]. It took Lytro more than five
years to design, develop, and market its first product. This was a small plenoptic camera,
announced in February 2012, that came to be known as the Lytro camera (Figure 7.57a).
The second product, the Lytro Illum, came out in April 2014. These were followed by
Immerge, intended for the cinema and virtual reality communities.

Lytro was never a me-too company. Its products had no predecessors and no com-
petitors; they were not based on someone else’s cameras. Also, several investors gave
the new company at least $140 million over its life. The first camera was a surprise. The
media touted it with slogans such as Shoot Now, Focus Later, and everyone expected a
great and lasting success for this innovative startup. Yet everyone was surprised when
the following announcement came in 2016. Lytro was getting out of the consumer cam-
era business. There were several reasons such as “We were competing in an established
industry” and “We didn’t have the resources to both continue building consumer prod-
ucts and investing in VR.” In March 2018 Lytro announced that it was winding down
its operations, and it quietly ceased to exist later that month.

What went wrong? Some (self-appointed?) experts claim that the Lytro cameras
were overpriced and su↵ered from low resolution of the final image, which limited their
appeal. Users considered them toys that only had value as experimental devices, not
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(a)

(b)

Figure 7.57: Two Lytro Plenoptic Cameras.

practical cameras. Lytro’s income never reached the critical mass needed to keep the
company afloat, and the executives started hoping for Lytro to be acquired by Google.
Instead, Google started hiring key employees of Lytro to develop Google’s own virtual
reality products. Whatever the reason, in 2018 came the sad announcement “It has been
an honor and a pleasure to contribute to the cinema and virtual reality communities,
but starting today we will not be taking on new productions or providing professional
services as we prepare to wind down the company.” I hope that you, the reader, is as
sad as I am to see such an original, innovative company disappearing after only a few
years of hard work and great hopes.

Here are the main facts and specifications of the Lytro and Illum cameras.
The original Lytro camera is a square aluminum tube less than five inches long

with the lens at one end and a small, 1.52” LCD touchscreen at the other. The original
camera features an 11 megaray sensor. The lens has 8x optical zoom and an f/2.0
aperture. An important design decision was to use the touchscreen as much as possible
and minimize the number of mechanical controls (buttons, dials, rings) on the camera’s
body. As a result, the camera has buttons for power and shutter release, a zoom slider
(for 8x zoom), and a USB port. Everything else—shutter speed, ISO, AE lock, and
toggling the ND filter—is controlled by the touchscreen. The camera comes with either
an 8GB (enough for 350 pictures) or 16GB memory (for up to 750 pictures). The
sensor features 11 Mpixel, but the resolution of the final image is only about 1.2 Mpixel
(1080 ⇥ 1080 = 1,166,400). There is no flash, video, or tripod mount. The lenticular
array consists of 200,000 hexagonal lenses, so assuming that these cover the entire sensor
area, the number of photosites per microlens (i.e., the size of a macropixel) is only
11,000,000/200,000 = 55.
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Megaray is a measurement Lytro uses to describe how many megapixels are in the
sensor behind the lenticular array.

The next Lytro camera, the Illum (Figure 7.57b, the name comes perhaps from
illumination), has a constant f/2 aperture and a 40 megaray sensor, implying 200 photo-
sites per macropixel. The final image comes out of the Lytro software with a resolution
of 2450⇥ 1634 = 4,003,300 pixels, very low even for 2014. The initial price was $1600,
perhaps too high.

The Illum has PISM shooting modes (I for ISO, but no aperture priority mode), only
two buttons, two dials, and two electronic rings, for focusing and for zooming. There
is a 4”, 480 ⇥ 800 touchscreen on the back, for settings, viewing, and refocusing. The
30–250 mm lens has an 8.3x zoom and no image stabilization. The output files are either
50 MB or 100 MB and are processed by software that can refocus, edit, and save still
images. The focus breadth (essentially DOF) can also be adjusted by this software. The
camera features a USB 3.0 port, external shutter release port, hot shoe, tripod mount,
and removable battery. The CMOS image sensor measures 1/1.2” (10.82 ⇥ 7.52mm)
and an ISO range of 80–3200. Shutter speeds are from 32 sec up to 1/4000 sec. The
Illum has an SD card slot and built-in Wi-Fi, but no internal storage.

The large output files are downloaded from the SD card to a computer, where they
can be edited, refocused, and finally saved in a standard format such as jpeg or ti↵. The
problem is that special software from Lytro is needed for this, and without support and
updates from Lytro, this software may not work under future operating systems. Illum
can also output jpeg files, but they cannot be refocused later.

7.11.5 Full Resolution Light Field

Currently (in 2019) the main drawback of plenoptic cameras is the low resolution of the
final, refocused image. There is, however, a surprising technique that claims to increase
this resolution by a large factor, using the same sensor and lenticular array. In fact, if
this technique proves practical and is extended and improved, we may yet see plenoptic
cameras that feature the full resolution of their sensors in the final image. The main
reference for this approach to light field rendering, dubbed Full Resolution Light Field,
is [FR lightfield 19], a large collection of papers, articles, and videos by the group of
researchers working on this approach.

Figure 7.58 shows the main parts of this new design. The chief di↵erence between
this and the plenoptic camera of Section 7.11.3 and Figure 7.54 is the location of the
lenticular array. In the Lytro cameras, this array is placed at the focusing plane (the
image plane) with the sensor placed a distance f behind it, where f is the focal length
of the microlenses. This focuses the microlenses at infinity.

The new design places the lenticular array a distance di from the image plane and
places the sensor a distance d0 from the lenticular array, such that di, d0, and f are
related by the thin-lens equation, duplicated here

1
f

=
1
d0

+
1
di

. (1.2)

This causes the microlenses to be focused on the image of the scene, rather than at
infinity, and it is this precise focusing that results in the increased resolution.
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Figure 7.58: Designs for Full Resolution Plenoptic Cameras.

In part (a) of the figure, the optical system is similar to that of a binocular and d0

is slightly less than f . In part (b), the optical system is like that of a telescope and d0

is slightly greater than f .
The developers claim that these designs make it possible to achieve focusing that

is much more precise than that of the “traditional” plenoptic camera and in this way
increase the resolution of the final image significantly.

The following comment was found on the Internet. “By focusing the image first on
a plane before the microlens array, this camera reduces the number of microlenses that
capture each point of the scene. This creates a tradeo↵ between increased resolution
and decreased refocusing capability (or, equivalently, decreased light-fieldness).”

7.12 The Discrete Fourier Transform

We are all familiar with the concept of a mathematical function. This important concept
is simply a rule of calculation. Given a quantity x, the function y = f(x) tells how to
obtain quantity y from x by means of calculations. A simple example is y = x2 + 1.
Given a number x, square it and add 1 to obtain the result y. This can be done for
any number x, and can therefore be illustrated graphically as a two-dimensional curve
where each point has the two coordinates (x, x2 + 1). Clearly, there are infinitely many
functions and curves, with all kinds of shapes, which is why the Fourier transform comes
as a surprise. It says that any function can be expressed as the sum of the trigonometric
functions sine and cosine; very unintuitive.

A mathematical function can be continuous. It may be defined for a large interval of
infinitely many x values. In practice, we can only obtain, measure, or compute the values
of a function for a finite number of x values. Thus, functions used in engineering are
often discrete; they are known only at a finite number of points and require the discrete
version of the Fourier transform to compute their trigonometric building blocks.

L’étude profonde de la nature est la source la plus féconde de découvertes
mathématiques.
The deep study of nature is the most fertile source of mathematical dis-
coveries.

—Joseph Fourier.
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This section covers the discrete Fourier transform and its applications to image
processing, but first, a few important preliminaries, for the benefit of many readers.

Transforms. A mathematical transform is a function or a rule that shows how to
transform one type of data to another. Here is the story of the Fourier transform. In the
early 1800’s, Fourier, then a governor in Grenoble, became interested in the process of
heat transfer. He thought about it, analyzed this process in his mind, and came up with
an equation. The problem then changed from physics (heat transfer) to mathematics
(how to solve this equation). After much thought and trials, Fourier tried to transform it
into a di↵erent representation. To his surprise, his equation then became much simplified
and easy to solve. In fact, it naturally separated into two equations. After solving it, he
still had to transform it back to its original representation.

Today, scientists and engineers use many transforms, but the underlying process is
always the same. Transform your data to another representation, solve your problem in
that representation, and then transform the result back to the original form. Here are a
few examples:

Roman numerals. (This also appears in Section E.4.) The ancient Romans presum-
ably knew how to operate on Roman numerals, but when we have to, say, multiply two
Roman numerals, we may find it more convenient to transform them into the modern
(Arabic) notation, multiply, and then transform the result back into a Roman numeral.
Here is a simple example:

XCVI⇥XII! 96⇥ 12 = 1152! MCLII.

The Discrete Cosine Transform (DCT, Section E.4). This important transform
expresses a set of data points as the sum of cosine functions with di↵erent amplitudes
and frequencies. The DCT is invaluable in the data compression field, where it is used
extensively in the mp3 and JPEG algorithms.

The Hough Transform, Section 7.6, is used to detect patterns such as edges, in
images.

The Trigonometric Sine and Cosine Functions. The well-known sine and
cosine functions are the building blocks of the discrete Fourier transform, but they
originally crop up in trigonometry (the study of triangles and especially right-angled
triangles). Ancient mathematicians and astronomers have long ago noted that the ratio
of the lengths of two sides of a right-angled triangle depends only on one acute angle of
the triangle. Figure 7.59 shows how the two important sin and cos functions are defined
geometrically as ratios of triangle sides. In the special case where the hypotenuse equals
1, those functions equal the lengths of the two right-angled triangle sides. As the angle ✓
varies from 0 to 360� (or 2⇡ radians), the graph of the sine function becomes the familiar
wave, and that of the cosine function is identical in shape but lags 90� behind.

Thus, sin(0) = 0, sin(⇡) = 1, and sin(2⇡) = 0, which implies that the function
sin(2⇡t) goes through 360� when t varies from 0 to 1. Moreover, the similar function
sin(2⇡kt) goes through this range k times while t varies from 0 to 1. The parameter
k can therefore be considered the frequency of the sin (or cos) function. In engineer-
ing applications, the parameter t often stands for time, in which case the units of the
frequency k are Hertz (Hz, the number of periods of the function per second).
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Figure 7.59: Definitions of the sin and cos Functions.

Time series. (In English, the word “series” is both singular and plural.) Time
series is an important term in engineering. It is used in statistics, signal processing,
weather forecasting, and many other scientific and engineering applications where data
is collected temporally (over time). It is defined as a series of data points which are
indexed, listed, or graphed in time order. In practice, however, a time series is often a
sequence of data items taken at successive equally-spaced points in time. We can also
say that a time series is a sequence of discrete-time data. Examples of time series are
(see also Figure 7.60) the intensity of sound waves emitted by a source of sound, the
voltage generated by a microphone picking up that sound, temperature values measured
daily over a year, and the height and weight of a person, measured once a week or once
a month.

Figure 7.60: Various Time Series.

The frequency domain. A garage owner wants to increase car tra�c in his
business. He starts by counting the number of cars that are brought in every hour for
service or repair. The result is a time series that gets longer every day. After a few
days the owner plots this sequence graphically by connecting the data points with a
smooth curve. To his surprise, it is immediately obvious that more cars are brought in
early in the day and also in the middle of the day, around noon (car owners use their
lunch break to leave a car in the garage). Thus, the plot is an approximate sine wave
with maxima at 8 AM and 12 noon (top-left of Figure 7.61). Another surprise awaits
the owner after a few weeks. It turns out that more cars are brought to the garage on
Thursday and Friday (in preparation for weekend trips), on Monday and Tuesday (with
problems caused by weekend trips), and on Saturday (when owners have more time).
The bottom of Figure 7.61 shows a typical plot for a few weeks.
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Figure 7.61: Activity in a Garage.

This information is already useful to the owner, but there is more. He now hires
an expert to compute the discrete Fourier transform of his data, and is again surprised
to see the simple result (the top-right corner of the figure). Just two red vertical lines,
a long one on the left and a shorter one on the right. It turns out that these lines are
part of the frequency domain of the wavy function on the bottom of the figure. The
original function is now said to be in the time domain, which is familiar to anyone, but
the frequency domain may be both simpler and more useful. The garage owner is told
that the weekly frequency component of his data is greater than the daily frequency
component. The variations between days of the week are more pronounced than the
variations between the hours of the day. The owner now concludes that if he wants to
hire extra help for the busy times of his business, he should hire mechanics to work on
Friday, Saturday, and Monday, instead of asking them to work every day, but only in
the morning and around noon.

The DFT. Once these preliminary topics have been introduced, we are ready for
the discrete Fourier transform (DFT). This useful mathematical tool analyzes an N -
element time-series (or a time-domain signal) x[n] and computes its frequency content
as an N -element array X[k]. Intuitively, the DFT works by comparing x[n] to sinusoidal
basis functions (i.e., the sin and cos functions) of higher and higher frequencies. Each
comparison is done by calculating (1) the cross-correlation between the N elements of
x[n] and N equally-spaced elements of cos[t] and then (2) the cross-correlation between
the same elements of x[n] and N equally-spaced elements of i sin[t], where i =

p
�1.

This explanation of the DFT as a correlation between a given signal and a family of
waves suggests why the DFT is so useful and universal. This transform links the values
of a signal to the waves that constitute it, and waves are important because much of the
work in signal processing and image processing involves sound or light waves.

A digression. The statistical technique of correlation operates on two equal-length
arrays of numbers a[n] and b[n]. It measures the amount of similarity between them and
produces a result (the Pearson correlation coe�cient) that is in the interval [�1,+1]. We
can also think of correlation as a measure of how strongly one signal is present in another
signal. Positive values of the cross-correlation imply positive correlation between the two
arrays, negative values imply negative correlation, and zero implies no correlation at all.
A typical example of positive correlation is two arrays h[n] and w[n] containing the
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heights and weights of people. We know from experience that tall people often weigh
more than short ones. Thus, when h[p] < h[p + 1] for some index p, we expect w[p] to
be less than w[p + 1]. If this is true for most element pairs of these arrays, we consider
the correlation between them positive.

⇧ Exercise 7.16: What are examples of negative correlation and no correlation?

Correlation is a useful measure, but it should be used with caution. In general,
a large positive or negative correlation between two arrays of data is not su�cient to
infer the presence of a causal relationship between them (i.e., correlation does not imply
causation). Here is an example. The correlation between mood and health in people
is generally positive, but what does it mean? Does improved mood lead to improved
health, or does good health lead to good mood, or both?

Before we end this important digression, here is a useful observation. The concept of
a matched filter is used in signal processing. A matched filter is the result of correlating
a template (a known delayed signal, in our case the sin and cos functions) with an
unknown signal (the x[n] array) to detect the presence of the template in the unknown
signal. End of digression.

Once this intuitive explanation of the DFT as correlations between a signal and
sinusoidal waves is clear, the equation of the DFT is easy to understand. It is based on
the well-known Euler’s formula

eix = cosx + i sinx,

which relates the two rows of the expression below, an expression that can also be
considered the definition of the DFT

Xk =
N�1X
n=0

xn · e� i2⇡
N kn

=
N�1X
n=0

xn · [cos(2⇡kn/N)� i · sin(2⇡kn/N)]. (7.16)

This definition is often denoted by X = F{x} or simply F(x). The input to the DFT is
a time series x[n] of N values. The output is an array X[k] of N frequency coe�cients
Xk, for k = 0, 1, . . . , N � 1. Notice that the elements of both the original signal x[n]
and the array X[k] can be complex numbers. Figure 7.62 shows an example of a short
signal and four sine and cosine waves, corresponding to k = 0 through 3.

The following is a short example of computing the DFT in matlab.
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x[n] Time

Frequency

cos(2π1n/N)

sin(2π1n/N)

sin(2π0n/N)=0

cos(2π2n/N)

sin(2π2n/N)

cos(2π3n/N)

sin(2π3n/N)

cos(2π0n/N)=1

Figure 7.62: Four Sine and Cosine Waves and a Signal x[n].
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clc

clear all

close all

x=[1 2-i -i -1+2i]

len=length(x)

xk=zeros(1,len)

for k=0:len-1

for n=0:len-1

xk(k+1)=xk(k+1)+x(n+1)*exp(((-i)*2*pi*k*n)/len);

end

end

disp(’transform’)

disp(xk)

Figure 7.63: Matlab DFT Code.

1.41 2.83 1.41 5.66

Figure 7.64: Frequency Components.

Running this code produces
2.0000 + 0.0000i -2.0000 - 2.0000i 0.0000 - 2.0000i 4.0000 + 4.0000i,
or simply (2,�2 � 2i,�2i, 4 + 4i). The absolute values of these complex numbers are
(1.41, 2.83, 1.41, 5.66) and these become the components of the frequency domain of the
original array x (Figure 7.64).

The Fourier transform is reversible, i.e., a signal can be transformed and then
reconstructed from the transform exactly.

Speed is very important in algorithms and their practical implementations. The
code of Figure 7.63 is slow because of the double loop it contains. If the length of the
original signal is about 1000, then the double loop has to iterate about a million times.
In general, we say that this code has a time complexity of the order of N2, where N is
the number of elements of the signal.

Fortunately, a much faster algorithm, known as the fast Fourier transform, or FFT,
has been developed and implemented as part of many mathematical software packages,
such as Matlab. This algorithm was originated around 1805 by Gauss, and was redis-
covered in 1965 by James Cooley and John Tukey. Its time complexity is on the order
of N log N , which for N = 1000 implies about 10,000 operation. Compared to the mil-
lion steps required by the straightforward method for N = 1000, the FFT reduces the
computations time by a factor of 100!

Figure 7.65 illustrates the use of the FFT in Matlab. The signal to be transformed is
the sum of sinusoidal waves, and the frequency plot shows clearly the three contributing
frequencies and their relative strengths.

The matlab code that generated the figure is also listed. Notice the command sub-
plot(m,n,p), or subplot(mnp). This Matlab command partitions the current Figure
window into an m-by-n matrix of plots and selects the p-th plot for the current plot.
This is how several plots can be included in the same window. This command takes
more parameters. The parameter gca in the set command refers to the style of the plot
axes.

7.12.1 The Two-Dimensional DFT

This book is about photography and its images, which is why the two-dimensional
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time = 0:1/1000:2;
n = length(time);
hz = linspace(0,1000,n);

% signal = sinusoidal wave
signal = 2*sin(2*pi*5*time) + 3*cos(2*pi*8*time) + 12*sin(2*pi*12*time);

% transform it with fft
freq = 2*abs(fft(signal)/n);

% plot the time domain
figure(1), clf, subplot(211)
plot(time,signal,’k’,’linew’,2)
xlabel(’Time’), ylabel(’Amplitude’)
title(’Time domain’)

% plot the frequency domain
subplot(212)
stem(hz,freq,’k-s’,’linew’,2,’markerfacecolor’,’g’)
xlabel(’Frequency’), ylabel(’Amplitude’)
title(’Frequency domain’)
set(gca,’xlim’,[0 25])

Figure 7.65: The DFT of a General Sinusoidal Wave and Matlab Code.
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DFT is relevant to our discussion and is now introduced. Given a digital image (a
rectangular array of rows and columns of pixels) the two-dimensional DFT is computed
by (1) computing the one-dimensional DFT of each column, and (2) computing the
one-dimensional DFT of each row of the result of step 1. Here is an example:

Example. Given the symmetric 7 ⇥ 7 array of pixel values (real numbers) of Fig-
ure 7.66, the results of step 1 are listed in the matrices of Figure 7.67 (as output by
Matlab, they should be multiplied by 100 before being used) and the results of step 2
are similarly shown in the matrices of Figure 7.68.

The low-frequency Fourier coe�cients are located in the corners of the final matrix
of Figure 7.68 and the highest frequency coe�cients, which correspond to the Nyquist
frequency (Section G.9), are at the center. Those who use the DFT often, have long
ago discovered that it is visually better to rearrange the two-dimensional DFT matrix
so that it features the low-frequency Fourier coe�cients at the center and the highest
frequency coe�cients at the corners. Figure 7.69 shows the image that corresponds
to the 7 ⇥ 7 matrix of Figure 7.66 together with three images resulting from its two-
dimensional DFT. The image labeled “Amplitude Spectrum, Unshifted” is the real part
of the DFT, the image labeled “Phase Spectrum” is the imaginary part of the DFT, and
the image labeled “Transformed and Shifted” is the rearranged version of the real part
of the DFT. The red arrow in this latter part shows how to interpret each of the DFT
coe�cients (the small squares). The distance r of the coe�cient from the center of the
image corresponds to the frequency of the coe�cient; closer to the center implies lower
frequency. The angle ✓ indicates the direction of the Fourier sinusoidals in the vicinity
of the coe�cient. The Matlab code that generated the figure is also listed.

Figure 7.70 attempts to illustrate the relation between the directions of sinusoidals
and DFT frequency coe�cients. The figure shows three images, each a sine wave that
propagates in a di↵erent direction. Below each image, the figure shows where we can
expect most of the DFT frequency coe�cients to be concentrated when the image is
transformed and rearranged.

Figure 7.70: Directions of Sinusoidals.
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12 23 41 49 41 23 12
23 42 56 72 56 42 23
32 58 75 92 75 58 32
42 77 95 100 95 77 42
32 58 75 92 75 58 32
23 42 56 72 56 42 23
12 23 41 49 41 23 12.

Figure 7.66: A 7⇥ 7 Matrix for experimentation.

1 2 3 4
1.7600 + 0.0000i 3.2300 + 0.0000i 4.3900 + 0.0000i 5.2600 + 0.0000i
�0.4509� 0.2171i �0.8036� 0.3870i �0.8084� 0.3893i �0.8504� 0.4095i

0.0080 + 0.0100i 0.0261 + 0.0327i 0.0738 + 0.0926i �0.0597� 0.0749i
�0.0171� 0.0749i �0.0325� 0.1426i �0.0255� 0.1115i �0.0049� 0.0214i
�0.0171 + 0.0749i �0.0325 + 0.1426i �0.0255� 0.1115i �0.0049� 0.0214i

0.0080� 0.0100i 0.0261� 0.0327i 0.0738� 0.0926i �0.0597� 0.0749i
�0.4509 + 0.2171i �0.8036 + 0.3870i �0.8084 + 0.3893i �0.8504� 0.4095i

5 6 7
4.3900 + 0.0000i 3.2300 + 0.0000i 1.7600 + 0.0000i
�0.8084� 0.3893i �0.8036� 0.3870i �0.4509� 0.2171i

0.0738 + 0.0926i 0.0261� 0.0327i 0.0080� 0.0100i
�0.0255� 0.1115i �0.0325� 0.1426i �0.0171� 0.0749i
�0.0255� 0.1115i �0.0325� 0.1426i �0.0171� 0.0749i

0.0738 + 0.0926i 0.0261� 0.0327i 0.0080� 0.0100i
�0.8084� 0.3893i �0.8036� 0.3870i �0.4509� 0.2171i

Figure 7.67: The 1D DFT applied to the Columns of the Matrix of Figure 7.66.

1 2 3 4
2402.0 + 0.0000i �551.9� 265.8i �19.9� 25.0i �13.2� 57.9i
�497.62� 239.63i 47.63 + 59.73i 9.75 + 42.76i �4.82 + 21.11i
15.6100 + 11.0300i 7.7195� 0.7855i 3.7417� 13.9308i �20.6311 + 18.2549i
�15.5100� 67.9400i 0.8754� 3.7950i �12.2700 + 15.3730i 3.2342� 1.5724i
�15.5100� 67.9400i 0.8754� 3.7950i �12.2700 + 15.3730i 3.2342� 1.5724i

15.6100 + 11.0300i 7.7195� 0.7855i 3.7417� 13.9308i �20.6311 + 18.2549i
�497.62� 239.63i 47.63 + 59.73i 9.75 + 42.76i �4.82 + 21.11i

5 6 7
�13.2 + 57.9i �19.9 + 25.0i �551.9 + 265.8i
13.50� 16.93i 39.52� 19.02i 76.40 + 0.0000i

27.9163� 13.6637i �19.9024 + 6.3341i �8.8540� 0.2391i
�3.5962 + 0.0134i 17.7179 + 8.5416i �2.4213� 3.0505i
�3.5962 + 0.0134i 17.7179 + 8.5416i �2.4213� 3.0505i
27.9163� 13.6637i �19.9024 + 6.3341i �8.8540� 0.2391i

13.50� 16.93i 39.52� 19.02i 76.40 + 0.0000i

Figure 7.68: The 1D DFT applied to the Rows of Figure 7.67.
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Phase SpectrumTransformed and Shifted

Amplitude Spectrum, UnshiftedOriginal Image in Space Domain

r
θ

image =[12 23 41 49 41 23 12; 23 42 56 72 56 42 23; 32 58 75 92 75 58 32;
42 77 95 100 95 77 42; 32 58 75 92 75 58 32; 23 42 56 72 56 42 23;
12 23 41 49 41 23 12];

FT = fftshift(fft2(image));
imagesc(abs(log2(FT))) % real part (amplitude)
%imagesc(imag(FT)) 5 imaginary part (phase)
axis image

Figure 7.69: The 2D DFT of the 7⇥ 7 Image.
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Figure 7.71 is similar to Figure 7.69 and shows the results of transforming a small
180⇥270-pixel image. It is clear that the two coe�cient matrices, for the real (amplitude)
and imaginary (phase) parts are complex and cannot be easily interpreted. However,
there is no need to examine individual transform coe�cients, because the usefulness of
the DFT to image processing lies in statistical operations on the DFT coe�cients, not
in manual changes to specific coe�cients.

An important application of the DFT to image processing is filtering, which is done
by modifying (amplifying or attenuating) the amplitudes of certain transform coe�-
cients. while maintaining the same average over all the transform coe�cients.

Low-pass filtering is done by attenuating the high-frequency transform coe�cients
(Figure 7.72a). This results in image blurring. High-pass filtering is done by attenuat-
ing the low-frequency coe�cients (Figure 7.72b). This produces the opposite result, it
sharpens the image.

(a) (b)

Figure 7.72: Filtering the DFT Coe�cients.

7.13 Coded Aperture

Coded apertures or coded-aperture masks are grids, gratings, or other patterns of mate-
rials opaque to various wavelengths of electromagnetic radiation. The wavelengths are
often high-energy radiation such as X-rays and gamma rays, but can also be visible light.
By blocking radiation in a known pattern, a coded “shadow” is cast on the sensor. The
properties of the original radiation sources can then be mathematically reconstructed
from this shadow. Coded apertures are used in X-ray and gamma ray imaging systems,
because these high-energy rays cannot be focused with lenses or mirrors that work for
visible light. In recent years, however, much work has been done to implement the tech-
nique of coded aperture in visible light cameras. References for this section are [coded
aperture 07] and [Levin et al. 07].

The main advantage of coded aperture is focusing a badly-focused image without
loss of resolution. As an added benefit, this approach to photography can also produce
a (coarse) depth map of the scene. The coded aperture technique is based on varying
the shapes of the circles of confusion (CoC) in a predictable way by placing a special



924 7.13 Coded Aperture

Transformed and Shifted

Teapot in Space Domain

Phase Spectrum

Amplitude Spectrum, Unshifted

% unshifted image transform
image = double(imread(’pot.tif’))/255.0;
FT = fft2(image);
imagesc(abs(log2(FT)))
% the log2 enhances details
axis image

% shifted image transform
image = double(imread(’pot.tif’))/255.0;
fourier = fftshift(fft2(ifftshift(image)));
fftimage = log(max(real(fourier),0.0))/20.0;
imagesc(fftimage)

Figure 7.71: The Two-Dimensional DFT of the Teapot Image.
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occluder in the lens. Figure 7.73 shows a common, hexagonal aperture. A point source
shines light through the lens, generating an image of the aperture. The figure shows
(and we also know from experience) that the point-spread-function (PSF) of the resulting
hexagonal image depends on the depth (distance from the lens) of the light source. The
more distant (i.e., out of focus) the source, the blurrier the image. Thus, we hope that
measuring the amount of defocus of an object in the scene would produce an estimate
of its depth.

The approach used by Coded Aperture is based on a complex-looking, symmetric
occluder (a mask or a code) that is placed inside the lens, in order to generate a complex
image on the sensor. The occluder may be made of any opaque material, such as
cardboard, plastic, or thin metal. The hope is that a complex-looking mask would
create a complex pattern on the sensor, a pattern that would vary much when the scene
moves closer or farther away and becomes more defocused or less so. We first calibrate
such a pattern using scenes of known distances. Once this is done, we hope to obtain
depth information (the distance of the scene from the lens) and also to be able to focus
any objects in the scene, by measuring the amount of blurriness in them.

However, a blurry image is not always just the result of bad focus or camera shake.
It may also be the result of a smooth scene, where object boundaries are not sharp and
gradually fade and dissolve into the background. Imagine a sheet of white paper placed
on a white surface. There may be very sharp and readable text and figures on the paper,
but some of its edges may seem to fade and disappear into the surface. Figure 7.74 is a
typical example of a very smooth horizon where the boundary between sea and clouds
is smooth and blurry. Thus, we have to start by identifying the two sources of blur and
removing the blur component that is the result of smooth edges. What is left is the
blur that resulted from bad focus and camera shake, and removing it is also a di�cult
problem. We use the fact that a typical image is not random (the developers of this
method refer to such images as natural, to distinguish them from random images, which
are unnatural) and features pixel correlation (Section E.1).

The main innovation is to replace the regular aperture with a coded aperture, an
example of which is shown in Figure 7.76. The code (or mask) is an occluder placed
inside the lens in order to create a complex pattern (which later becomes the kernel of a
deconvolution) on the sensor. We later explain why we expect such a complex pattern
to reliably discriminate between di↵erent depths, i.e., be sensitive to the object-lens
distance. The point is that a complex pattern varies much for any small change of the
distance (the depth of the object).

Before we continue, we need to discuss the shape of the mask shown in Figure 7.76.
Why was this shape chosen? Reference [Levin et al. 07] explains in detail the criteria that
led to this pattern, but these are outside the scope of this book. Imagine a scene being
moved closer to the lens and then away from it. The image of the scene on the sensor
would be blurry (defocused) most of the time. The ideal mask is one that maximizes the
di↵erences between the images appearing on the sensor when the scene is moved. Thus,
choosing a mask is mostly a matter of experimenting. Also, the process of sharpening
parts of a photograph is a deconvolution, for which the inverse of the mask is required.
Thus, the best masks are those that can easily be inverted (what is inverted is the blurry
image of the mask on the sensor, a matrix of pixels). Figure 7.75 shows four possible
masks, arranged in order of performance from left (best) to right (worst). Each mask
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Figure 7.73: Blurry Images of the Aperture.
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Figure 7.74: Smooth Edges.

features some symmetry, and the performance of the best of them is perhaps due to its
shape and symmetry, which are vaguely circular.

Figure 7.75: Possible Masks.

Next we have to calibrate the blurry kernels as illustrated in Figure 7.76. This is
done by placing the object (a point source of light) at di↵erent distances from the lens.
As the distance grows, the kernel becomes blurrier. The blurry kernels are later used
to sharpen a defocused image one small part at a time by means of a deconvolution.
We select small parts (windows) yk on a defocused image such that each window is at a
known distance (depth) k from the lens. We denote the calibrated kernel for distance k
(i.e., the scaled version of the coded aperture shape) by fk and the sharp window that
corresponds to yk (the one we are trying to compute by a deconvolution) by x. In order
to compute window x, we note that the blurry window yk is the result of convolving x
(which is still unknown) with the calibrated kernel fk. We can therefore write yk = fk?x.

Once we place the occluder (referred to as a mask or code) inside the lens, a point
light source shining through it produces a defocused image similar to Figure 7.73. We
now calibrate the blurry images of this point of light while moving the point closer to the
lens in known steps (Figure 7.76). The images of the light source (the kernels) become
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blurrier and smaller as it is moved toward the focal plane. Notice that the last PSF is a
point on the sensor, even with the mask in place inside the lens, because the light source
is on the focal plane.

For each distance k, we compute the amount of blur in the kernel fk. This is a
crucial part of the entire process because these amounts of blur are later used to focus
(deblur) the image by deconvolving small parts of it, each with the correct fk. From the
relation yk = fk ?x, we can compute the sharp version x of the defocused window yk by
(1) computing the amount of blur in window yk, (2) selecting the kernel whose blur is
the closest to this amount and designating it fk, and (3) applying the Lucy-Richardson
deconvolving algorithm to yk and the inverse of fk. This produces both the sharp image
x of window yk and the value of k, the approximate depth of all the pixels in yk.

(The Richardson–Lucy algorithm, also known as Lucy–Richardson deconvolution,
is an iterative procedure for recovering an underlying image that has been blurred by a
known point spread function. It was named after William Richardson and Leon Lucy,
who described it independently. See the document “Deconvolution using natural image
priors” available at
https://groups.csail.mit.edu/graphics/CodedAperture/SparseDeconv-LevinEtAl07.pdf

See also Wikipedia under “Richardson–Lucy deconvolution.”)
What makes the coded aperture approach work is the observation that coding the

aperture (inserting an occluder with holes in it in the lens) increases the discriminatory
power of the deblurring process. This is true for natural (i.e., non-random) images,
images featuring pixel correlation. Experience shows that for such images the di↵erences
between the kernels fk for consecutive values of k are greater when the kernels are from
a coded aperture. The kernels fk resulting from a regular aperture (a pentagon or a
hexagon) feature much smaller di↵erences for consecutive values of k.

The advantages of coded aperture are the following:

Using a single photograph, the method provides both (coarse) depth information
and a focused image.

There is no loss of image resolution.

The deconvolution increases the DOF of the final image.

The only extra hardware is an occluder (mask or code) placed inside the lens. It
may be made from any opaque material, even cardboard.

The disadvantages are:

Because of the occluder, light is lost. Only some of the light entering the lens passes
through this mask.

The depth information provided by this method is coarse.
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Figure 7.76: Calibrating with an Occluder.
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7.14 HDR+ and its Relatives

The important topic of high dynamic range (HDR) is discussed in detail in Chapter 5,
but that discussion assumes autonomous cameras, cameras that are not part of a mobile
device. Smartphone cameras and mobile cameras in general present new and special
challenges to HDR, which is why researchers at Google have decided to develop HDR+,
their own version of HDR, especially designed for mobile cameras and implemented on
several commercial smartphones. The information here is based mostly on reference
[Google.HDR+ 14], but [Hasino↵ 16a] and [Hasino↵ 16b] are more technical and o↵er
more details.

A smartphone must be small, thin, and lightweight, which is why both the lens
and the sensor of a smartphone camera must be small. Also, the camera is mostly
used handheld, which requires short exposures. The result of these limitations is poor
performance in low-light situations. Pictures taken under low light often feature image
noise (random variations in brightness between adjacent pixels). The small capacity of
the photosites in the sensor is also a problem. In a scene that features high dynamic
range, such as a bright sky and dark, shady areas under trees, a photograph may come
out either overexposed (the sky is completely white) or underexposed (the shaded areas
are uniform black).

HDR+ was first used as part of the Google Camera app in the Nexus 5 and Nexus 6
smartphones by Google. It is now implemented in the newer Pixel smartphones. The
main idea is simple. When the user presses the shutter release, the camera takes a
burst of pictures (image frames) in quick succession, and then aligns and combines them
into the final image. Such a combination reduces image noise and in this way improves
images shot in low light. It also enhances photographs taken under high dynamic range
conditions.

We first show how combining and averaging a burst of image frames into a single
image reduces the overall image noise and does it without loss of image detail. Averaging
also has the added benefit of increasing the bit depth of the final, averaged image. The
basic, reasonable assumption behind image averaging is that image noise is random.
Imagine a pixel with a value P in row R and column C of an image. Given a burst of
such images, the actual pixels captured by the sensor in this position will di↵er from P .
Some will be higher while others will be lower, but because of their random nature, the
average of those pixels will tend to get closer to P as we average more and more image
frames. Figure 7.77 illustrates an example. The top part of the figure shows five 4⇥ 4
images with some pixels. The red image in the bottom part indicates the correct values
of the pixels, while the green image shows the averages.

In general, the magnitude of noise fluctuation drops by the square root of the
number of images averaged. Thus, if we average four images, the magnitude would drop
by a factor of

p
4 = 2, while if we average nine images, the magnitude would drop by a

factor of
p

9 = 3.
Another important point about HDR+ is the lack of demosaicing. HDR+ starts

from the raw photosite values in the sensor and assigns colors to the pixels later. This
gives the HDR+ algorithm more control in the form of (1) more bits per pixel, (2) its
own tone mapping method, and (3) its own spatial denoising procedure.

General HDR methods are based on capturing a set of bracketed images, but HDR+
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Figure 7.77: Averages of Seven Pixels.

shoots a set of image frames, all with the same exposure. The reasons for not having
bracketed images are (1) the camera is handheld, so long-exposure frames are sure to be
blurry, and (2) it is di�cult to align a set of image frames and it is even more di�cult to
align them if they were taken at di↵erent exposures (bright parts of the long-exposure
image frames become blown out while dark parts of the short-exposure frames become
very noisy). In order to best align the image frames, HDR+ selects the sharpest frame
and aligns all the others to it.

Thus, combining short-exposure image frames avoids the blowing out of the bright
parts (the highlights), while averaging many frames reduces image noise, especially in the
dark areas of the image. HDR+ combines the image frames by applying dynamic range
compression; it reduces the large number of original colors, similar to what traditional
tone mapping algorithms do, but without resulting in those artificial colors, illustrated
in Figure 7.78, that plague many HDR-processed images.

Courtesy of joseph chan
unsplash.com

Courtesy of federico beccari
unsplash.com

Figure 7.78: Artificial Colors in Tone Mapping.

We end this short description of HDR+ with a summary of its important design
principles.

All HDR+ processing must be finished in no more than a few seconds and has to
be fully done in the smartphone; no later processing on a computer should be needed.
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As in many other features used by smartphone cameras, HDR+ should be fully
automatic. No user involvement or control should be needed.

The images generated by HDR+ should appear natural. They should not include
any artificial colors and pictures taken in low light should not appear too bright.

The images resulting from HDR+ should be good enough to convince users to select
HDR+ as the default mode of their smartphone cameras.

Super Res Zoom

Zooming and zoom lenses are the favorites of many photographers, especially non-
professionals. A high rate of zoom is an important selling point, which is why camera
and lens makers have worked hard on developing lenses with super zoom rates of 30x,
50x, and even more. However, inexperienced users often discover that the large zoom
rate promised by a lens maker includes digital zoom, a feature that has always been a
disappointment. Many books, training videos, lectures, and presentations explain the
di↵erence between optical zoom, which is done by the lens, and digital zoom, which is
implemented by software. They all agree that digital zoom should be avoided.

With the advent of computational photography, however, researchers started look-
ing for ways to improve the performance of digital zoom and to come up with innovative
methods that would make this bête noir of photography the equal of optical zoom. The
method described here, referred to as super-res-zoom, is the current result of such re-
search. It was developed at Google and is used in the camera of the Pixel 3 smartphone.
The discussion of super-res-zoom here is based on reference [Google.super.res 18]. Here
is the summarizing paragraph that describes this approach to digital zoom.

The Super Res Zoom technology in Pixel 3 is di↵erent and better than any
previous digital zoom technique based on upscaling a crop of a single image,
because we merge many frames directly onto a higher resolution picture. This
results in greatly improved detail that is roughly competitive with the 2x optical
zoom lenses on many other smartphones. Super Res Zoom means that if you
pinch-zoom before pressing the shutter, you’ll get a lot more details in your
picture than if you crop afterwards.
(Pinch zoom is illustrated on Page 553.)
Subsection 2.11.10 discusses the technique of multishot, where the sensor is ex-

posed four times in the same shot and is moved horizontally or vertically a distance of
one photosite between exposures. This approach to exposure eliminates the need for
demosaicing, but requires the use of a tripod. The camera has to be extremely sta-
ble, which is why this technique cannot be used for handheld shots and is impractical
for smartphone cameras. It produces best results indoors, where the light can be kept
constant between exposures. It is also limited to stationary scenes. Perhaps its most im-
portant drawback is that the lens must be high quality, because it has to resolve details
smaller than the photosites on the sensor. Because of all this, the multishot technique
is used only in top-of-the-line, expensive cameras.

The super-res-zoom approach described here is similar to multishot. It achieves high
resolution without the need for demosaicing by taking a burst of exposures while moving
the camera very small distances between exposures, and then aligning the exposures and
combining them into a single image. The important point is that moving the camera is
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done by the natural tremor of the photographer’s hand. There is no need for a tripod,
which makes this approach ideal for cameras in mobile devices. We start by discussing
aliasing.

We live in the digital age. Signals, such as sound and electromagnetic, are digitized
and stored as sets of numbers. A signal is digitized by reading (sampling) it many
times a second and converting each sample into a number. Clearly, a signal has to
be sampled fast enough in order for the samples to be able to later reconstruct the
original signal. If the sampling rate of signals is too low, di↵erent signals may become
indistinguishable (i.e., aliases of one another) when sampled. Section G.9 discusses
temporal and spatial aliasing. When an image is sampled (scanned or photographed) at
a low rate, its reconstruction lacks detail. Many of the reconstructed pixels are identical
and we say that the reconstruction features aliasing or low pixel frequencies that often
appear to our eyes as low-frequency Moiré patterns.

The point is that aliasing e↵ects also occur when a burst of image frames is shot
handheld and then combined into a single image. This is because of slight motions of
the camera while shooting the individual image frames. Such motions, due to muscle
tremors in the photographer’s hand, can move the camera distances of a few pixels
between consecutive frames spaced 1/30 second apart. The image frames generated in
this way become the raw data that is then processed by the super-res software. Notice
that Optical Image Stabilization (OIS) systems compensate for much larger camera
motions of 5–20 pixels between successive frames.

Once a burst of image frames has been shot, one of the frames is designated a base
or reference frame and each of the other frames is aligned to it. It is rare that muscle
tremor would shift the camera exactly one photosite, which is why the main task of
alignment is to determine the horizontal and vertical amounts of shifts, in photosites,
for each frame. Once this is known, it is easy to figure out the correct color of each
photosite without demosaicing. Imagine a photosite A in the base frame that is covered
with a red filter. Keeping the Bayer pattern, Figure 7.79a, in mind, we realize that
another frame that is shifted 1, 3, 5, or any odd number of photosite positions to the
left, right, up, or down would place a green filter over position A. Similarly, a diagonal
shift of an odd number of photosites in the up-left down-left or up-right down-right
directions would place a blue filter over A. Thus, if there are enough image frames, it
may be possible to obtain three values for photosite A, resulting from the
red, green and blue filters. If those values are, say, 187, 23, and 222 (each
out of a maximum of 255 units), then the true color of A is that of the
small rectangle shown here.

In most cases, an image frame would be shifted horizontal and vertical distances that
are not integral multiples of a photosite. In such a case, the super-res-zoom software
employs simple interpolation to assign a color to each pixel. The documentation of
super-res-zoom available at this time does not go into details on this point, which is why
the following explanation is just an intuitive idea of mine, an idea that may or may not
be close to the way the software operates. Consider the case of a photosite X which in
the base frame is covered with a blue filter. Suppose that we discover that in the next
image frame, all the pixels are shifted 2.6 units to the left and 1.2 units up, as illustrated
by Figure 7.79b.

The position in the base frame that is labeled X is now filled by parts of four
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Figure 7.79: Aligning Image Frames.

photosites that are covered by red, green, and blue filters. Suppose that the electric
charges in these photosites are digitized to the numbers a, b, c, and d as shown in the
figure. We first compute the four areas 0.8⇥0.6 = 0.48, 0.8⇥0.4 = 0.32, 0.2⇥0.6 = 0.12,
and 0.4⇥ 0.2 = 0.08 (notice that they add up to 1.00). These areas imply that position
X receives 0.48a red, (0.32b+0.12c) green, and 0.08d blue light. We can summarize this
data in the RGB color triplet (0.48a, 0.32b + 0.12c, 0.08d). This triplet is not enough to
determine the true color at X, so we continue with the next image frame, where position
X may be covered by four di↵erent photosites e, f , g, and h. We perform the same
area computations and end up with, say, the RGB triplet (0.72e, 0.15f + 0.08g, 0.05h),
where again the four coe�cients add up to 1.00. We continue in this way, going over
more image frames and preparing RGB triplets for position X. In the end, we compute
the average of all the triplets and consider the result the true color of X.

In cases where the camera is stable, either placed on a tripod or some other stable
object, the natural vibrations caused by muscle tremor can be simulated by jiggling
the camera. This is done by commanding the OIS module to slightly move between
consecutive image frames.

The description of super-res-zoom so far sounds simple, but its practical develop-
ment has indicated problems that had to be overcome by improving the software while
constantly checking its performance. The main challenges are listed here:

In order to complete the entire super-res process in a short time, the image frames
must be shot quickly, and therefore su↵er from image noise due to underexposure. The
software has to recognize this and make sure the final, high-resolution image is clear of
noise as much as possible.

In general, it is impossible to obtain ideal alignments of the individual frames of
a burst. This is because objects in the scene may move in random and complex ways
between frames. Animals may move, small objects may be blown by wind, flying dust
may obscure part of the scene, and even a distant moving car that itself does not appear
in the images may vary the lighting between image frame enough to make it impossible
to end up with a precise measurement of motion.

Section E.1 discusses the important concept of pixel correlation. A pixel in a non-
random image tends to be similar or even identical to its immediate neighbors. This fact
makes it possible to compress images, but it also stands in the way of aligning image



7 Computational Photography 935

frames. Given a string of pixels that are very similar, it may be impossible to tell how
much they are displaced in consecutive frames.

These and other problems and di�culties were overcome over time, while super-res-
zoom was developed and tested. The developers mention especially the following points
that helped them to end up with a practical method.

Once the image frames have been aligned, they have to be merged. An important
image feature that helps in merging is edges. Both artificial and natural objects may
have sharp, well-defined edges. By merging pixels along an edge and avoiding merging
them across an edge, the final, merged image had less image noise and looked smooth.
The trade-o↵ of merging is some loss of resolution (which implies loss of detail).

Since perfect alignment of image frames is impossible in general, the developers
decided to ignore frames or parts of frames that cannot be aligned. These were not used
in the merging process, which avoided the appearance of artifacts such as ghosting and
image blur.

An Internet search of “super-res-zoom” returns many positive reviews of this feature
of the Pixel 3 smartphone. There are also many youtube videos illustrating this phone
and its camera.

Night Sight

The camera of the Google Pixel 3 smartphone, announced on 9 October 2018, is
an example of what smart software can achieve. This is especially remarkable when we
realize that this camera has just one lens.

One of the most impressive features of this camera is Night Sight. This magical
software makes it possible to obtain sharp, precise images in very low light. Typical
users’ responses are “amazing,” “unbelievable,” and “I could see almost nothing, and
look how bright and detailed is the result.” All that the user has to do is select the
Night Sight icon on the display, compose the picture, and press the shutter release. The
camera displays “Hold still” and starts a complex, multi-step process. The first step is
to measure how steady the Pixel 3 phone is held by the user. Based on this, the camera
decides how many exposures to take and it also determines the exposure times. After
taking the exposures (which may last a few seconds), the software selects the best part
of each image and combines these parts to form the final image. The discussion here is
based on references [Google.night.sight 19] and [Google.pixel3.interview 18].

Low-light photography is di�cult because of image noise, a topic discussed in Sec-
tion E.1. When the light level is low, adjacent pixels may feature large di↵erences in
brightness. This is mainly because of photon shot noise, Section 2.8, a statistical phe-
nomenon. Photon shot noise results from the quantum nature of light and is especially
noticeable in smartphone cameras, where both the lens and the sensor are small. A sim-
ple analogy is a coin toss. When we toss a fair coin ten times, we may end up with five
heads and five tails, but we may also end up with three heads and seven tails. As we toss
the coin again and again, the outcomes approach the theoretical results, as predicted
by the statistical law of large numbers. Similarly, the smaller the photosites on the sen-
sor and the lower the light intensity, the more variations can be expected between the
theoretical and the actual number of photons entering each photosite. Another source
of image noise is read noise. This is the result of random noise that occurs when the
electric charges in the photosites are digitized and converted to numbers.
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Engineers use the term SNR (signal-to-noise ratio) to measure the e↵ects of noises
on any kind of signal. SNR is defined as the ratio of signal power to the noise power,
often expressed in decibels (dB), a logarithmic unit. We intuitively feel that taking a
long exposure allows more light to reach the photosites and in this way reduces the
statistical variations between numbers of photons and thus increases the SNR. However,
we also know from experience that handheld photography is limited to exposure times
shorted than about 1/60 sec. Anything longer may produce a blurry image and requires
a tripod.

The solution adopted by the developers of Night Sight is to take a burst of short
exposures and use intelligent software to align and merge them. Any frames or parts of
frames that cannot be aligned, because of camera or subject movements, are rejected.
This approach was already developed by a team of researchers at Google in 2014, when
HDR+ was developed to improve the dynamic range of smartphones. As an added
bonus, this approach of merging individual frames also reduces the e↵ects of both shot
noise and read noise.

In order to appreciate the di�culties of planning and implementing the Night Sight
software, we need to say more about light level and its unit, the lux. This unit is the
amount of light landing on a unit area of a surface. It is measured in lumens per meter
squared. Instead of defining lumens, Table 7.80 illustrates typical lux levels and should
give the reader an idea of the performance of Night Sight.

30,000 sidewalk lit by direct sunlight
10,000 sidewalk on a clear day, but in shadow
1,000 sidewalk on an overcast day

300 typical o�ce lighting
150 desk lighting at home
50 average restaurant
20 restaurant with atmospheric lighting
10 minimum for locating matching socks in a drawer
3 sidewalk lit by street lamps
1 limit of reading a newspaper

0.6 sidewalk lit by a full moon
0.3 can’t find lost keys on the floor
0.1 A flashlight needed to walk in the house

Table 7.80: Typical Light Levels in lux Units.

Once the lux values in the table become familiar, the following numbers start making
sense. A typical smartphone camera can take single pictures down to about a light level
of 30 lux, while techniques such as HDR+, which shoot and merge several frames, can
produce good results down to a level of 3 lux. The goal of Night Sight’s developers was
to produce clear, sharp color images at light levels of between 3 lux and 0.3 lux, and
to achieve this automatically (the user presses a button and the smartphone software
does the rest) and without extra light from the phone’s LED flash. A very ambitious
goal indeed! Here are some of the important details of how this goal was achieved. We
first discuss how the individual frames are captured and then how they are aligned and
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merged.
Night Sight data capture. We start with the concept of shutter lag. This is the

time between half-pressing the shutter-release button and the camera being ready for
the next image. In a Google Pixel camera, the smart software is designed to make the
camera’s operation as automatic as possible, which is why these cameras use a zero-
shutter-lag protocol (ZSL) as their default mode of operation. As soon as the camera
app is launched, it starts taking pictures which it stores in a circular bu↵er in memory.
When the bu↵er fills up, old image frames are deleted. Thus, when the user presses
the shutter release, the camera sends the most recent frames (15 frames on the Pixel 3
camera and nine frames on older models) to the HDR+, or Super Res Zoom, or Night
Sight software, depending on the current camera mode.

While this is being done, the camera continues to capture image frames, store them
in the circular bu↵er, and also send them to the phone’s main screen which serves as
a viewfinder. Normally, this screen has to be refreshed often, and the HDR+ software
refreshes it at least 15 times per second. This means that each exposure lasts at most
66 ms, which is enough for brightly-lit scenes. The Night Sight software, however, must
assume that the scene is dim, so it may have to take several long exposures. This is why
this software uses a positive-shutter-lag protocol (PSL), where it displays the message
“Hold still” as soon as the shutter release is pressed, and starts shooting images. The
user should hold the phone still for a short time (sometimes up to a few seconds), and
this allows the software to capture long exposures, which makes it possible to capture
the needed number of photons and so increases the SNR.

Experienced users already know that it is impossible to hold a camera still for more
than about 1/60 sec. This problem was solved by the developers of Night Sight in two
ways. For moderate exposure times (up to about 1/8 sec), the optical image stabilization
(OIS) mechanism in the lens serves to reduce the e↵ects of camera shakes. For longer
exposures, the software employs a technique called optical flow to measure the amount
of movement in the scene, not camera movement, and choose an exposure time that
minimizes the blur e↵ects. In this way, long exposures of up to 1/3 sec can be achieved.
If the software determines that the camera is stable (is on a tripod or placed on a hard
surface), it may increase the exposure time up to a single second. These techniques
result in more light entering the lens and recording image frames.

(From Wikipedia.) Optical flow or optic flow is the pattern of apparent motion of
objects, surfaces, and edges in a visual scene caused by the relative motion between an
observer and a scene. Optical flow can also be defined as the distribution of apparent
velocities of movement of brightness pattern in an image.

In addition to varying the exposure time of the individual frames, the Night Sight
software also varies the number of frames captured. The minimum number is six image
frames of one second each (when the camera is deemed stable) and the maximum is 15
frames, each lasting 1/15 sec (when the camera is handheld). Thus, the total time the
user has to wait for Night Sight exposures varies from one to six seconds.

Night Sight alignment and merging. The Google Pixel 3 smartphone camera uses
a modified version of the Super-res-zoom method, reference [Google.super.res 18]. This
method aligns and merges image frames while reducing image noise, and one of its nice
features is that the user can watch the image developing on the screen during the few
seconds it takes the software to process image frames and merge them into the final
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image.
Data capture and alignment/merging are the main tasks of the Night Sight software,

but there are several more problems that had to be solved before Night Sight could
become practical. Two of these problems are mentioned here.

Automatic white balancing (AWB). White balance is discussed in Section 2.12,
but the traditional methods for determining white balance fail in low-light conditions.
Humans can normally perceive color even while wearing sunglasses or rose-tined glasses.
Observing a scene and recognizing colors while under colored illumination is a little
harder but is also possible. However, imagine a photograph taken under red illumination
that is being watched under green light. Such a photograph would look tinted, full of
false colors. This is why current cameras employ a white balance technique to shift
the colors of an image while it is being processed, to make the image look as if it was
illuminated by white light. Such AWB techniques work well most of the time, especially
with some help from the user (the user can set the camera to tungsten, fluorescent,
daylight, cloudy, flash, shade, and other types of illumination). However, low-light
conditions call for a di↵erent approach to AWB, and the developers of Night Sight chose
a learning-based AWB algorithm, trained to distinguish between a well-white-balanced
image and a poorly balanced one. The interested reader may consult Section E.6.1 to
learn about training an algorithm, but the details of the AWB algorithm of Night Sight
are not available.

Tone mapping of dark scenes. Tone mapping is described in Section 5.2, but its
traditional solutions do not work for very dark scenes. There is also the problem of
color. The developers wanted Night Sight to produce color images, but the discussion of
the rods and cones in Section 1.3 shows that humans lose their color vision in dim light
because the cones lose their sensitiveness. A solution was found by examining paintings
that depict scenes in darkness. Painters have learned long ago the principle of painting
such a scene, see, for example, reference [Helmholtz 19] and also the chiaroscuro painting
by Gerard van Honthorst in Figure 5.1. The painters increase the contrast of the entire
picture and use deep black for the background as well as for the shadows (recall that
shadows lose all their details in darkness). Readers familiar with Adobe Photoshop or
similar image editing software know that increasing contrast can also be achieved with
the “curve” tool, by twisting it in the form of an S, which is exactly what the Night
Sight software does.

The limits of Night Sight. Table 7.80 tells us that at 0.3 lux a person cannot find his
keys on the floor, which is why it is not surprising that a smartphone loses its ability to
focus at such low light levels. This is also why the Night Sight software is not expected
to do a good job below 0.3 lux. Nevertheless, the software developers have added two
software buttons for manual focus at very dim light. The “Near” and “Far” buttons
focus the camera at about four and 12 feet, respectively (notice that the latter is the
hyperfocal distance of the Pixel 3 lens, so everything from six feet to infinity would be
in focus). Users of the Pixel 3 report that with a tripod and either these buttons or
manual focus, they were able to produce clear (perhaps even amazing) color images at
light levels below 0.3 lux. As everything else in our world, there is a limit to what Night
Sight can achieve. At very low light levels, the natural read noise may be bigger than
the few photons a photosite was able to collect. Also, the alignment process may decide
to reject ALL the image frames if they are very noisy, and no image frames implies no
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final picture.
In summary, users point out that Night Sight isn’t just useful; it is also fun. Having

produced a sharp, clear color photograph of a scene you can hardly see gives you a
feeling of magic. The researchers and implementors at Google end their presentation of
Night Sight with the following hints:

Night Sight can’t operate in complete darkness, so pick a scene with some light
falling on it.

Soft, uniform lighting works better than harsh lighting, which creates dark shadows.

To avoid lens flare artifacts, try to keep very bright light sources out of the field of
view.

To increase exposure, tap on various objects, then move the exposure slider. Tap
again to disable.

To decrease exposure, take the shot and darken later in Google’s Photos editor; it
will be less noisy.

If it’s so dark the camera can’t focus, tap on a high contrast edge, or the edge of a
light source.

If this won’t work for your scene, use the Near (4 feet) or Far (12 feet) focus buttons.

To maximize image sharpness, brace your phone against a wall or tree, or prop it
on a table or rock.

Night Sight works for selfies too, with optional illumination from the screen itself.

7.15 Face Detection

Many current cameras can optionally scan the scene to locate human faces in it. This is
done continuously, before the shutter release is pressed even halfway. When the button
is half pressed, the camera displays a white frame around the face and adjusts the focus,
flash, exposure, white balance, and red-eye reduction settings to fit the face that is being
detected. If more than one face has been detected, the camera decides which is the main
subject and sets the focus and other parameters accordingly. Some cameras may have
an option to choose either a child’s face or an adult face as the main subject. When the
shutter button is pressed halfway, a green frame is displayed around the main subject,
giving the user a chance to change the camera’s decision (by releasing the shutter button,
recomposing, and pressing it halfway again). When the face-detection option is selected,
the camera also tracks the subject and adjusts the focus automatically as the subject is
moving.

Even more, the Sony DSC-WX50 camera allows the user to select a face and register
it with the camera. Such a face remains known to the camera and is given priority later.
While tracking a registered face, it may disappear from the screen, but if it reappears
later, the camera identifies it, gives it priority, and tracks it.
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Thus, face detection is a useful feature that helps in composing, focusing, and
metering, but before we discuss the principles and techniques of face detection, the
following points need be clarified:

Even a human (i.e., natural intelligence) cannot identify a face with 100% accuracy.
There may be cases of false positive (a face has been identified where there was no face)
and false negative (a face was not identified in an image that had a face). Examples
of the former are an image of the Virgin Mary found in a grilled cheese sandwich some
years ago and the face on Mars (a photograph taken in the Cydonia region of Mars that
appeared to show a human face in a hill).

We can therefore expect any face-detection algorithm (i.e., artificial intelligence) to
be less than foolproof, and any measure of the performance of such an algorithm should
include its rates of false positives and false negatives.

The term “face recognition” is related to face detection, but is more general. The
idea is to take a picture (or a video) of a crowd and to locate the face of a person whose
picture has been taken in the past. Currently, in 2019, face-recognition methods are in
their infancy and here we will discuss only face detection.

The computer is only one of many optical, mechanical, and electronic parts that
make up a current camera. It therefore must be physically small and inexpensive. As a
result, any face-detection algorithm must be simple and fast. Such an algorithm should
identify image features, such as adjacent dark and bright regions, without having to
examine large numbers of individual pixels. The method described here—due to [Viola
and Jones 01], [Viola and Jones 04], and [Viola and Jones 14]—is based on rectangular
blocks of pixels, called “features.” A feature consists of several adjacent rectangles
that are referred to as black and white. The image is partitioned into small, 24 ⇥ 24
heavily-overlapping sub-windows, and many features, small and large, are placed over
various parts of a sub-window. The values of the pixels under each block of a feature are
then added up, and the pixel sums of the blocks are subtracted. A clever programming
trick, known as integral images, is used to quickly add up the pixels located under any
rectangular block.

To understand the algorithm, we first show examples of simple features, large and
small, placed over the 576 pixels of a small 24⇥ 24 sub-window. Figure 7.81 shows four
types of features—a horizontal 2-rectangle, a vertical 2-rectangle, a 3-rectangle, and a
4-rectangle—placed over a sub-window. It is obvious that the total number of possible
features, even in such a small sub-window, is vast. A vertical 2-rectangle, for example,
may have dimensions (width times height) of 2⇥1, 2⇥2, up to 2⇥24, followed by 4⇥1,
4 ⇥ 2, up to 4 ⇥ 24, and so on. Estimates of the total number of these features range
from 45,396 to over 180,000, with 162,336 being perhaps the most reliable.

Now, for the principle of this algorithm, illustrated in Figure 7.82. We see several
faces, each a small 24⇥ 24 block of pixels, with our blocky features placed over certain
parts of each face. It is easy to observe the following: (1) In part (a) of the figure, two
blocks (the ones termed black) of a 4-rectangle feature are placed over the eyes, where
many pixels are dark, while the other two blocks (the white ones) are placed over bright
areas of the face. Subtracting the pixel sums of the black rectangles from the white
sums will produce a large number. (2) The three-block feature placed in part (b) will
also produce a large di↵erence if we subtract the two extreme blocks from the central
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Figure 7.81: Features Placed Over a Sub-window.

block. (3) The same is true for the two horizontal blocks of part (c) and for the two
concentric squares of part (d).

(a) (b) (c) (d)

Figure 7.82: Features Superimposed on Faces.

The problem is to discover, out of the vast number of possible features, those features
that work best in identifying a human face. This problem has been solved by the
developers of the algorithm in a very elegant way, by training the algorithm on a large
collection of images. A set of 4,916 images with faces and a set of 9,544 images without
faces were collected. They were processed in four steps: (1) Transform the color space
of each image to YCbCr and use only the luminance Y, which is a grayscale image. (2)
Align, (3) scale, and (4) normalize. Figure 7.83 illustrates some examples. The two
large sets of images were later used to train the algorithm to discover the best features
for detecting faces. The YCbCr color space is mentioned in Section 1.6, so it remains
to explain the meaning of the terms align, scale, and normalize.

Figure 7.83: Training Faces, Aligned, Scaled, and Normalized.
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Align. The 4,916 faces are cropped and each is pasted in the same position in its
own small image. Each of the 9,544 non-face images was partitioned into many 24⇥ 24
sub-windows, for a total of about 350 million sub-windows.

Scale. Each small image is shrunk to 24⇥ 24 pixels.

Normalize. The original images di↵er in brightness, which may confuse the learning
stage. The brightness can be made uniform by adjusting the pixel values in each image
so that all the images have the same variance. Given an N -pixel image with pixel values
pi, its variance V , which is also the square of the standard deviation �, is given by

V = �2 = m2 � 1
N

X
p2

i ,

where m is the mean (average) of the pixel values. Thus, if we divide the pixel values
by �, the new variance will be 1.

Training this algorithm on the large number of faces and non-face images is a slow
process, but it has to be done only once. In the first part of the training, each of the
4,916 images with faces is checked with all 162,336 features. The total number of steps
is 4,916⇥162,336 = 798,043,776. In each step, a feature F is placed over a small 24⇥24-
pixel image I, pixel values are summed, and the sums subtracted as mentioned earlier.
If the final result exceeds the (user-selected) threshold, then feature F is deemed useful
in detecting faces and a counter cF is incremented by 1. At the end of this part, a few
of the features with the largest counts are selected. Those features will be used by the
algorithm from now on to detect faces. They are now referred to as classifiers and each
is assigned a weight.

The second part of the training process is similar. It checks each of the 300 million
non-face sub-windows with all 162,336 features. The total number of steps is huge.
In each step, a feature F is placed over a 24 ⇥ 24-pixel sub-window I, pixel values are
summed, and the sums subtracted as before. If the final result exceeds the (user-selected)
threshold, then feature F is deemed useless in detecting non-faces (it encourages a false
positive) and a counter cF is incremented by 1. At the end of this part, a few of the
features with the smallest counts are selected. Those features are now referred to as
classifiers and are assigned weights. The classifiers are later used by the algorithm to
detect images with non-faces.

Once the training is over, the algorithm is given the classifiers and it checks a
given image in a cascade of layers. The image is partitioned into highly-overlapping
sub-windows of 24 ⇥ 24 pixels each and each sub-window passes through layers of the
cascade. If a layer rejects a sub-window, that sub-window is declared a non-face and
is immediately rejected. If a layer accepts a sub-window, that sub-window is sent to
the next layer for further testing by more classifiers. Only those sub-windows that have
passed all the layers are declared to contain faces. Figure 7.84 shows a 38-layer detecting
cascade where the first five layers have 1, 10, 25, 25, and 50 classifiers, respectively. The
remaining layers have increasingly more classifiers. The total number of classifiers in all
the layers is 6,061, but only 10 classifiers need be evaluated, on average, per sub-window.

The advantage of this type of detection cascade is speed. The first layer, which
is based on a single classifier and is therefore very fast, already rejects a large number
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Reject sub-window

Sub-window It’s a face!384321

Figure 7.84: A 38-Layer Detecting Cascade.

of sub-windows. Subsequent layers eliminate additional negatives at the cost of extra
computations. Later layers use many classifiers, but are reached by few sub-windows.
An image may contain several faces, but the overwhelming majority of its sub-windows
is negative; they contain either no face or only parts of a face. This fact is reflected in
the structure of the detection cascade, because this structure eliminates many negative
sub-windows very early, but tests a promising sub-window 38 times before it is declared
positive. The original Viola-Jones publication claimed rates of less than 1% false negative
(undetected faces in images with faces) and less than 40% false positive (faces detected
in images without faces).

Table 7.85 lists the size and performance of a similar, 32-layer cascade where the
highest layers use 200 classifiers each. The total number of classifiers was 4,297. The
first two layers reject 60% and 80%, respectively, of all sub-windows, but detect all those
sub-windows that have faces (some of these sub-windows are unfortunately rejected by
subsequent layers).

Layer number 1 2 3 to 5 6 and 7 8 to 12 13 to 32
Number of features 2 5 20 50 100 200
Detection rate 100% 100% - - - -
Rejection rate 60% 80% - - - -

Table 7.85: A 32-Layer Detecting Cascade.

Integral images. The only time-consuming step in the algorithm described here is
to sum the grayscale values of the pixels located in a rectangular block of a feature placed
over a sub-window. The developers of this algorithm employed a clever programming
trick whereby each new sub-window is processed once, to create a 24 ⇥ 24 array that
is referred to as an integral image. Following which, this array is used to compute the
sum of pixels of any given rectangle with only a few arithmetic operations. Given a
sub-window I, we denote the integral image that corresponds to it by II. Each location
(x, y) in II is defined as the value of pixel I(x, y) plus the sum of all the pixels above it
and to its left. Thus,

II(x, y) =
X

mx, ny

I(m,n).

Naturally, this type of summation does not have to be done afresh for each pixel
but can be performed e�ciently in a single-pass over sub-window I by the following
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recursive relation

s(x, y) =
⇢

0, y = �1,
s(x, y � 1) + I(x, y), otherwise.

II(x, y) =
⇢

0, x = �1,
II(x� 1, y) + s(x, y), otherwise.

Once the integral image II is ready, the sum of the pixel values of any given rectangle,
such as D in Figure 7.86 can be obtained by the expression 4 + 1 � 2 � 3. Given a 2-
rectangle feature, the sum of pixels in each rectangle requires four operations, but since
the rectangles are adjacent, subtracting the sums can be done in six operations. Sub-
tracting the sums of a 3-rectangle feature requires eight operations, while nine operations
are needed in the case of a 4-rectangle feature.

1 2

3 4

A B

C D

Figure 7.86: Employing an Integral Image.

Face detection is a special case of the general problem of object detection. Often, we
would like the computer to automatically scan an image and tell us what types of objects
(car, cactus, balloon) are included in it. A recent (2015) development in this direction
is the Wolfram Language Image Identification Project (www.imageidentify.com). Just
drag an image into this website, and the software responds with a list of objects that it
has identified. A similar intelligent site (http://www.how-old.net/) can estimate the
ages of people seen in an image. These achievements suggest that we can expect even
more intelligent recognition software in the near future.

I became hooked on the idea of being able to shoot an
image and process it myself, and end up with a product.

—Leonard Nimoy



8
Image Composition

Image composition is the artistic side of photography. Its purpose is to order a scene
so that it makes more sense to the viewer. Photographers should know the rules of
composition, but they should also know when and how to break them, because there
is no rigid, perfect recipe for composition; it all depends on the light, subject, and
background. Composition is an important discipline and is discussed, explained, and
illustrated in countless books, training videos, and still images. When an image is shot
and is examined on the small LCD screen of the camera, it often looks bad even though
it may be perfectly focused, the lighting may be ideal, and the subject is seen in all
its details. In such a case, the culprit is bad composition. This is why it is crucial
to distinguish between the technical and the artistic sides of photography; between the
craft and the art. Both are important and it is the latter that is discussed, explained,
and illustrated in this chapter.

8.1 The Basics

The dictionary definition of composition is: An arrangement of the parts of a work, so
as to form a unified, harmonious whole. We can describe composition as the process of
taking the main subject (often referred to as the compositional anchor), the secondary
subjects (if any), and the background of an image to create a whole idea, feeling, or
thought; a whole story the image is trying to tell (or, equivalently, the message it is
trying to convey). The test for successful composition is simple. A well-composed image
speaks for itself; it does not need any text to explain it. Many photographers simply
take snapshots, while others shoot photographs. What separates these two types is
composition.

To start composing a scene, ask yourself what is in this scene that attracts me?
What is the story or message that the scene tells? If you don’t understand the importance
of the scene, chances are the viewer will not understand it either.
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Don’t rush. Before shooting anything, walk around, look at the scene from di↵erent
directions, angles, and heights, take several test images and examine them in order to
visualize the scene. Also, try di↵erent lenses because they tend to produce very di↵erent
images of the same scene.

Look for patterns. This is especially relevant for landscapes. Before taking a shot,
examine various patterns in the scene in front of you and try to find a point of view
with attractive patterns. A pattern always has something that repeats, but repetitions
in natural patterns are not identical. Identical repetitions may be boring. If you decide
to shoot a pattern with identical repetitions, use a shallow DOF, where only one or two
repetitions of the pattern would be in focus.

Lines, curves, and shapes are important building blocks of patterns and can con-
tribute much to the quality of an image. They can guide the viewer’s eye along the
image to the main subject.

Next, consider the eye of the viewer. When someone looks at your photograph, his
eyes start moving over the image, stopping at some points, going in circles over other
points, moving from object to object, and often also going back. With this in mind, the
test for successful composition is simple. If the viewer’s eye travels around in the image
in a non-random path, the image has told its story, has conveyed its message, and is
therefore well composed.

Certain features in an image are attractors, they attract attention to themselves
and very quickly draw the eye of the viewer. Such features include bright regions, high
contrast areas, places with high color contrast, image regions that are especially sharp
or have sharp edges (tree branches), eyes (of people and animals), and colors (even few
colors) in an otherwise a grayscale image.

Thus, if bright areas in your image distract the viewer and pull his eye away from
the main subject, you should either try another composition or use software to darken
the bright areas or brighten the rest of the image. In certain images it is possible to
crop o↵ the bright areas. Sometimes, increasing the vignetting helps in darkening the
o↵ending regions.

High color contrast attracts the viewer, which is a good feature if the color is the
subject of the image. Otherwise, high color contrast serves as a distractor and confuses
the viewer. The solution is to use software to vary the colors, bring them closer, decrease
their contrast, and create color harmony.

A sharp subject in an otherwise blurry photo is like a road sign that tells the viewer
where to go and what to look for. What if the main subject of a photograph is blurry
while the rest of the image is sharp? The only solution is to go back, if possible, and
retake the shot, this time focusing the camera carefully or paying attention to the DOF
in order to keep the important subject in focus.

Current cameras include software that recognizes eyes and tries to focus on them.
This is because camera makers recognize the importance of eyes in a photograph. Often
the scene contains many eyes and the camera normally selects the nearest one. If this
is not your main subject, you should move the camera or pan it. Alternatively, you can
change your distance, position, and orientation to try to coerce the camera to recognize
the eye you are interested in.

Figure 8.15 illustrates the e↵ect on a viewer of a grayscale (B&W) image with a
few colors. The colored parts of the photograph are the first to attract the viewer’s
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attention. This, by the way, is true for images that have a few colors but are otherwise
monochromatic, not necessarily grayscale.

Finally, once you have decided on a scene, a point of view, and a focal length,
examine the scene through your viewfinder and think of how to simplify the final image.
Simplicity is an important compositional key because it removes irrelevant objects.

A short digression. The rules of composition listed and discussed in this chapter
are only guidelines or rules of thumb. They can be broken if need be and they are often
broken both by beginners and by pros. However, there is one rule in photography that
cannot be broken. It is “always carry a camera”. (End of digression).

The first part of this chapter describes various approaches to and techniques of
image composition as practiced by me. The second part of the chapter is a traditional
approach to the same topic, listing the tried and true rules of composition and illustrating
them with examples. However, like other artistic topics and areas, image composition
cannot be taught. It can be explained and talked about, its principles and ideas can
be illustrated by examples, but when all is said and done, the successful photographer
is the one who is born with artistic talent, something which cannot be acquired. Thus,
rather than strictly obeying the recipes, rules, and formulas for composition, we will try
to develop a vocabulary and feeling for composition. This approach may eventually lead
you, the reader and budding photographer, to develop your own style. The idea is that
the background and examples provided in this chapter would help you decide what to do
in those cases where you feel that your composition is wrong and you have to improve
it.

It is highly recommended that you practice the techniques shown here and try to
work out the answers to the exercises. Photography is a practical discipline and must
be practiced in order to be mastered. Also remember, a picture is worth a thousand
words, but composition, both good and bad, can change this to either 10,000 or just 10,
so pay attention to the material in this chapter and try to practice it.

Image composition is important, perhaps even crucial, because of the simple, basic
fact that a scene that looks good in real life, may not look good when photographed. Our
vision is very di↵erent from that of a camera. When we look at a scene, our eyes move
continually. We see, or at least perceive, parts of the scene that are outside our direct
vision. Our eyes are also connected to our brain, which constantly tries to interpret
what we see using its world experience. A photograph, on the other hand, is bound by
its frame. The camera does not have peripheral vision and does not see anything outside
its frame. Thus, pointing the camera at a scene and shooting may be acceptable for
snapshots, but the art of taking pictures requires knowledge and experience of the basic
rules and techniques of composition.

Once you have read the preceding paragraphs, you may agree with me that the
following is a satisfactory (although perhaps not the only) definition of composition.
Image composition is the art of arranging forms, shapes, and light tones in a way that
is pleasing and also guides the viewer’s eye to the main subject of the image. If the
viewer can immediately recognize the subject of the image, then the composition is
right (although other compositions of the same scene may also be correct). On the
other hand, if the viewer looks at your picture for a while and then seems confused,
chances are that the problem is bad composition. The eye of the viewer has meandered
over the image without finding its center of interest, causing the viewer to lose interest
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in the image, to get confused, or to skip the image and try the next one.
In addition to being pleasing to the viewer and a guide for the eye, successful

composition can reveal in the scene many attractive features such as texture, patterns
and pattern breaking, a play of light and shadows, and symmetry.

The insta_repeat project and its relation to image composition

Image sharing sites are popular. Each is a vast, growing collection of images con-
tributed by members of the site and viewed by the same members. The main advantage
of such sites is that they contain a large number of excellent pictures. Their main dis-
service, however, is that they encourage viewers to look at images without seeing them.
Faced with such a large collection, we tend to move quickly from image to image with-
out stopping and without enjoying any of them. Another feature that is presently being
recognized is a saturation of images. It has become harder to be original. You take a
picture and upload it to a social media site, only to discover that the site (and others
like it) already has many images uncannily similar to yours. It is as if we are running
out of possible new images or composition techniques.

This saturation e↵ect has become so noticeable that image sharing sites now feature
more and more comments such as “it’s not their fault that these images are the same—
no one can be original anymore” or “it’s too hard to be original nowadays because so
many pictures have been taken.”

The well-known image sharing site instagram has many users. The one known as
@insta_repeat is of special interest to photographers, amateurs and professionals alike.
The anonymous owner of this account searches for images that are similar, that use the
same composition and were shot at locations that look similar. Imagine an image of
stretched hands holding a dove. Instagram must have a vast number of such images
and many of them happen to be very similar. They employ the same composition and
were shot at places that look similar. Some may be by the same photographer while
others are by di↵erent creators. Surfing to instagram.com/insta_repeatwill show you
a collection of 12 such images. Are you interested in images of a silhouette standing at
the mouth of a cave? insta_repeat has many of those and would show you a small
collection of 12. Each such collection consists of images that feature the same subject,
are edited with the same filters, are framed and composed in the same way, and have
been shot by either the same photographer or by di↵erent ones.

Is there really a saturation of images? In my opinion there is an unlimited number of
potential images, scenes, and compositional elements. There is no reason to suspect that
we are going to run out of new, original scenes, images, or approaches to composition.
It is just a matter of studying, finding out what has already been done, and then trying
to be original.

⇧ Exercise 8.1: Propose an estimate of the total number of possible digital images.

8.1.1 Bad Composition?

Before we start looking at compositional techniques and examples, I feel I should men-
tion the other extreme of image composition, i.e., bad composition. We all agree that
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photography is not the real world but only an interpretation of it, and some photogra-
phers exploit this fact to give themselves a license to break photographic conventions
and create unpolished, bad, ugly, underexposed, and out-of-focus photos (Figure 8.1)
that they insist are as good, if not better, than traditional good pictures. When such a
photographer gets a chance to exhibit his work, most of the reviews are negative, but
there are always a few that claim “a few of those pictures had a profound e↵ect on
me,” “I feel an emotional connection to this photo,” or “did you also feel the tension
in this greenish picture?” Some of those photographers believe in the ancient Japanese
Wabi-sabi philosophy, which claims that (1) nothing is permanent, (2) nothing is fin-
ished, and (3) nothing is perfect, to justify their approach to picture taking. Intrigued?
Interested in experimenting with bad photography? Do you also feel that imperfection
creates individuality and has its value? I hereby give you a license to experiment with
imperfection.

Courtesy of jonathan rados
unsplash.com

Courtesy of maria teneva
unsplash.com

Courtesy of carlos arthur
unsplash.com

Courtesy of carlos arthur
unsplash.com

Figure 8.1: Bad Compositions?
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8.2 Rules of Image Composition

Many photographers see composition not as a set of (flexible) rules but as a set of
ingredients. When ready to shoot, the photographer can take any ingredients out of
storage, examine them, decide which ones to use, mix them, and apply them to end up
with a great image. Following is a list of the main ingredients of image composition.
Most of those rules are repeated elsewhere in this chapter and are accompanied by
sample images.

Patterns. It is amazing how di�cult it is for most of us to overlook the many
patterns that are all around us. Recognizing them is part of the basic problem of seeing.
Once we learn to see, we may recognize patterns and employ them to improve our
compositions. Even better, a break in a pattern can result in a dramatic and unusual
image.

If the pattern is not broken, a good idea is to zoom on it until it fills the picture
frame. This creates in the mind of the viewer the illusion of large numbers, as if the
pattern continues outside the frame of the photograph. An example is s row of cars
parked very close. When a short row of just a few cars fills the entire picture, the viewer
may get the sense of a large number, as if there were many cars outside the frame.

If the pattern you are shooting is broken, attention should be paid to the following:
(1) You can break a pattern by adding a contrasting object, by changing an object,
and by removing an object. The contrasting object can have di↵erent color, shape, or
texture. (2) The place of the breakpoint in the pattern is also important. You can
either obey the rule of thirds or you can place the break at any point where you believe
it would have a striking e↵ect.

Contrast. High-contrast tends to result in a dramatic image with a strong impact.
such images are often easy for a viewer to understand and enjoy (or hate) because the
objects in a high-contrast image tend to have simple, familiar shapes. In contrast, low-
contrast images have more midtones and tend to be more subtle. The viewer tends to
concentrate less on the main subject and instead explore the details of the image.

Symmetry. Photographers learn very quickly that some symmetric scenes can re-
sult in a striking image, while other symmetric scenes should be avoided. The general
guideline is to combine symmetry with another compositional feature such as a strong
subject, a view through an opening, or an unusual point of view.

Here is a simple method (some may consider it a trick) used by experienced photog-
raphers to decide on symmetry: When taking a picture, take two pictures of the same
scene, one symmetric (where the main subject is in the middle of the image and the
rule of thirds is broken) and one asymmetric (where the main subject is o↵ center, as
dictated by the rule of thirds). At the end of a shoot, go home and look at the pairs of
images on the large screen of your computer. After examining each pair several times,
you may be able to decide which image of a pair is the better one and should be kept.
In the era of digital photography, doubling the number of shots costs you only a little
extra time,but not extra money.

Texture. Texture is an important element of image composition because (1) it adds
an element of three dimensions to an otherwise flat object and (2) it may reflect light in
unusual ways, creating a dramatic lighting e↵ect.
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Some photographers like to shoot during sunrise and sunset (Section 8.4.3), but I
believe that the hours when the sun is high in the sky are the best for highlighting texture
on vertical surfaces. In addition, texture on vertical surfaces can also be emphasized by
sidelight and by artificial light coming from below.

Even beginners may have noticed that texture and patterns in an image may create
beautiful and interesting e↵ects, but may also lead to boring images. Texture consists of
patterns, and patterns tend to repeat themselves, which is why texture may be boring.
Good composition that is based on texture can use the following ideas: Find texture
that is based on non-repeating pattern. Place two textured objects side by side, but
make sure they have di↵erent textures (ideally, opposing textures) and preferably also
di↵erent brightness. Interleaved two textures (for example, two type of plants with
di↵erent textures, growing side by side).

⇧ Exercise 8.2: What can be an example of a boring, textures that diminishes the com-
position of an image.

Depth of field. DOF, the topic of Section 2.6, is one of the important tools or
ingredients of image composition, because a shallow DOF can emphasize and isolate
the important subject from its background, while a wide DOF can reveal more of the
neighborhood of the subject.

The e↵ect of a shallow DOF can also be achieved if there is a large distance between
the main subject and its background objects. Many cameras have a special portrait mode
where the camera selects a small f-number for a large aperture and a shallow DOF.
Alternatively, the user can switch to the aperture priority mode, set a large aperture,
and let the camera decide what shutter speed to use.

Lines and curves. Lines and curves are common elements of composition because
they serve to draw the eyes of the viewer in the desired direction across the image. Some
photographers claim that horizontal, vertical, diagonal, and converging lines all impact
images di↵erently. Thus the methodical photographer should try to find scenes with
those groups of lines, take many shots, experiment, and decide how each direction of
lines a↵ects the viewer.

Horizontal lines tend to create a feeling of calm, rest, and little action; they are ap-
propriate for image with slow, inactive subjects. Vertical lines remind us of prominence,
constancy, and sturdiness. They are the right choice for subjects that should appear
unyielding. Diagonal lines imply motion and tension. Waves breaking on a beach should
be shot as diagonal lines. Converging lines draw our eyes quickly to their convergence
point. They therefore serve as a magnet for the viewer’s eye (Figure 2.67). A combina-
tion of diagonal and vertical (or diagonal and horizontal) lines can result in an area of
high contrast that also serves as a center of interest. Curves are also a common feature
that draws the eye of the viewer in the right direction. The S-curve (a curve with one
inflection point) is a favorite because it is simple and it is easy to find in scenes. A curve
in an image doesn’t have to be continuous. It can be broken and it also may be implied.
A curved line of fence posts, for example, serves very well as either a separator, to break
the image in two parts, or as an attractor, to lead the eye to the subject.

The points where a line or a curve ends is important. This is where the subject
usually starts, although it doesn’t have to start immediately. There may be a small gap
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between the end of the line and the start of the subject. A line or a curve also may serve
as a separator, partitioning the image into two parts that complement each other. One
part contains the subject and the other part features something that acts as a weight,
to balance the entire image. Starting a line at a corner of an image creates a powerful
e↵ect but it is controversial. Many pros believe that corners should not be assigned any
important image features

A digression. An inflection point is a point on a curve where the curvature is zero.
On a straight line, every point is an inflection point. On a typical curve, an inflection
point is created when the curve reverses its direction of turning (for example, from a
clockwise direction to a counterclockwise direction).

Figure 8.2 illustrates a simple case. The S-curve in the figure starts by curving
clockwise and then starts curving counterclockwise. The centers of those curvatures
(defined on Page 257 and Subsection F.2.2) are also marked. As the curve progresses,
the red center moves toward the curve, crosses it, and then becomes the black center on
the other side of the curve. As a result, there must be a point in the green region where
the curvature is zero and the center of curvature is on the curve. This is the inflection
point of the curve.

Figure 8.2: An Inflection Point.

End of digression.

An opening as a frame. We are familiar with framed pictures hanging on walls.
However, the term framing is also used to describe a technique or an element of image
composition where the main subject is seen through an opening (or standing inside an
opening) such as a door, window, bridge, overhanging branches, or the mouth of a cave.
With an opening as a frame, there is no mistaking what you are trying to say in the
image; the subject is obvious.

Framing. Placing the subject in front of a frame is an important compositional
principle. The frame can be an opening, a door or window, or even just a branch hanging
above the subject (see answer to Exercise 8.14). Some of the images of Figure 8.34 are
examples of image framing. Here are some advantages of framing:

1. The opening frames the subject and can add context to it.
2. It serves to give the image depth. If the subject is behind the opening or in front

of it, the entire image is no longer flat; it becomes three dimensional.
3. The opening quickly draws the eye of the viewer to the subject.
4. The opening helps to organize the image.

Movement. A picture of moving objects should create in the mind of the viewer
a sense of movement. This can be achieved by a fast shutter speed which freezes mo-
tion, but it must be combined with an element of motion such as sparks flying, white
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water rushing, or simply panning the camera so certain objects su↵er from motion blur
(Figure 2.68). Sometimes, a very slow shutter speed can capture the essence of motion,
but it should be slow motion. Slow-moving waves or a slow Ferris wheel are good sub-
jects for this approach to motion. Dragging the shutter (Section 4.3) is also a technique
commonly used to bring motion to life.

Some professionals specialize in long-exposure photography (Section 2.21). This
practice produces smooth, silky images that tend to absorb certain types of small move-
ments. Thus, a long exposure image does not feature movement, but implies it because
of the unnatural appearance of the moving objects (wavelets in water become level and
smooth). Figure 2.167 illustrates this type of photography.

The concept of implied motion is important. Imagine an airplane flying toward a
mountain. When this is shot from the back, it seems that the plane has no room to fly
and may hit the mountain. However, when shot from the side, we see that the plane
still has to cover a long distance before any collision, which emphasizes the motion in
the image. This is referred to as implied motion.

Perspective. Shooting the same scene from below, from waist level, from eye level,
and from above produces di↵erent compositions of the same scene. This is how per-
spective becomes an element of image composition. Shooting from di↵erent heights and
angles emphasizes di↵erent parts, angles, textures, and shapes of the scene and a↵ects
the way the final image tells its story. Certain scenes, such as a street scene, may look
best when shot from a balcony over the street. On the other hand, a picture of a baby
playing may look better if taken from the height of the baby.

When shooting from above, the image shows the upper parts of the subjects and
the ground. When shooting from below, the final image may show the bottom parts of
the heads of the subjects as well as the sky. Shooting people or animals from the height
of their faces and very close, results in distortions of perspective. The nose, which is
just a few inches closer to the camera, looks proportionately bigger than the ears, which
are slightly behind.

Space. One approach to space in an image is to fill the entire image with the subject.
This gives the viewer a sense of connection with the large subject. In the other extreme,
much space is left around the subject and is referred to as negative space. The objects
in this space may be used either to direct the eye of the viewer toward the main subject
(good composition), or to distract the viewer (bad composition).

Negative space is the area which surrounds the main subject in a photo. This is
why the main subject is known as the positive space of the image.

Negative space can act as a separator between the main subject and another object
that serves to balance the image. Figure 6.66 is an example of this technique. Such
negative space may even be large and is relatively (but perhaps not completely) blank.
Sometimes, the negative space surrounding the subject helps to stress the fact that this
is the subject.

Balance. This term refers to the positioning of objects in the image frame. Good
composition dictates (1) a small number of objects and (2) a uniform distribution of
them. A large number of objects clutters up the image and distracts the viewer from
the main subject. Placing many objects in one area of the image creates the feeling that
the other parts of the image are empty.
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Perhaps the best way of understanding balance is to examine photos that are un-
balanced.

Notice that balance is not the same as symmetry. A nicely composed image does
not have to be symmetric, but proper balance may be achieved by adding a secondary
subject on the other side of the image, away from the primary subject.

Experienced photographers often claim that simple cropping may balance an image.
Keep this in mind and try it!

Color. Colors can a↵ect an image in the following ways:
1. Temperature. The same scene shot first in cool colors and then in warm colors

(Figure 1.8) looks completely di↵erent.
2. Mood. Blues and Greens can have a relaxing, reassuring e↵ect, Reds and Yellows

can convey excitement and enthusiasm. See table on Page 87.
3. Interest. Bright, shiny colors may increase the interest of a casual viewer.
In addition to these rules or guidelines, the following concepts can also contribute

significantly to the beauty and worth of an image: contrast, horizontal (landscape) or
vertical (portrait) orientation, rule of odds (odd numbers of objects seem to be more
appealing to the eye), and diagonal lines.

Once these compositional elements have been studied, the photographer can start
practicing. It may take months, perhaps even several years, for the photographer himself
to notice improvement, but once you start liking your own images, you will notice that
scenes and objects around you that used to look boring and mundane, now look di↵erent.
Wherever you go, whatever scene you look at, you will ask yourself how can I shoot a
great picture here, what point of view shall I take, what is the best time of day to shoot
here, and similar questions.

Object placing. Where to place the main subject and the other objects in a photo?
We often hear that the center is a bad location because the areas surrounding the subject
all have the same size, which cuts o↵ the visual movement of the image. In contrast,
placing the subject o↵ center leaves di↵erent-size areas around the subject, and these
areas can be assigned objects of di↵erent importance. Many photographers, artists,
and graphics designers recommend the following rules and conventions for placement of
objects, Golden ratio, rule of thirds, proper balance, framing, and symmetry.

Image balance and symmetry are discussed, with examples, in Subsection 8.5.1.
Golden Ratio. To use the golden ratio (Subsection 2.11.9) for object placement,

we first assume that our main subject is vertical. We start with a golden rectangle,
Figure 8.3a, one whose aspect ratio is � ⇡ 1.618. We partition it with a vertical line
(the golden mean) into two rectangles, left and right (Figure 8.3b), such that the ratio
of their widths is 1.618:1. Once this is done, we place our vertical subject on the golden
mean line or at least in its vicinity. The rest of the objects are distributed on both
sides of this line, with more objects in the larger part. Similarly, if our main subject
is horizontal, we partition our golden rectangle into two rectangles, top and bottom
(Figure 8.3c), such that the ratio of their heights is 1.618:1, draw a horizontal golden
mean, and place the subject on it (or very close to it).

Naturally, the photographer cannot always place the individual objects that consti-
tute the scene precisely where he wants. This is especially true in nature and landscape
photography.
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Figure 8.3: Golden Rectangles.

The rule of thirds (R.O.T., Section 8.8). We start with a golden rectangle where
we place two vertical means and two horizontal means (Figure 8.3d). This creates four
intersections that are referred to as power points. We then change its aspect ratio to
1.5:1 (Figures 8.3e and f). The rectangle now features nine smaller rectangles obeying
the R.O.T., and ready for the placement of objects. Notice that the dashed lines do not
divide the golden rectangle into thirds, but were inherited from the original rectangle
whose aspect ratio is 1.618:1. This discrepancy is unimportant, because the placement
of objects doesn’t have to be accurate.

In fact, it is this statement that raises the most objections to the golden ratio and
the R.O.T. Those who object to such rules for placement of objects claim that it is the
flexibility permitted by those rules that makes them meaningless. What does it mean
to say that an important part of the scene should be placed on or near a power point?
How much away from a power point can it be placed and still be considered correct?
The best answer that I can think of is that we are talking here about art, and artistic
concepts, terms, and approaches are never defined rigorously.

Mathematicians know that in a room full of people there is a good chance that two
or more people would have the same birthday (day and month, not year). Similarly,
photographers know that in a room full of their colleagues, no one would agree on
what makes a photograph good.

—Apocryphal.
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8.3 Ideas for Great Photographs

Subject. We start with the important concept of the subject of an image. Before
taking a picture, it is important to identify your subject. One of the chief rules of image
composition is that an image must have a subject which should be well identified. The
subject is often a person, a group of people, an animal, landscape, a building, or a
machine. A picture may also have two subjects, the second one being the background.
However, experienced photographers know that the subject of a photograph can also be
abstract. Figure 8.4 consists of images of objects (buildings, water, sky, and pencils),
whose subject is the colors, not the objects. Similarly, the subjects of the images of
Figures 8.5 through 8.8 are humor, love, smile, and light itself.

The subjects of Figures 8.9 and 8.10 are space and concept, respectively. They are
more abstract, so here are some details of the individual images. Image 1 of Figure 8.9
is full of objects. The eye meanders aimlessly over the image and finds no main object
to stop at. Thus, the subject of this image is the space itself, not the objects inside
it. In image 2, the eye follows the curve of the road, only to end nowhere. The viewer
then realizes that space itself, not the road, is the subject of this image. In images 3
and 4, the subject is either the (very small) lone figure or the large, mostly empty space
around it. The rock of image 5 catches the viewer’s eye at first, but a second look may
convince him that the real subject of this image is the large space. Finally, in image 6,
there is an opening, an important image composition element, but the lack of anything
inside the opening tells the viewer that the subject of the image is not the opening but
the entire space.

Image 1 of Figure 8.10 is full of locks. The viewer may realize very quickly that the
other objects in this image are irrelevant and the subject of the image is the concept of
locks. Similarly, the subjects of images 2–5 are the concepts of peace, time, small space,
and thinking.

Capturing space and time. One of the reasons why photography is so popular
and attractive is that it can capture space and time. The important concept of depth-
of-field (DOF, Section 2.6) is a way to capture space. A large image, perhaps a wide
landscape, with a large DOF may overwhelm the viewer and create a sensation of a
large, open space. In contrast, an image that shows a single sharp object surrounded
by blurry background tends to lead the eye of the viewer to and around the object.
Section 2.3 demonstrates how various slow and fast shutter speeds are used to either
freeze action or blur it and in this way to capture time. See also Figure 8.11. Video also
captures space and time, but in a di↵erent way from still images.

⇧ Exercise 8.3: Landscape and outdoor photographers refer to the times around sunrise
and sunset as the golden hour. Explain what makes these times special for outdoor
photography.

In general, selecting the right subject is the key to a great photo. You are standing
in front of the Notre Dame cathedral in Paris. Don’t hesitate, take a shot, but don’t
assume that this will be your best shot. Move around, get closer, step backward, look at
the building from di↵erent locations and di↵erent angles and take more pictures. Unlike
film, digital images can be erased and the space in the memory card reused. The more
pictures, the better the chance of ending up with a successful image.
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Courtesy of cody davis
Color, unsplash.com

Courtesy of jad limcaco
Color, unsplash.com

Courtesy of jeremy galliani
Color, unsplash.com

Courtesy of jason leung
Color, unsplash.com

Figure 8.4: Color as the Subject, 1 of 2.
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Courtesy of tom podmore
Color, unsplash.com

Courtesy of plush design studio
Color, unsplash.com

Courtesy of nikolay vorobyev
Color, unsplash.com

Courtesy of saffu
Color, unsplash.com

Figure 8.4: Color as the Subject, 2 of 2.
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Courtesy of amir abbas abdolali
Humor, unsplash.com

Courtesy of ks kyung
Humor, unsplash.com

Courtesy of cindy tang
Humor, unsplash.com

Courtesy of nicolas tissot
Humor, unsplash.com

Courtesy of phil botha
Humor, unsplash.com

Courtesy of ashley jurius
Humor, unsplash.com

Figure 8.5: Humor as the Subject.
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Courtesy of Dakee Sherpa
Love

Courtesy of joshua clay
Love, unsplash.com

Courtesy of vivek kumar
Love, unsplash.com

Figure 8.6: Love as the Subject, 1 of 2.



8 Image Composition 961

Courtesy of Dakee Sherpa
Love

Courtesy of janko ferlic
Love, unsplash.com

Courtesy of crew
Love, unsplash.com

Figure 8.6: Love as the Subject, 2 of 2.
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Courtesy of Dakee Sherpa
Smile

Figure 8.7: Smile as the Subject.
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Courtesy of ales krivec
Light, unsplash.com

Courtesy of jan archive
Light, unsplash.com

Courtesy of marty finney
Light, unsplash.com

Courtesy of jan tielens
Light, unsplash.com

Courtesy of connor mcsheffrey
Light, unsplash.com

Courtesy of olaf scheffers
Light, unsplash.com

Figure 8.8: Light as the Subject.
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Courtesy of philipp-berndt
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Figure 8.9: Space as the Subject.
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Figure 8.10: Concept as the Subject.
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Figure 8.11: Freezing Motion.

Talking about the subject of a photo, bear in mind that a great photograph should
tell a story or make a statement and should therefore have secondary subjects in addition
to the main subject. A photo of Notre Dame could benefit from secondary subjects such
as trees, plants, tourists, and boats in the nearby Seine. Similarly, a picture of your
neighbors could greatly benefit from their loving dog as a secondary subject.

The background of an image can also be a crucial factor in its success or failure.
A background with tourists milling around subtracts from the artistic value of a photo,
while a uniform dark background (or a very blurry colored background) may serve to
accentuate the main subject and add drama to the final image.

Capturing the moment. This is di↵erent from capturing time. We are not
talking about freezing or blurring motion but about waiting patiently until the time is
right. Shooting a sporting event on a cloudy day, the photographer may have to wait
for hours for the sun to break out of the clouds for a few minutes. Shooting a city scape
in late afternoon, there may again be a long wait until suddenly many windows start
reflecting the sun, creating a short opportunity to capture a moment. A photographer
may sit patiently for hours inside a cave, waiting for a narrow shaft of sunlight to appear
from a hole in the ceiling and strike the floor. All these are examples of capturing a
moment (Figure 8.13).

⇧ Exercise 8.4: How can you get opportunities to photograph wildlife without much
traveling and expense?

Impossible Photography: Capturing Ideas. A small number of photographers
specialize in what can be called impossible photography. They construct realistic photos
of impossible scenes (Figure 8.12). In essence, capturing ideas, not moments. Such a
photographer starts with a small set of conventional photographs and decides how to cut
parts of each and combines those parts seamlessly to create a scene that is impossible,
but also can be understood and enjoyed. Readers familiar with the drawings of M. C.
Escher may find it easy to visualize this kind of art. A photographer working in this
field must be not just an expert in image editing and manipulation, but also creative
and a visionary.
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For examples of this intriguing area of photography, search the Internet for “impos-
sible photography” and for “Evan] Sharboneau - Trick Photography.”

⇧ Exercise 8.5: Explain why many photographers consider sports photography di�cult.

Minimalist photography. Styles and fashions change all the time, and art is no
exception. Artists try to create new artworks in new styles, using new materials and new
tools. Photography is an art, which is why its practitioners constantly experiment with
new approaches, styles, and ways of self expression. Many 20th Century artists have
experimented with a style that came to be known as minimalism, and over time, this
style was also adopted by photographers. (Minimalism is mostly an American movement
in the visual arts and music originating in New York City in the late 1960’s.)

Like many other concepts of art, minimalism is an extremely subjective concept
and cannot be defined rigorously. We can describe it as an approach to art where the
minimum number of components—such as color, shape, line, and texture—are used. The
Webster dictionary defines minimalism as a style or technique that is characterized by
extreme spareness and simplicity. Already Leonardo da Vinci was aware of the artistic
importance of simplicity and said “simplicity is the ultimate sophistication.” Thus,
simplicity (or its equivalent, “less is more”) is at the root of minimalism, but this style
has other aspects and attributes.

Some photographers love minimalism (they embrace the freedom of interpretation
it o↵ers) while others hate it (they despise the lack of direction or subject matter), but
few are indi↵erent to it, which indicates that this style is important. The chief rule
of minimalism it to keep it simple; strip your photo down to its bare essentials, until
deleting one more object would cause the image to lose its impact. In the hands of a
talented artist, simple doesn’t have to be boring or uninteresting; minimalism has other
rules and principles that are described here.

Keep it simple. Before you press that button, take time to consider your scene and
your composition. This includes objects that will appear in the final image, but also
(no less important) objects that will be left out of it. Such objects are distractions and
they should be cropped out of the picture, preferably before the shot is taken. With no
clutter to distract the viewer from the main subject, it (the subject) becomes prominent.
There is no mistake in what the photographer wanted to show in the picture.

Other principles of minimalism are the following: Choose an interesting subject.
Tell a story. Use negative space to accentuate the chief subject. Use colors liberally.
Use bold colors. Choose a plain background. Keep the rule of thirds in mind, but don’t
hesitate to break it when needed. Use rich textures whenever possible. Figure 8.14
illustrates examples.

⇧ Exercise 8.6: Search dictionaries for synonyms and near synonyms of minimalist.

Few Colors. Similar to minimalism, some photographers like to shoot images that
are mostly uniform. Such images may be mostly black, gray, or white, with a subject
that features very few colors. Figure 8.15 illustrates several examples, each with its
histogram. One variation of this approach may be a black-and-white image with a bold
splash of color highlighting one part of the scene. This can be a bunch of small flowers
strung on a stem, the reflection of the sun on water, or the blue eyes of a Siamese cat
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Figure 8.12: Impossible Photography.
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Figure 8.13: Capturing the Moment, 1 of 2.
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Figure 8.13: Capturing the Moment, 2 of 2.
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Figure 8.14: Minimalist photography Examples.
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(see images 7 and 8 of Figure 8.32). Such a simple break from the grayscale background
immediately captures the attention of the viewer. A di↵erent variation is images that
use very few base colors, each with several shades. Many such images can be seen in
reference [gizmodo2colors 19].

Abstract photography. To some people, the term “abstract” means either
“weird” or “my three-year old could have done that,” but there are better definitions.
The dictionary definition of this term is “existing in thought or as an idea but not having
a physical or concrete existence.” Similarly, the term “abstract art” is defined as “art
that does not attempt to represent external reality, but seeks to achieve its e↵ect using
shapes, forms, colors, and textures.”

Photography is an art form, which is why Wikipedia describes the field of abstract
photography as “Abstract photography—sometimes called non-objective, experimental,
conceptual, or concrete photography—is a means of depicting a visual image that does
not have an immediate association with the object world and that has been created
through the use of photographic equipment, processes, or materials. An abstract photo-
graph may isolate a fragment of a natural scene in order to remove its inherent context
from the viewer, it may be purposely staged to create a seemingly unreal appearance
from real objects, or it may involve the use of color, light, shadow, texture, shape and/or
form to convey a feeling, sensation, or impression. The image may be produced using
traditional photographic equipment like a camera, darkroom, or computer, or it may be
created without using a camera by directly manipulating film, paper, or other photo-
graphic media, including digital presentations.”

Photographer and Professor of Psychology John Suler, in his essay Photographic
Psychology: Image and Psyche, says “An abstract photograph draws away from that
which is realistic or literal. It draws away from natural appearances and recognizable
subjects in the actual world. Some people even say it departs from true meaning,
existence, and reality itself. It stands apart from the concrete whole with its purpose
instead depending on conceptual meaning and intrinsic form. . . .Here’s the acid test: If
you look at a photo and there’s a voice inside you that says ‘What is it?’. . .Well, there
you go. It’s an abstract photograph.”

Figure 8.16 shows a few examples of abstract photographs, which led me to the
following conclusions:

Some abstract photographs are simply photos of abstract, modern paintings.

Sometimes it is impossible to tell whether a given image is minimalist (Figure 8.14),
has few colors (Figure 8.15), or is abstract, but this is fine, because photography is an
art, where definitions and concepts tend to be imprecise, inexact, and tolerant.

Abstract art is a product of the untalented, sold by the unprincipled to the utterly
bewildered.

—Al Capp.

Candid photography. In a photo studio there is much preparation before a
portrait is taken, and the customers are told how to pose. In street photography, on
the other hand, the photographer says nothing to his subjects and tries to catch them
unaware or at least unprepared. When the subject was unprepared and had no time to
pose for the shot, the resulting image is said to be candid. If the subject objects to the
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Figure 8.15: Images with Few Colors.
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Figure 8.16: Abstract Photographs.
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shot, it should immediately be deleted by the photographer, but it still is a candid shot.
If the subject did not know that he was being photographed and did not even expect it,
then we can consider this act secret photography (or covert photography), a special case
of candid photography. Figure 8.17 illustrates several examples of candid photography
and it is easy to see that sometimes it is di�cult to decide whether an image is candid
or secret. Here are some ways in which a candid photograph can be taken:

A moving subject may not notice the photographer. Many panning images are of
this type (see Figures 2.68 and 2.76).

An unprepared, distracted subject is ideal, but the photographer has to obtain
permission later or delete the photo(s).

When the photographer realizes that the shot may surprise the subject (but per-
mission is still necessary).

Whenever the shot will not distract the subject.
Dr. Erich Salomon is generally considered the first candid photographer. He started

his unusual career in his forties and took many candid photographs in Germany in
the 1920’s and 1930’s (Figure 8.18). He used the little-known Ermanox camera, by
Ernemann-Werke (Works) of Dresden, Germany. This unusual camera could record on
small glass plates or on film (sheet or cut). However, the master of this photography
genre was the well-known photographer Henri Cartier-Bresson. For several decades he
was active in candid photography and managed to capture many decisive moments in
everyday situations with unprepared subjects. Another notable figure in this field was
Weegee (Arthur Fellig), a street/candid photographer who for years documented all
aspects of life in the streets of New York.

A digression. Candid camera was also the name of a long-running television pro-
gram in the U.S. Various versions of this popular program were broadcast from 1948
until 2014, with many created and produced by Allen Funt. Cameras were concealed and
used to film ordinary people being confronted with unusual situations, sometimes involv-
ing trick props. The popularity of this program resulted in the well-known catchphrase
“Smile, you’re on Candid Camera.” (End of digression.)

Finally, a few words about secret photography. Some well-known situations where
this genre is used include (1) Surveillance, by closed-circuit television, in public and
private areas. (2) Stalking of celebrities by photographers. (3) Hidden cameras in in-
vestigative journalism. (4) Hidden cameras in industrial espionage. (5) Secret recording
by police or private investigators.

The cameras may be concealed or disguised. The photographers may be hidden.
The practice itself may sometimes be illegal, at least in certain locations, but it is easy
to believe that secret photography is big business that usually hides itself, as well as its
products, from the public.

8.3.1 The Magical Power of Mist, Fog, and Rain

We are all familiar with mist. We have seen phrases such as “lost in the mists of time,”
“he has a mist in front of his eyes,” “I have a misty understanding of this subject,”
and “our recollection of this event is misty.” The dictionary definition of mist is “water
in the form of particles floating or falling in the atmosphere at or near the surface of
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Figure 8.17: Candid Photographs.
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Figure 8.18: Erich Salomon and Camera.
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the earth and approaching the form of rain.” Fog and haze are di↵erent phenomena,
but their use in photography is similar. The dictionary definition of haze is “fine dust,
smoke, or light vapor causing lack of transparency of the air.” Misty photography is the
process of shooting pictures in the presence of mist, haze, or fog. However, Figure 8.19
should convince the reader that this genre is not a passing fad and is entitled to a place
of honor in the vast field of photography.

And rain? Most of us prefer to stay under a roof when it rains, but some photog-
raphers love to go out in the rain and shoot. It is easy to understand how the sound of
rain drops in the woods, with no one else around, may seem special and attractive, how
wet roads, buildings, and cars may seem clean, fresh, and shiny, and how an overcast
sky changes the familiar colors of everyday objects. Yes, rain photography, photogra-
phy in the rain, is special, but it also presents its own problems and challenges. The
photographer should wear proper clothes and boots. He should carry a big umbrella in
addition to his tripod and lots of microfiber towels. Slipping in heavy mud may damage
an expensive camera and lens. Pneumonia is a heavy price to pay even for great, original
pictures. Back in 1888 the citizens of Arles called Vincent van Gogh fou-rou (crazy man)
because he used to go in the fields to paint under the hot summer sun without a hat. I
hope your neighbors don’t refer to you similarly when they see you outside, with your
camera, tripod, and umbrella, every time it rains.

Warning. Most cameras are not water proof. Water, even a little moisture, can
cause much damage to your equipment. When shooting in rain, try to wrap your camera
in a clear plastic bag and operate the control only through the bag.

In plain words, we can say that mist and fog are thin clouds. Much thinner than
the clouds we normally see. In daily speak we tend to confuse these terms, and in misty
photography the di↵erence between them is rarely significant. However, mist and fog
di↵er in density, duration and visibility. Mist is less dense than fog, it lasts a short time,
and features better visibility. Fog, on the other hand, can often be dense, may last long,
and be very opaque. Haze is often the result of dust and smoke particles that accumulate
in dry air. Such particles may form a low-hanging shroud that impairs visibility and
may even present a health threat. Sand storms in a desert may create an e↵ect similar
to haze. Figures 8.20 through 8.22 are examples of misty photography.

O, rocks! she said. Tell us in plain words.
—James Joyce, Ulysses, 1922.

Photography in fog, mist, rain, or haze is an important tool of image composition
because it can impart a marvelous character and mood to an otherwise mundane scene.
Over time, a persistent photographer will learn how to exploit fog and mist to emphasize
the shape and depth of objects in the scene, how to try various positions and orientations
to obtain the kind of lighting that will create the mysterious and moody atmosphere
that fog photographers consider the perfect prize for their e↵orts.

The main downside of shooting in fog and mist is that sometimes such a picture ends
up having a flat, washed-out appearance. It’s important to realize that photographing
in such conditions is di↵erent. Scenes that are clear and well-defined in sunlight tend to
become foggy, fuzzy, and indistinct in foggy conditions. This di↵erence is precisely what
makes mist photography so attractive, but experience is needed in order to produce an
image that looks magical, mystical, and perhaps also perplexing.
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Figure 8.19: The Mystery of Mist. Courtesy of Ales Krivec, unsplash.
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Another point worth mentioning is that the scattering of light by fog and mist may
cause the camera’s light meter to underexpose (it may “think” that there is more light
than there actually is), so be prepared to set a little negative exposure compensation.

Depending on location and weather, fog and mist tend to form in the evening and
may last the entire night. A large body of water, especially warm water, encourages the
formation of fog. Thus, mist photographers should be ready to work in the uncomfortable
hours of late evening and early morning. Cold climate is the friend of such photographers,
o↵ering much fog and mist during many fall and winter days. Deserts may have sand
storms that create haze conditions which resemble mist, but with the di↵erence of bright
light.

Those used to photographic equipment and photographic terms may prefer to think
of mist and fog as the equivalent of a soft box. Mist scatters the light, obscures its origin,
and reduces contrast in much the same way as such a box.

For the serious photographer, here are the chief types of mist and fog:

Radiation fog. This is a set of thin, narrow bands of mist. They tend to form in
low-lying areas overnight, and they burn up quickly when the sun appears, warming up
the air and ground. The fog forms when the temperature gets low enough to cause the
water molecules in the air to saturate.

Advection fog forms over cold ground or water when warm, moist air moves over
it. The cold ground cools and saturates the air, which is why this type of fog can form
under an overcast sky and with moderate wind. This type of fog can linger for days and
may be pushed by the wind across the ground. When formed over water, advection fog
is called sea fog.

Mountain and valley fog. Air at the top of a mountain cools down quickly in the
evening and starts sliding down the mountain to collect in valleys below. The valley
quickly fills up from the bottom with cold layers of air, a phenomenon known as cold
air drainage. If there is enough moisture in the air, it may reach saturation during the
night and start to form fog. In early morning, when the temperature is lowest, this fog
is densest and may last the entire day, only for new fog to be formed in this way the
following night and stay in this way for days.

Super fog. Imagine a small grove with much brush, leaves, and dead trees. It was
raining recently and the ground is moist. Someone throws a smoldering cigarette and
the dry parts of the wood catch fire. The fire does’t last long and when it is extinguished,
much smoke and moisture are released. It is night, the air cools down and is close to
saturated. Under such conditions, very heavy fog, termed super fog by meteorologists,
may form. Such a fog may meander about with the wind, and if it passes over a highway,
it may present a danger to vehicles.

Steam fog happens when water vapor mixes with colder air. It often takes the shape
of delicate little wisps of vapor rising from a lake or river. Often, it burns o↵ quickly.

Freezing fog. This is another type of dangerous fog. It forms when fog is combined
with very low temperatures, close to freezing point. Under such conditions, small, very
cold water droplets may form in the fog and may freeze instantly when settling on
exposed surfaces such as branches, stairs, rails, sidewalks, roads, and vehicles. The
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Figure 8.20: Various Types of Fog and Mist, 1 of 3.
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Figure 8.21: Various Types of Fog and Mist, 2 of 3.
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Figure 8.22: Various Types of Fog and Mist, 3 of 3.
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danger starts when freezing fog forms black ice on the surface of a black road. Black ice
is more dangerous than common, white ice because it is invisible in addition to being
slippery. Freezing fog may also form ice on the wings of an airplane, requiring de-icing.

We next examine the four major advantages of mist photography namely, empha-
sizing depth, emphasizing light, emphasizing shapes, and photographing from without.

Emphasizing depth. Children learn very early that as they move away from an
object, it looks smaller. In mist and fog photography, beginners learn very quickly that
under fog conditions, moving away from an object also reduces its contrast. On one
hand, this is a blessing, because it magnifies the di↵erence between near and far objects.
On the other hand, distant objects in fog and mist tend to lose their colors, become
silhouettes, and then completely disappear. If this happens to you, try the following
solutions: (1) Use a telephoto lens. Such a lens acts like a telescope, bringing objects
closer to the camera. The more distant an object is, the further forward it is moved. (2)
Get closer to the scene. This brings all the objects of scene closer by the same amount
and increases their contrasts.

Emphasizing light. Fog and mist consist of very small water droplets. When a ray
of light enters such a droplet, it is bent (refracted) by its front surface, reflected back
by its back surface, and finally comes out of the droplet through its front surface, where
it is bent again. The amount of refraction (bending) depends on the wavelength of the
light, which is why sunlight entering a wall of small droplets creates a rainbow. Thus,
fog and mist scatter light, but they also soften it. The individual rays of light coming
from the small droplet move in di↵erent directions, which creates the e↵ect of soft light
and may result in a mysterious, moody-looking photograph.

In order to take advantage of light scattering and to see the streaks of light in the
final image, the photographer should move to a point close to where the light source is vis-
ible and experiment by slowly panning the camera while looking through the viewfinder.
If conditions are right, chances are that at a certain orientation, the camera will see a
pencil of individual streaks of light hitting some of the objects of the scene. Figure 8.23
illustrates light streaks created by clouds. Clouds are dense fog (and conversely, from a
distance, fog looks like a cloud), and it is easier to find a vantage point from which to
see light streaks coming from clouds.

Emphasizing shapes. We intuitively feel that fog and mist absorb many small
details of objects. This makes it easy to understand that fog and mist also enhance the
general shape of objects. In extreme cases, the object loses all its details and becomes
a silhouette. If your aim is to end up with a dark object or even a silhouette, try to
set the exposure based on the fog, not on the object. An alternative is to set negative
exposure compensation.

Photographing from without. When photographing under conditions of fog, haze,
or mist, try to get out of the fog and compose your shot from the outside. In this way,
objects outside the fog do not lose their contrast, while objects inside the fog inherit its
special atmospheric e↵ects and may appear fuzzy, mystical, and unfamiliar.

Timing. We are familiar with the phrase “timing is everything.” This is especially
true for mist photography, because mist, fog, and haze may change quickly. They may
move, become denser, or change quickly from opaque to soft to completely clear. They
may also vary their texture and appearance.
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Figure 8.23: Light Streaks From Clouds.
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⇧ Exercise 8.7: After experimenting with mist and fog photography for a while, try to
answer the following. What is a common problem with this approach to photography?

Warning. Fog and mist can condense on the surface of your lens. This may result
in foggy images and even fungus inside the lens. Thus, when you leave your warm house
and go outside in the cold, damp, and fog, wait at least 30 minutes for your equipment
to cool down slowly in your equipment bag. Once your camera has reached the outside
temperature, the chance of condensation has dropped.

⇧ Exercise 8.8: Explain why pictures of flu↵y animals and cute little children are often
successful.

8.3.2 Reflections (mirroring)

One of the goals of a photographer is to show us the world in a way we have never seen
it before, and one way to achieve this is to exploit the unusual and unpredictable e↵ects
of reflections. Reflections are all around us. Light is reflected from glass, water surface
(sea, puddles, and pools), and other shiny surfaces. In real life, the eye-brain system
tends to ignore reflections, because we want to concentrate on the important subjects,
the ones that are reflected. Thus, reflection photography may show us the world in a
new way, which is why this area of photography can be powerful and attractive.

Uncanny, fascinating images can be the result of objects reflected in water, especially
in small pools and ponds. My favorite is a small pond in which only some of the subject
is reflected. The entire pond is shown in the picture, together with those parts of
the subject that are not reflected. However, many variations are possible. Part 1 of
Figure 8.24 is a low-perspective image of plants growing in a pond. Part 3 shows a
single house reflected in a large pool, with only mountains around, creating a dramatic
background. The wavelets in part 6 break the surface of the water and erase most of
the reflections. Part (4) should remind the reader of the famous photo by Henri Cartier-
Bresson. My favorite is part 5, where the growth around the pond serves to frame the
clear reflection of the subjects.

Perhaps the most important technique in reflection photography is to combine re-
flection with low perspective. This is also where smartphones shine. The smartphone’s
lens is small and is located close to its edge. This makes it easy for the photographer
to hold the smartphone on the reflecting surface or, in the case of water, very close
to the surface. (Disclaimer! Current Smartphones often have water sensors embedded,
and any water discovered inside voids the device’s warranty.) If the reflecting surface is
horizontal, the resulting photograph will often have a high horizon, perhaps as high as
the middle of the image (parts 7, 13, and 14 of Figure 8.24). In fact, photographers who
like to combine reflection with low perspective often advise that shooting a reflection
from water should start by tilting the camera until the horizon is at the middle of the
frame. This way, the objects in the scene and their reflections are given equal spaces.
The same principle applies to vertical reflecting surfaces. Placing the camera next to
a glass wall, the user should turn and orient it such that the dividing line between the
subject on one side and its mirror image reflection on the other side is in the middle of
the frame (part 11).

The technique of shooting a low reflection from water has another advantage. Hold-
ing the camera close to a water surface causes any small ripples in the water to get
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magnified, which results in large distortions of the reflected image, distortions that may
appear attractive to viewers (parts 7 and 16). A powerful compositional idea is to
combine reflection and low perspective with the setting sun and an object in silhouette
(parts 8 and 9).

Many smartphone apps o↵er the user a choice of focusing and exposure. In such a
case, it is better to focus on the object rather than on its reflection (parts 10 and 16),
because in low perspective the reflection may be very close to the camera, resulting in a
blurred object. If the water surface is small, such as a puddle, the camera may not be
able to cover both the object and its reflection. In such a case, the reflection should be
chosen over the real object and it becomes the main subject of the image (part 17 of the
figure). Many smartphones have a burst mode, producing a sequence of photos over a
few seconds, and allowing the photographer to delete any of them. This may be a good
choice for cases where pedestrians try to jump over a puddle.

8.3.3 Multiple exposures

Analog (film) cameras made sure that the shutter release could be pressed only after the
film has been advanced to the next frame. This guaranteed that each image was recorded
on its own part of the film, no accidents of multiple exposure. Digital cameras, on the
other hand, are controlled by a computer and can o↵er many options, some of which
may never be used by the average photographer. This is why many cameras support
multiple exposures as an option. Several shots can be taken and superimposed in the
camera to become a single image. Photographers interested in artistic images love to
take advantage of this option (Figures 8.25 and 8.26).

A camera that o↵ers the option of multiple exposures (several exposures combined
inside the camera) may have two settings, auto gain and overlay. The auto gain setting
is used to either keep the exposure identical in all the images being multiplexed or to
shoot each with its ideal exposure. The overlay option is used to either combine several
future images (overlay turned o↵) or choose an existing image (in raw) on the memory
card and superimpose several future images on it (overlay turned on). The individual
images being superimposed are not saved separately. At the end, there is only one image,
consisting of the original superimposed pictures. Nice, artistic e↵ects can be obtained
when the images being combined are esthetically di↵erent such as one sharp and the
other soft, one of small colorful objects and the other of large, dark objects, or one of
high contrast and the other of low contrast.

The adage “don’t expect to nail it the first time” applies especially to multiple
exposures. Once two images have been superimposed, the result may not be what the
photographer had in mind. Thus, the compositional technique of multiple exposure
requires many tries and is practical only because of the main advantage of digital pho-
tography namely, no film.

⇧ Exercise 8.9: Explain how to generate a double exposure image with a single shot.

8.3.4 Advantage of High Image Noise

Section 2.8 explain how large ISO values are associated with high image noise and are
therefore avoided in normal use. However, shooting in high ISO makes sense sometimes
because it can result in unusual, unconventional images that are attractive and look
“di↵erent.”
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Figure 8.24: Reflections (mirroring) 1 of 3.
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Figure 8.24: Reflections (mirroring) 2 of 3.
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Figure 8.24: Reflections (mirroring) 3 of 3.
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Figure 8.25: Multi-Exposure Images, 1 of 2.
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Figure 8.26: Multi-Exposure Images, 2 of 2.
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What scenes are good candidates for shooting with large ISO? Clearly, scenes with
small details that would disappear in the high image noise should be avoided. The
photographer should look for scenes with lots of colors, shapes, and with lights coming
from several directions. Check Figure 8.27 and try especially the following:

Smooth surfaces. High image noise may add interesting texture to an otherwise
boring smooth surface.

Bricks. Sometimes, a brick structure may have a natural texture that slightly
resembles image noise and might be enhanced by extra noise.

There are no rules for good photographs, there are only good photographs.
—Ansel Adams.

8.3.5 Finding Interesting Places to Shoot

The following claims are typical “I cannot find anything interesting in my neighborhood.”
“After my trip to Iceland—my town, its parks, zoo, museums, and gardens—look boring.
What can I do?”

The answer is that there are interesting places everywhere, you just have to open
your eyes and learn to see. This isn’t a simple process and it requires time, patience,
and discipline. Once you train yourself to see, you will notice interesting and beautiful
aspects even in mundane objects such as (1) a lone tree growing on an isolated small
hill, especially when the full moon happens to rise in late afternoon just behind the
branches. (2) An old, rusted circuit breaker box, where you suddenly recognize the
features of a face (Figure 8.28). If worse comes to worst, you might sometimes resort
to post processing (some might refer to it as cheating) by editing your unsatisfactory
images. You can take a boring picture of some trees and use software to add a burst of
light or to create the e↵ect of fog.

8.3.6 What Scenes to Photograph

Anyone who starts in photography should know what to photograph and what to ig-
nore. What are the objects, situations, and environments that have a good chance to
produce winning images? Following is a list of features that any photographer should
pay attention to, but see also Section 8.9.

Contrast. Any scene with contrasts may be a candidate for a successful image.
The contrast may be between bright (lightning) and dark (terrain), rough (pebbles) and
smooth (water), soft (clouds) and hard (rocks), or saturated colors (flowers) and washed
colors (colored paper).

The lone figure. Imagine an image of desert. There are sand dunes as far as the
eye can see, and the only other subjects in the image are a bit of sky and a small,
lonely human figure. Alternatively, there may be several figures, perhaps depicted as
silhouettes standing on a ridge. Some footprints of theirs in the sand may add an impact
to the image. A similar scene may be a single dancer standing by herself in a vast open
space right in front of a huge cathedral. The lonely figure doesn’t have to be human. A
single rock in an otherwise uniform lake or marsh is another example. In all those cases,
such a figure has a chance of being dramatic.
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Figure 8.27: High Image Noise.

Focusing. The eye is attracted to sharp areas in an image, which is why the main
subject in an image should be in focus, while the background may often be outside the
sharp DOF range and may look blurry, unfocused, and even uniform.
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Figure 8.28: Soft and Harsh Lighting.
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Panning (Figure 8.29) is a common technique to keep a fast-moving subject sharp
while blurring the background. For panning to be interesting, the background should
be multi-colored and cluttered; a uniform background does not reinforce the feeling of
movement. In photography, the term panning (from the word panorama) means to
sweep the camera horizontally, vertically, or diagonally. In English, the word panning
also means to sift, search, or look (the old-timers panned gold).

A suitable mode for panning is shutter priority. The precise aperture and the DOF
are irrelevant because the background should be blurred anyway. In many cameras, the
screen is blank during the shot, which is why photographers often squint just over the
top of the camera during the long panning, trying to keep with the moving subject.

Artists have long experimented in adding motion to their pictures. The light paint-
ings of Picasso and his well-known Dora Maar au Chat, are such examples, as well as
Nude Descending a Staircase, No. 2 by Marcel Duchamp. Professional photographers
have also been looking for ways to include motion in photographs, and many know that
zooming in a long exposure while also panning can create a special e↵ect of movement
within movement.

A digression. Experienced photographers know that accurate panning requires
variable speed. Initially, the user pivots himself with his camera and follows the subject
at increasing speed until the subject is in front of the camera. Once past this point,
the subject is followed by the camera at decreasing speed. Figure 8.29 explains this
behavior. We assume that the subject being panned (the bicycle) moves along the thick
black line at a constant speed, which is illustrated by vector v. At point (1), the subject
is far from the camera, which is why vector a, the component of v in the direction of
the camera, is large. The camera cannot see movement directly to it or directly from it,
so it only sees movement in the direction of vector b, the other component of v. Thus,
the speed the camera notices is inversely proportional to b. The smaller b, the faster the
camera has to follow the subject. At point (2), the subject is in front of the camera,
vector b is zero, so the tracking speed is at its maximum. When the subject continues
to point (3), vector b grows, so the tracking speed has to slow. End of digression.

Figure 8.30 illustrates the points listed above.

Notwithstanding all of the above, you should also memorize the following rule, that
photographers learn from experience: “Do not expect to nail it the first time.” Thus,
whatever you do, try to take as many pictures as possible, expecting a few to come out
great. Professional photographers often say that the lowest-yield shots happen during
panning. When you pan the camera to track an object, there is a high chance of your
missing the precise focus, the correct exposure, or the right instant to shoot.

8.3.7 Graphical Elements in Photographs

Those who look carefully at photographic images know the importance of graphical
elements in a photograph and how to locate and isolate these elements. We discuss the
most important of those elements and how each can be used in an artistic and dramatic
image that is also full of impact. Figure 8.32 contains 40 examples that extensively
illustrate the points listed here.

Lines and curves. These elements catch the eye and lead it across the image to the
main subject (a leading line) or to a central or an important point. (See Figure 8.32
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Figure 8.29: Variable Panning Speed.

19–22 for examples.) A diagonal line (Figure 8.32 18) is sometimes considered dynamic,
a curved line is believed to be soothing to the eye. Tangled curves may turn even a
mundane subject such as tree branches into a work of art.

Shapes. A vaguely familiar shape in an image is a challenge to the eye and brain.
Both immediately try to recognize the shape, and if unsuccessful, they try to assign
it a meaning or associate it with a familiar shape. The photographer can help in this
process by using a shallow DOF to stress the central shape and make it stand out of the
background.

Shadows. The genre of film noir is familiar to many and is the favorite of quite a
few. In such a movie, the director often uses long shadows to increase tension and keep
the viewers on their toes. Shadows can also be a useful design element for photogra-
phers. They can reveal information about a subject and can fill image areas that would
otherwise be left empty of content. Shadows are especially important in black-and-white
photography because in that genre they are an integral part of the entire scene (notice
the examples in Figure 8.32 32–34 and 40). A common technique is to create a number
of shadows by placing light sources at di↵erent locations in front of the subject. The
light sources themselves are not visible in the final image, but each source may have
di↵erent intensity and color, and each casts a di↵erent shadow in the background.

The human shape. This is both an element of design and a subject worthy of
shooting. (With a camera, naturally. See answer to Exercise 6.11.) It is discussed
earlier, among subjects that should be considered in an image. The idea is to have a
large subject, a snow field, a plaza, a room, or a street, where there is a single human
figure (generally small, sometimes a silhouette) and not much else of interest. (See
Figure 8.32 23–26 for examples.)

Gestures of subjects. A successful photograph may be based on the gesture or
gestures of some of its subjects. Imagine a dog and a rabbit snuggling together, a dancer
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Figure 8.30: Scenes Worth Shooting, 1 of 2.
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Figure 8.30: Scenes Worth Shooting, 2 of 2.
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lifting her hands, looking up with that dreamy look in her eyes, a penguin coming back
ashore with a happy look on its face after a successful catch of a fish. Figure 8.32 35–36
illustrates this with examples. Such gestures can provide the key to an image that is
full of impact.

Pattern (examples in Figure 8.32 27–31). This is a common and important design
element because our brains are attracted to replications. Beginners catch on to this fact
very early in their photographic career and start looking for patterns, which are easy
to find. A related design element is a pattern breaker. A single element that’s di↵erent
from all the rest is going to get much attention from viewers (Figure 8.32 15–17 are
examples). The very popular television program Sesame Street had a song titled “One
of these things is not like the other, one of these things just doesn’t belong.” This was
an attempt to teach children to focus on the di↵erences, rather than the similarities
between objects.

Texture. The dictionary definition of texture is “the feel, appearance, or consistency
of a surface or a substance.” In a clear, well-focused and well-designed photograph, we
feel the texture of a surface, and this feeling makes the image attractive. (See Figure 8.32
1, 2 for examples.)

Negative space. This is the case of an image that has large, uniform areas (Fig-
ure 8.32 37–39). Generally, such areas detract from the quality of an image, but there
are cases where they add to it. Imagine a blue sky and a blue surface of water. The two
surfaces almost touch each other, except for a narrow spit of sand that separates them.
Another example is a square block of ice lying between a cloudy sky and a dark sea.
Still another is a large sky over a desert landscape, with just a single object, perhaps a
tent, a vehicle, or a person, to break the monotony. These are cases of negative space
and they may lead to unusually e↵ective images that speak to the viewer silently.

Black and white (B&W). (See Figure 8.32 3–4 for examples.) I have already men-
tioned elsewhere in this book that B&W is an accident. We don’t see in B&W and
this way of photographing exists mainly because color photography came in late in the
history of this field. However, many photographers, professional and amateurs, feel that
B&W photography is not dead and has its uses. Street photography is an example where
B&W is popular. Figure 8.31 illustrates the compositional value of B&W images. The
color image on the left of the figure has warm colors that make it look perfect, yet the
B&W image on the right is more dramatic, even though it has only a small number of
grayscales and it leaves much to the viewer’s imagination.

Spot color. An image that is mostly in B&W or muted colors, but has a small area
that is in color. (See Figure 8.32 5–8 for examples.)

Graduated color. This e↵ect, discussed in detail in Section 8.4.3, is common during
sunrise and sunset, when the sun is below the horizon or a little above it. (See Figure 8.32
9–11 for examples.)

Monotone color. An image with one dominant color. (Examples in Figure 8.32 12–
14.) A flower field may be mostly red or pink. In the arctic, white and blue (clouds, ice,
and water) may be dominant. Buildings on the island of Santorini are mostly painted
white, with blue roofs and domes.
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Figure 8.31: Color Converted to Black and White.

Matching colors. An image with colors that match should look pleasing to the eye,
but which colors match? Artists, designers, photographers, and scientists cannot agree
on this question. It is a matter of esthetics, personal preference, and artistic taste. The
matching colors listed here are subjective. Anyone may object to them for any reason.

White: combines with everything, especially blue, red and black.
Beige: combines with blue, brown, emerald, black, red, white.
Gray: combines with fuchsia, red, violet, pink, blue.
Pink: combines with brown, white, mint green, olive, gray, turquoise, light blue.
Fuchsia (dark pink): combines with gray, yellow-brown, lime, mint green, brown.
Red: combines with yellow, white, fulvous, green, blue, black.
Tomato-red: combines with cyan, mint green, sand, creamy-white, gray.
Cherry-red: combines with azure, gray, light-orange, sandy, pale-yellow, beige.
Raspberry-red: combines with white, black, damask rose.
Brown: combines with bright-cyan, cream, pink, fawn, green, beige.
Light-brown: combines with pale-yellow, cream-white, blue, green, purple, red.
Dark-brown: combines with lime-yellow, cyan, mint green, purple-pink, lime.
Reddish-brown: combines with pink, dark-brown, blue, green, purple.
Orange: combines with cyan, blue, lilac, violet, white, black.
Light-orange: combines with gray, brown, olive.
Dark-orange: combines with pale-yellow, olive, brown, cherry.
Yellow: combines with blue, lilac, light-cyan, violet, gray, black.
Lemon-yellow: combines with cherry-red, brown, blue, gray.
Pale-yellow: combines with fuchsia, gray, brown, shades of red, yellowish brown,

blue, purple.
Golden yellow: combines with gray, brown, azure, red, black.
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Olive: combines with orange, light-brown, brown.
Green: combines with golden-brown, orange, salad green, yellow, brown, gray,

cream, black, creamy-white.
Salad green: combines with brown, yellowish-brown, fawn, gray, dark-blue, red,

gray.
Turquoise: combines with fuchsia, cherry-red, yellow, brown, cream, dark-violet.
Electric colors: combines with golden-yellow, brown, light brown, gray, or silver.
Cyan: combines with red, gray, brown, orange, pink, white, yellow.
Dark-blue: combines with light-lilac, cyan, yellowish-green, brown, gray, pale-

yellow, orange, green, red, white.
Lilac: combines with orange, pink, dark-violet, olive, gray, yellow, white.
Dark-violet: combines with golden-brown, pale-yellow, gray, turquoise, mint green,

light-orange.
Black is a universal color—it looks elegant in any combination, especially with

orange, pink, salad green, white, red, mauvish, or yellow.
Complementary colors (Section 1.4.2) are generally considered clashing, but pho-

tography is an art, where there are no strict rules, which is why a photographic image
with complementary colors may seem perfect in the eyes of many viewers.

8.3.8 Low Perspective Photography

Another reason of you becoming tired of your photographs is that they have all been
taken from eye level and therefore feature the same perspective. Your many images may
be dynamic, colorful, and full of life, but the uniform point of view makes them look
similar and therefore boring. How about a new perspective? I suggest you try the low,
ant’s view perspective. This approach to photography may give you a fresh, unique point
of view as well as a crop of new, exciting photos (Figure 8.33). Also, part of your task as
a photographer is to bring unusual, little-known facts about the world to the attention
of its inhabitants, and low perspective photography is one way of accomplishing this.

The few photographers who practice low perspective (or ground perspective) know
that this way of shooting can produce dramatic and surprising e↵ects. The viewer may
be surprised seeing a familiar scene from a low point of view. Small objects lying on
the ground suddenly become large, detailed, and therefore unfamiliar. It may take the
viewer a while to recognize, say, a small, discarded part of a familiar product lying in
the gutter.

Low perspective also a↵ects our feeling of depth. When taken from a low point of
view, nearby (foreground) objects appear much bigger than background objects, contrary
to what we are used to. Thus, the final image seems familiar but also a little strange
because of the unexpected depth perception.

Technically, low perspective is easy. Figure 2.162 illustrates how certain tripods
make it easy to place the camera very close to the ground facing either down or out.
Hesitate about placing your new, expensive, shiny camera on the dirty ground? Simply
place a sheet of paper or plastic under it to protect it. Cannot see the viewfinder? Use
a camera with an articulating screen (Figure 2.5). Think of the ground as a free, very
stable tripod, and consider experimenting with long exposures, slow shutter speeds, and
ND filters, all in low perspective.
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Figure 8.32: Design Elements 1 of 7.
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Figure 8.32: Design Elements 2 of 7.
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Figure 8.32: Design Elements 3 of 7.
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Figure 8.32: Design Elements 4 of 7.
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Figure 8.32: Design Elements 5 of 7.
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Figure 8.32: Design Elements 6 of 7.
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Figure 8.32: Design Elements 7 of 7.
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Figure 8.33: Low Perspective Photography.

Try low perspective. You may find it fun.

8.3.9 Photographic Techniques of the Professionals

Professional photographers have their own little secrets, techniques, and modes of oper-
ation, and sometimes they are willing, even happy, to share them with us. Here are a



8 Image Composition 1011

few, illustrated by Figure 8.34.

Want to take an unusual portrait? wait for twilight. Employ the setting sun (this is
one reason why twilight photography can be so satisfying) to create a play of light and
shadow on your subject. Such a picture often has many shadows, so the camera tends
to compensate by slightly overexposing, which is why the careful photographer should
respond by underexposing such a shot (set exposure compensation of �1 to �1.5 stops).
I recommend to choose aperture priority at the lowest f-stop, so that the shallow DOF
results in soft tones. If the camera selects a very slow shutter speed, don’t hesitate to
bump the ISO to 200 or 300. Also, drop low, close to the ground, such that the main
subject is slightly higher than the camera.

The rule of thirds. This is one of the many rules of image composition that can
and should be broken often, but there are cases where it is very useful. In general, you
should use this rule when there are large, uniform areas around the main subject. With
such a scene, the final picture becomes more interesting if the subject is placed on one
of the third lines.

⇧ Exercise 8.10: Come up with an example where this rule is broken all the time.

In street photography we often shoot from waist level, but there are cases where
aerial perspective is ideal because: (1) Photographs taken from above are rare. (2)
Looking at familiar objects from above is often strange and unfamiliar and therefore
interesting and attractive. (3) Shooting from high up may sometimes isolate your main
subject. Here is how to do this. Standing high above a street, on a balcony or through
a window, take a burst of pictures and select the best. Aperture priority (at f/5.6 or
f/8, depending on how bright the light is) is recommended.

Let symmetry be your friend. Try to find a scene with left-right symmetry (not
necessarily exact symmetry). Make sure you stand at the center of the symmetry and
try to hold the camera looking straight into the scene, not up or down, which may cause
converging lines.

At night, an image with light trails may look unusual and original. The simple idea
is to take advantage of the darkness and shoot very long exposures, sometimes as long
as a few minutes. Naturally, a tripod is a must, but don’t worry about a few seconds of
camera shake in such a long exposure. Stationary objects would be visible because of
the long exposure. Moving light sources would become trails of light, but dark moving
objects would be invisible or almost so. Imagine standing on a bridge over a street
or a highway, and keeping the shutter open. What would be recorded is the images of
buildings and other stationary objects, and the moving headlights. The cars, trucks, and
any other dark moving objects would either disappear completely or would be visible
as ghosts. The camera should be set to aperture priority. Choose the smallest aperture
(highest f-stop, such as f/22), low ISO, and shutter speed B (bulb) or T (time).

Photographs taken through an opening can be dramatic. You stand inside a door,
wait for something or someone interesting or unusual to pass outside in front of the door,
and shoot it (or him). A portrait taken with the subject standing at a door may be
superior (from a compositional point of view) if the door serves as a frame.
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Try the Orton e↵ect. This e↵ect, also called Orton imagery or Orton slide sandwich,
is the brainchild of photographer Michael Orton who dreamed it in the mid 1980’s to
imitate watercolor paintings [Orton 21]. The e↵ect starts with two exposures of the same
scene, one sharp and the other blurry, which are combined to create the e↵ect of soft
glow while retaining small image details. Not any image lends itself to this e↵ect, but
if successful, the final image looks simultaneously in focus and out of focus, an optical
e↵ect that has an unsettling e↵ect on the viewer. A tripod is a must, because both
focus and focal length have to be changed between the two shots without moving the
camera. However, some image editing enthusiasts claim to routinely create this e↵ect
from a single image, using Adobe Photoshop, Photoshop Elements, or Lightroom, or
even Google snapseed.

8.3.10 Portrait Lighting

Today, in the age of digital photography, we have all become photographers, but there
still are professional photographers. Those who can a↵ord to, hire a professional to take
pictures in important events and to shoot portraits. Formal portraits are still done in
a studio, where an experienced photographer sets the proper lighting and uses a large
format camera to shoot sharp, focused, and properly lighted portraits. This section
discusses the basics of lighting for portraits.

Front fill light

Perhaps the simplest type of lighting for a portrait is front fill (Figure 8.35), where
the camera is positioned directly in front of the subject. The main consideration is to
avoid any shadows cast by the lights in the final picture. The common solution is to
point the source of light (a flash, a spot light, or a projector) away from the subject and
into a reflector, commonly known as an umbrella, that is held high above and behind
the camera. The light reflected from the umbrella is di↵used, so it casts a weak shadow
that is also very low, outside the field of view of the camera.

The light beam from the umbrella must be wide enough to wrap around the camera
and the photographer (unless the latter triggers the camera remotely). The eyes of the
subject should be given special attention. In the final picture, the eyes may look red, they
may reflect the shape of the umbrella, and they may even show the photographer himself
(a reflection in the subject’s eyes which becomes a hidden signature of the photographer).
The photographer decides whether the light from the umbrella should be the main source
of light or (if there are other sources of light) only a secondary, subtle fill light.

Three-Quarter View

The three-quarter is the most common type of portrait (Figures Intro.4 and 8.36).
It shows parts of the front and parts of the profile of the subject’s face. The light source
and umbrella should be at about 30� away from the line connecting the camera and the
subject. They should also be high, to cast very low, invisible shadows. In Figure 8.36
the main beam of light from the umbrella illuminates the right side of the face (the red
arrow in the figure). If the photographer feels that the left side of the face is too dark, a
mirror can be placed, to reflect some light on this side of the face (the green arrow) and
reduce the shadow cast by the nose. In the Western tradition of art, the three-quarter
view places the main light beam on the left side and thus directs the eye from left (bright
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Figure 8.34: Techniques of Professionals, 1 of 4.
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Figure 8.34: Techniques of Professionals, 2 of 4.
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Figure 8.34: Techniques of Professionals, 3 of 4.
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Figure 8.34: Techniques of Professionals, 4 of 4.
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Figure 8.35: Front Fill Portrait.

part) to right (darker part), which is the familiar direction of writing in many Western
languages. This convention is sometimes referred to as Rembrandt lighting. Notice that
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Figure 8.36: Three-Quarter Portrait.

Figure 8.36 is its mirror image.
Figure 8.36 also shows how the background can be made visible by adding two light

sources pointing at the back. If any shadows still persist, they can be reduced by placing
another light source in the back, pointing at the subject from behind.

Three Point Lighting

Three-point lighting employs a primary source of light in front of the subject and
one or two secondary sources behind. The secondary sources illuminate the back and
sides of the subject, and can create a soft e↵ect resembling a painting. This is especially
noticeable if the subject has long hairs covering the shoulders on one or both sides. Some
refer to this e↵ect as a 1940’s-style photography. Figure 8.37 illustrates two possible
lighting arrangements, and others are possible.

Pseudo Silhouette

Figure 8.38 shows two portraits, a pseudo silhouette (also called semi silhouette)
and a full silhouette. The former (on the left of the figure) presents a challenge to the
photographer because the entire studio should be kept dark while one or two (spot)
light sources should light only certain parts of the object. In the figure, these are the
right side of the face (which remains mostly invisible) and the hair. In contrast, a full
silhouette is relatively easy to produce. A single light source should be hidden behind
the subject, such that only the periphery of the profile should be lighted.

Profile Portrait
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Figure 8.37: Three Point Lighting.
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Figure 8.38: Silhouette Portraits.

It seems that a portrait taken in profile presents the most opportunities for creative
lighting and the fewest number of problems. This is illustrated by Figure 8.39 which
shows six examples. In parts (1) and (2) of the figure the subjects are standing in front
of uniform backgrounds, and are exposed to uniform lighting that seems to come from all
directions. We can call those examples formal portraits. In part (3) the light comes from
the back and in part (4) it comes from the front. In both those parts, the background
is either minimal or completely black, stressing the faces of the models. Part (5) of the
figure is close to a silhouette. The primary light is reflected from the background, but
there is a weak, secondary light that illuminates parts of the front. Part (6) was shot
outdoors, with sunlight coming from above.

Self Portrait (Selfie)

The Wikipedia definition of a selfie is “A self-portrait type image, typically taken
with a smartphone which may be held in the hand or supported by a selfie stick. Selfies
are often casual or made to appear casual. This term refers to self-portrait photos taken
with the camera held at arm’s length, as opposed to those taken by using a self-timer or
remote. The image of Robert Cornelius, Page 814, is believed to be the first ever selfie.
Buzz Aldrin took the first selfie from space in 1966.

Figure 1.34a is a self-portrait of Vincent van Gogh, painted with the help of a
mirror, which shows that the urge to see and show one’s portrait is as old as humanity
itself. Today there is no need for a mirror, and selfies are extremely popular. It is
estimated that in 2018, 93 million selfies on average were posted to social networking
sites per day and 10 selfies are posted to instagram every 10 seconds. Unfortunately,
accidents with selfies are not rare, as people try to take them in the most dangerous
places and situations.
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Figure 8.39: Profile Portraits.
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Most selfies are taken with a special selfie stick, and this trend has become so
prevalent that some crowded public places, such as museums, now have signs that declare
“No Selfie Stick.” In order to save money, some television reporters use a selfie stick
during an interview instead of bringing a cameraman.

Surprisingly, there are no examples of selfies here because this author has never
taken any (is he unique in this respect?).

In September 2019, Apple has introduced the iPhone 11 smartphone. The Pro
version of this phone has three cameras and a new feature called slofie (slow motion
selfie). This is a selfie shot at 120 fps that can later be played at a lower rate.

Mirror Portraits

A special mirror selfie (or mirror portrait) can also be taken with the help of a large
mirror, as illustrated by Figure 8.40. The subject can either carefully lie on the mirror
or sit next to it, such that the camera can catch both the subject and its reflection. The
result is more believable and interesting if some parts of the subject and the reflection
touch each other.

A digression

Here is a simple idea for those who like to shoot portraits but don’t have several
portable light sources. Use the (single) flash of an old camera, digital or film, as your
several sources of light. In addition to being a money saver, this technique also breathes
new life into an old, unused camera. The basic idea is simple and consists of the following
steps.

Position your subject and camera where you want them.

Choose and mark the locations C of your nonexistent light sources. Make sure you
can get to them in the dark.

Set your camera to its manual mode and choose a very long exposure time. If your
camera has the T setting for the shutter, use it. (This is the time setting, where the
camera keeps the shutter open until the shutter release is pressed again).

Turn o↵ the automatic focus and any image stabilization.

Focus the camera manually.

Explain to the subject that exposure would be long and it is important to stay
frozen.

When the subject is ready, darken the room and start the exposure.

Now grab your old camera (your source of lights), walk with it to each location C,
and trigger the flash.

When done, stop the exposure.
Light from the individual flashes will combine on the sensor and produce the correct

image. Because the room is dark, you will not be seen in the final image.
End of digression
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Figure 8.40: Mirror Selfie.

To take photographs means . . . putting one’s head, one’s eye and one’s heart on the
same axis.

—Henri Cartier-Bresson.
Here are some hints for successful portraiture.

The eyes of the subject must be sharp. This is important!

The background should be kept simple and should not be distracting.

The face of the subject should always be placed o↵ center.

The top of the subject’s head can be cropped without loss of image quality.

Cropping an image can be very useful in order to remove irrelevant, distracting
features, but never crop at body joints. Hands should be cropped between wrist and
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elbow or between elbow and shoulder, while feet should be cropped, if needed, between
waist and knees or between knees and ankles.

A Digression: Highlights. An unwanted feature that often appears in portraits
is shiny skin, illustrated in Figure 8.41. It may be possible to reduce or eliminate this
type of highlight by moving the studio lights away or to the side, but this may a↵ect
the entire lighting scheme of the portrait session. A better solution is to use a little
make-up, a small smear that di↵uses the light reflection from the skin. Two common
products for this are anti-shine goo and finishing powder, made by Max. Other cosmetics
manufacturers make similar products. A little goo, covered by the powder may change a
bright highlight (that may even cause overexposure) to a matte skin tone that looks much
better. This solution also works for outdoors portrait shooting, where bright sunlight
may result in annoying specular reflections from small skin areas. (End of digression.)

Courtesy of amin rk
Highlights, unsplash.com

Courtesy of nick arnot
Highlights, unsplash.com

Courtesy of kelly sikkema
Highlights, unsplash.com

Figure 8.41: Shiny Skin (Specular Reflections).
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8.4 Natural Lighting and Photography

It is possible to shoot by the light of the moon, of the stars, lightning, lava, fireflies, and
the light of fire, but the best images taken by such lights are silhouettes. Thus, when we
talk about shooting in natural light, we mean sunlight. However, sunlight varies much.
It varies during the day and it varies from day to day. The reality is that a photographer
can choose what and when to shoot pictures, but then he must be prepared to wait,
often for hours or even days, for the moment when the light is right. It is a fact of life
that in the minds of professional photographers, natural light is associated with waiting.
If you cannot wait, you will simply get the best that you can of the current lighting
conditions, but you may not get the best possible.

Sunlight can be direct or indirect. The former is sometimes called sunshine or
daylight, while the latter can be di↵used, reflected, ambient, soft, and cloudy light.

8.4.1 Shooting in Direct Sunlight

Shooting in direct sunlight is common, especially with beginners. This section discusses
the properties of direct lighting, lists the types of direct sunlight and their positive and
negative features, and includes many typical images.

Advantages of direct sunlight

Shadows are deep and can reveal depth.

Often, the best kind of images in direct sunlight are black and white.

Direct sunlight results in saturated colors.

It is easy to find the right exposure.

Disadvantages of direct sunlight

It is di�cult to find the right direction and angle of view without being overwhelmed
by the direct light.

The deep shadows can reveal depth, but they also hide image details.

Direct sunlight results in high contrast, and so limits what type of images can be
taken.

Direct sunlight also results in high dynamic range (Chapter 5), which may not be
what the photographer wants.

Because of the points above, many photographers choose direct sunlight only when
the sun is low on the horizon, and often use a polarizing filter. A typical mistake made
by beginners is to include a lot of empty sky in photos taken under direct sunlight.

Experience teaches us that there are several types of direct sunlight that o↵er dif-
ferent artistic possibilities. Direct sunlight can come from the front, side, back, above,
and can also be a spot. Each of these types is discussed here and is also illustrated in
Figures 8.42 and 8.43.

Advantages of front sunlight

It casts the smallest shadows.
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Figure 8.42: Types of Direct Sunlight.
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Figure 8.43: Types of Direct Sunlight.
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The colors are very saturated.

It may result in powerful images.

Disadvantages of front sunlight

Strong front light can hide surface texture, resulting in loss of image depth.

Front light may be too harsh for delicate subjects.

In general, front light leaves little room for composition, which is why it is considered
less interesting than other types of sunlight.

A polarizing filter has little e↵ect.

Inexperienced photographers tend to accidentally include their own shadow in the
picture.

Direct side light is much more interesting because it often separates the subject
from the background of the image. Best results are obtained when the sun is low on the
horizon.

Advantages of side sunlight

Both surface texture and image depth are more noticeable than in front sunlight.
Thus, choose a subject with interesting texture.

A polarizing filter can be of great help.

Disadvantages of side sunlight

If the sun is low, a side light disappears quickly. Be fast.

The photographer has to choose his location carefully, so that the light really comes
from the side.

The contrast between light and shadow is noticeable and may be too much for
delicate subjects.

It is di�cult to find an indoors location where sunlight comes from the side, which
is why such a shot may be rare and striking.

Back light is the case where the direct sunlight illuminates the backside of the
subject. The main advantage is the rim of light that is often visible along the edges of
the subject and that forcefully separates it from the background. However, backlight is
tricky, because the source of light, the sun, should not be included in the image. The
photographer should find an object that will fully (or at least partly) obscure the sun.
It is also helpful to have a dark background that will not attract the viewer’s attention
from the main subject.

Advantages of back sunlight

Thin objects often look transparent or translucent.

The front of the subject is uniformly illuminated.

Image details are visible, even in the shadows.

Disadvantages of back sunlight
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It is often di�cult to set the correct exposure. Manual mode is recommended.

In general, exposures should be long, which leads to small apertures and a deep
DOF.

Lens flares may be a problem because the shot is right into the sun.

⇧ Exercise 8.11: What if there is no object to block the sun in a direct back sunlight?

Direct overhead sunlight. A thorough check of thousands of photographs available
on the Internet shows that this type of direct lighting is not a favorite. A professional
photographer may simply advise you to avoid this lighting situation.

Advantages of overhead sunlight

Overhead sunlight is available for most of the day and for the hours that we consider
convenient (not for us waking up at 4 am).

Because of the strong light, shutter speeds are fast, allowing for small apertures and
a large DOF.

Another advantage of the strong light is that a tripod is not always needed.

Disadvantages of overhead sunlight

A strong light implies deep shadows in which details are lost.

Strong light and deep shadows cause a wide dynamic range, where surface texture
and image depth may be lost.

As a result of the above, images may lose any impact and may look ordinary.
Spot lighting is the last type of direct lighting that we consider. This is the case

where a narrow beam of light illuminates (part of) the subject. Often, the part illumi-
nated is simply the top of the scene (because higher parts are the first to catch the early
sun).

Advantages of spot sunlight

It creates a dramatic e↵ect because the eye is attracted to bright objects. This is
why spot light is highly e↵ective with subjects that have one important part.

Since the light is natural, the viewer knows that the light has moved and the image
is fleeting; the photographer had to wait patiently until the light beam hits the right
part of the subject.

Disadvantages of spot sunlight

Requires patience. A narrow light beam is often created by a hole in a layer of
clouds, and such a hole moves quickly.

Spot lighting is often associated with a very wide dynamic range. Exposure brack-
eting may be needed.

Automatic exposure is easily tricked. Manual mode is recommended.
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8.4.2 Shooting in Indirect Sunlight

Shooting in indirect sunlight requires practice. This section discusses the properties and
types of indirect lighting, and includes many typical images. The main feature of a
scene illuminated indirectly is that it may look completely di↵erent each time you visit
it, because parts of the indirect light are reflected from objects in the scene, and any
small change in the original light may cause unpredictable changes in these reflected
lights.

In general, indirect sunlight may be ideal for intimate pictures. Either portraits
shot in “quite” scenes or small, stationary landscapes. Typical examples of scenes that
benefit from indirect sunlight are macro photography, flowers, images shot through doors
and windows (you can also shoot the reflection from a window), intimate patios out of
direct light, and beach scenes under an overcast sky (but the photographer should mostly
avoid the sky in such pictures).

Advantages of indirect sunlight

A narrow dynamic range. This is important for images that should feature the
“soft” look.

The narrow dynamic range makes it easier to process the image in software.

The same dynamic range also implies softer shadows, where it may be possible to
notice image details.

Disadvantages of indirect sunlight

Both texture and image depth are less noticeable in indirect sunlight.

The color of indirect light is determined by light reflected from the environment, in
addition to the color of the original light.

It is di�cult to produce a dramatic-looking image with indirect light.
The main types of indirect light are overcast, open shade, and reflected. Each has its

own character and positive and negative features. With practice, each can be exploited to
produce beautiful images. (Another lighting type, mixed light, is also discussed below.)
Figures 8.44 through 8.47 show many examples of images shot in various indirect light
conditions. Following, we list the main features of each type.

Advantages of overcast indirect light

It is consistent throughout the day, making it easy on the tired, sleepless photogra-
pher.

It is easy to see image details in this type of light.

Shadows are minimal. This is a plus for macro photography or any pictures that
should show small details.

It provides uniform illumination, making it easy for the photographer to find the
best location to shoot from. No need to squeeze into a corner when you can get the
same illumination from any point around the subject.

Disadvantages of overcast indirect light
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The colors available under the clouds are not vivid, often resulting in uninteresting
images.

The weak light may require slow shutter speeds, so a tripod may be needed.

Those parts of the image showing the sky may be uniform white or gray, and so are
boring.

The term “open shade” means taking pictures of scenes that are in shadow, while
everything around is washed in direct sunlight. The scene would be illuminated by light
reflected from objects outside the image. The main problem for the photographer is to
find an interesting scene that is in shadow. Large shadows can be cast by a building,
a large tree, a canopy over a terrace, a canopy of trees in a forest, a steep hill in early
morning or late evening, a large bridge; just keep your eyes open.

For best results in open shade indirect light, try to avoid any direct sunlight in the
picture, make sure that the subject has enough indirect light for an exposure, and check
the white balance. If the colors are not right, select manual white balance and perform
the steps listed on Page 363.

Advantages of open shade indirect light

This type of lighting is commonly available and easy to find on sunny days.

It is predictable and it provides uniform illumination.

Disadvantages of open shade indirect light

Sudden clouds may obscure the sun and reduce the open shade light considerably.

A tripod may be needed because of the weak light.

Images taken in open shade may be detailed, but are rarely impressive or dramatic,
because the colors tend toward neutral.

The third type of indirect sunlight is reflected light. This is light reflected from
nearby objects onto the scene. The scene itself may therefore be strongly illuminated,
but not by direct sunlight. A typical example is an object located in the shadow of a wall
on a sunny day. The object is not in direct sunlight, but there is lots of sunlight around
it. Some of this light is scattered in the atmosphere and hits the object. Other light
hits the ground around the object (perhaps soil, concrete, or asphalt) and is reflected
onto the object. Thus, the illumination of the object is a mixture of lights from di↵erent
sources.

For best results in reflected light, try to avoid any direct sunlight in the picture,
make sure that the subject has enough reflected light for an exposure, and check the
white balance. If the colors do not come out right, select manual white balance and
perform the steps listed on Page 363.

Advantages of reflected indirect light

It is available on sunny days and for much of the day.

The color of reflected light is the color of the reflecting objects around the scene.

The light is uniform.
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Figure 8.44: Types of Indirect Light 1/4.
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Figure 8.45: Types of Indirect Light 2/4.
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Figure 8.46: Types of Indirect Light 3/4.
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Figure 8.47: Types of Indirect Light 4/4.
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Disadvantages of reflected indirect light

The objects reflecting the light must have strong, vivid colors in order to produce
a lively, non-boring image.

The color of the reflected light must fit the object that’s being photographed. Green
reflected light that illuminates a face may result in a portrait that suggests a witch.

The reflected light must be strong. Weak reflected light results in dark images.
A common but di↵erent lighting condition is mixed light. This is a mixture of

direct and indirect sunlight. Imagine a large rock that you are trying to shoot on a gray,
overcast day. Suddenly, the clouds part and a bright, narrow shaft of direct sunlight
breaks through and hits a lone plant that grows on the rock face. The result is a dramatic
image shot in mixed light. The direct, narrow beam of light in such images illuminates
only part of the subject, highlighting any details and surface textures that may have
remained hidden otherwise. Another example of mixed light is a large scene, half of it
in direct (but soft) sunlight and the other half illuminated by reflection.

On the downside, lucky moments of mixed light may be rare and fleeting. Also, not
every subject can benefit from mixed light. A bright beam of light may block interesting
details and shadows that happen to be close to the brightly illuminated area.

8.4.3 Sunrise and Sunset

The main feature of the short periods of sunrise and sunset is the varying of the light.
The colors of the sky and land are unusual, rare, and they change quickly. These short
time periods are not for the slow photographer. A photographer who managed to shoot
at sunrises and sunsets many times may have noticed that the lighting conditions may
vary nonlinearly during those short periods. During sunrise, the dawn announces the
beginning of twilight, the light intensity goes up, only to become blue for a new minutes
during the nautical twilight stage (see below). The light may then go down for a while,
then climb up again. Suddenly, light morning clouds may appear. If they are illuminated
by the sunlight from below, they may reduce the light intensity while also changing the
color to warm. When light is reflected from such clouds to the ground, the photographer
may notice the special warm, soft, and glowing twilight light that painters and poets
often praise and try to mimic in their works. (We believe that warm colors evoke positive
thoughts and emotions.) Once the clouds dissipate, the light intensity goes up until full
daylight is reached, ending the period of sunrise.

At sunset, the light curve may be similar but in reverse, except when shooting a
cityscape. In a city, street lights come on at a certain point in the evening, followed by
more and more city lights. These artificial lights make for a complex light curve that
requires the photographer to experiment before finding the best time to shoot.

Figures 8.48 and 8.49 are examples of images with blue light and rich, warm colors
taken during sunrise and sunset.

Advantages

Quick, significant changes in the color and nature of the light.

Colors are often intense, giving the photographer a chance to produce powerful
images.
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Figure 8.48: Sunrise and Sunset Images.
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Figure 8.49: Sunrise and Sunset Images.
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Light is weak, resulting in a narrow range of brightness. Exposures are often very
long. A tripod is needed.

The combination of brightness, colors, and quick changes o↵ers many opportunities
for unusual lighting.

The light reflected from low clouds creates low-contrast images. It also fills in any
shadows in the image, resulting in the “soft” look that is so sought after by photogra-
phers.

Sunrise and sunset are natural backgrounds for silhouettes.

Disadvantages

The times of sunrise and sunset may be short and are often inconvenient (especially
the former). This kind of photography may require the photographer to leave home a
day or more in advance, to drive and walk long distances, to camp in remote places, to
wake up before dawn, and to wait long periods for the right lighting. A cloud cover at
the wrong time may prevent any good results.

The lighting is unpredictable (except, perhaps, in sunny days). Even experienced
photographers cannot tell what the light will be a few minutes from now.

The light level is normally low, which requires unusual exposure settings (long
shutter speeds and large ISO). A tripod may have to be carried long distances in desert
heat or in snow.

When clouds are present, light reflected from them is normally warm and makes
for soft illumination, but there must be an opening in the clouds to allow the sunlight
through, an unpredictable event.

Not for slow photographers.

A significant chance of failure. Several days of hard work and miserable living may
not produce even a single photograph that can be considered excellent.

This type of photography is mostly for those willing to travel and spend much time
outdoors. Sunrise and sunset e↵ects may be simulated with image processing software,
but the real things are available only outside, in the open, and not everywhere. A valley
surrounded by hills very often lacks the special light of sunrise/sunset; wide, open areas
may be the ideal environment. A cityscape, shot from a hill outside the city, may also
be a good choice of location.

Several attempts to shoot during sunrise and sunset may teach the photographer
the following lessons:

Make sure you know the precise times of sunrise, sunset, and even the various
twilight stages (or zones, see below) on the day and at the place you are going to visit.

When arriving at the location, check your compass. It is important to know your
north from your east, and to know where the sun is going to rise from and set to. In
many cases, the times to shoot are 15–60 min before sunrise or after sunset.

While there is still daylight, walk around to familiarize yourself with the layout of
the location. Make sure you know the directions and locations of distant mountains,
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rivers, large structures, and other topographically-important objects. Ideally, you should
arrive the day before your planned shooting, study the place, take test shots in the early
evening, sleep well, and wake up next morning early and refreshed, fully prepared and
ready to take the best sunrise images ever.

Once you have the complete site information, plan your action, keeping in mind the
short duration of the periods that are of interest (i.e., sunrise and sunset). A detailed
plan increases the chance of success.

Once you start shooting, try to underexpose some pictures. This may sometimes
result in the richest colors.

In addition to a tripod, a graduated neutral density filter (GND) may be a useful
accessory. Such a filter extends the dynamic range of an image while blending the
brightness levels and maintaining local contrast.

⇧ Exercise 8.12: After practicing sunrise and sunset photography for several years, try
to answer the following question, which is better?

Yet the photos of Tranquillum house had filled her with strange, unexpected yearning.
They were golden-hued, all taken at sunset or sunrise, or else filtered to make it look
that way.

—Liane Moriarty, Nine Perfect Strangers, (2018).

Twilight Photography

Taking pictures at twilight, in either early morning or late evening, is special and
can produce soft, ethereal images, because twilight is special. The dictionary definition
of twilight is “the soft glowing light from the sky when the sun is below the horizon.”
Experience teaches us that in early morning and late evening, the sky is dark. We also
know that an airplane high in the sky can be seen in sunlight even after the sun has
set. Thus, it is easy to understand that twilight happens when the upper atmosphere
is still in sunlight and it reflects and scatters this light onto the (already dark) lower
atmosphere. It is this reflection and scattering that produces the soft, di↵used, glowing
light so typical of twilight.

Change, like sunshine, can be a friend or a foe, a blessing or a curse, a dawn or a dusk.
—William Arthur Ward

The length of twilight depends on the latitude. In equatorial regions, between
the tropics of capricorn and cancer (located approximately 23� 270 south and north of
the equator, respectively), the sun drops quickly below the horizon in the evening and
appears just as quickly in the morning; twilights in these geographic areas are short. As
we approach higher latitudes, the path of the sun in the sky is such that it approaches the
horizon in the evening moving obliquely, and thus takes longer to completely disappear
(and similarly completely reappear in the morning). Consequently, twilights in those
regions are much longer.

Photographers are artists and astronomers are scientists, yet a time comes in the
professional life of many a photographer when he discovers the possibilities of shooting
at twilight, and he then looks at how astronomers classify twilight into various stages,
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periods, or zones. Figure 8.50 illustrates the periods or zones of twilight—civil, nautical,
and astronomical—as defined by the angle between the horizon and the center of the
sun.
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Figure 8.50: Dusk and Twilight Zones.

Civil twilight. The figure shows that civil twilight is the time period when the sun
is less than six degrees below the horizon. In the morning, this zone starts when the
sun is six degrees below the horizon and ends at sunrise. In the evening, it begins at
sunset and lasts until the sun drops six degrees below the horizon. Dusk is defined as
the darker stage of evening twilight, while dawn is the first appearance of light in the sky
before sunrise. Thus, civil dusk is the moment when the geometrical center of the sun is
six degrees below the horizon in the evening, while civil dawn is the moment when the
sun’s center is six degrees below the horizon in the morning. There is su�cient sunlight
at civil twilight, that only the brightest celestial objects can be observed by the naked
eye. What is important for photographers is that civil twilight is the brightest form of
twilight. Flash and other artificial lights may not be required during that period.

Nautical twilight. This zone, clearly shown in Figure 8.50, is the period when the
geometrical center of the sun is between six and 12 degrees below the horizon. Nautical
dawn is the point in time when the sun is 12 degrees below the horizon during the
morning, while nautical dusk occurs when the sun arrives 12 degrees below the horizon
in the evening. Natural light during this zone of twilight is weak enough to be able to see
most stars with the naked eye, which explains the term “nautical.” In the past, sailors
needed to see the stars in order to navigate, and this zone of twilight was the first time
in the evening when they could see the stars. Photographers know that nautical twilight
is darker than civil twilight and artificial light is sometimes used to enhance the natural
light from the stars. (Night) photography is possible, but normally in silhouettes.

Astronomical twilight. This period of twilight, also obvious in Figure 8.50, is the
period when the center of the sun is between 12 and 18 degrees below the horizon.
Astronomical dawn is the instant when the center of the sun is at 18 degrees below the
horizon. Earlier than that, the sky is completely dark. Astronomical dusk is the point
in the evening when the center of the sun is at 18 degrees below the horizon. Later than
that, there is no light in the sky.

Advantages of silhouettes

Often creates a dramatic look that makes simple, familiar objects look special.
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Retains its details when the image is shrunk.

Results in simple shapes of even complex objects.

Disadvantages of silhouettes

Because of the special lighting required, shooting silhouettes is done outdoors.

Objects that have important features in their front and back sides lose those features
when shot in silhouettes and may become unfamiliar.

The photographer may have to wait a long time for the right light.

Magic hours

The terms dusk, dawn, and twilight are non-mathematical, imprecise, and open
to arguments and objections. The terms magic hours, blue hour, and golden hour
are even more so (Figure 8.51). Nevertheless, many professional (especially landscape)
photographers claim that these are the best times of day to take pictures outdoors,
because they o↵er soft, di↵used, and warm light.

The two daily golden hours start (1) roughly one hour after sunrise and (2) approx-
imately one hour before sunset. At these times, the sun is low in the sky, the color of the
sky changes from red and orange to yellow glow (associated with calm and happiness),
and the lighting is mild, directional, and with little contrast, resulting in soft shadows.
This kind of light is often considered ideal for landscape photography. (When the sun
is low in the sky, the light is directional, making it easy to produce back-lighting, side
lighting, or front lighting with just the sun and either a modified fill flash or a reflector.)

There are also two blue hours each day (actually, periods of only 20–40 minutes or
even shorter). The morning blue hour coincides with the initial part of the civil twilight,
taking place just before the golden hour. The evening blue hour coincides with the end
of the civil twilight, just following the golden hour. During a blue hour, the sun is partly
dipped below the horizon, and the sky features a deep blue hue with saturated colors and
color temperature in the cold range. The varying shades of the sky and the high color
saturation make this a perfect time for landscape photography. In a city, many windows
and street lights are still lit, which makes the blue hour an ideal time for architectural
photography.

Shooting Star Trails

Relativity theory teaches us that movement is relative. We cannot tell whether the
earth rotates about its axis or it is the crystal sphere with the stars embedded in it that
is spinning. Photographers, however, are concerned less with the precise astronomical
facts and more with the magic and mystery surrounding the trails left by the stars.
Shooting star trails produces the neat bright circular arcs that are illustrated so nicely
by Figure 8.52. This section explains how to obtain clean, clear images of star trails, it
provides hints on the best settings and on hidden problems, and it lists the equipment
needed for this type of photography.

In addition to the camera itself, a tripod, cable release (or a remote control), a
compass, and a flashlight are a must. Depending on the weather, warm clothing may
also be needed.
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Figure 8.51: Blue and Golden Hour Images.
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Figure 8.52: Star Trails.
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The location and time are important. Figure 8.52 shows that it is possible to get
artistic star trail images even when the sun is out; there is no need to wait for pitch black
darkness. Both the star trails in Yosemite and in the resort place were shot in early
morning. The circular trails indicate that north is to the left of the image, implying
that sunlight is coming from the right, which is east. It makes sense to choose a location
without light pollution and with an open sky, where many stars are visible.

An object or objects in the foreground is recommended as a strong compositional
element, anchoring the viewer’s eye and adding an organic look (whatever that means)
to the final image. An image of just star trails may seem strange, abstract, and unfa-
miliar without some recognizable objects in the foreground. The flashlight mentioned
earlier may serve two important purposes. In the dark, it may help the photographer
locate the menu items and controls on the camera. It may also be used to light the
foreground objects if the shooting takes place in darkness. Without the extra light from
the flashlight, those objects appear as silhouettes, which is also a popular compositional
technique. The leafless tree of Figure 8.52 is a good choice of foreground because it
doesn’t obscure the star trails behind it.

The basic steps in shooting star trails are obvious. Once the location is chosen, try
to arrive while there is still some daylight left, to help you set everything (and also look
through the viewfinder) before darkness falls. Make sure the camera is securely mounted
on the tripod which itself must be positioned such that it would stay stable for hours.
The shot should be composed (at least roughly) and the camera set to its manual mode.
The compass is needed (today, your smartphone is likely to have a compass) to identify
the direction of north, because the stars seem to rotate around the north star (polaris).
The camera should normally point somewhere close to the north star, although the star
itself may be left out of the frame.

The aperture should be fully opened, resulting in a very shallow DOF (a fast lens
is a good idea), and the camera should be focused manually. Focusing on the stars is
easy; they are at optical infinity, but the foreground should also be in focus, in spite of
the shallow DOF. One way to achieve this is to use a wide-angle or even a fisheye lens.
Another technique is to set the lens to its hyperfocal distance. The following is quoted
from Page 287:

The hyperfocal distance is the closest distance at which a lens can be
focused while keeping objects at infinity acceptably sharp. When the lens is
focused at this distance, all objects at distances from half of the hyperfocal
distance out to infinity will be acceptably sharp.
Next comes the test shots. Each shot should last only a few minutes, with a fully

open aperture and various shutter speeds and ISO values. The idea is to find the maxi-
mum ISO that does not produce much image noise. It also makes sense to experiment
with several values of Kelvin temperatures in the white balance setting. The normal
setting of auto white balance may end up with a sky that looks brown instead of black.
It is best to save the images in raw format, where the white balance can be set later
in software. Certain Kelvin values of white balance may in fact produce deep blue or
orange sky that may be attractive to some users.

Image noise is a problem when shooting at night, with an open aperture and slow
shutter speed. The simplest way to minimize this noise is to use a camera with a large
sensor, such as a DSLR. Such cameras use much power, and the question of power will
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now be discussed.
Once you start the test shots, you may notice the problem of a stable power source.

The final sequence of images may take hours to shoot and would fast drain the battery.
Replacing the battery during the shoot is a bad idea because this always moves the
camera from its original position and orientation. Thus, for long star trails, a di↵erent
power source is a must. Shooting star trails is normally done in a remote, empty, dark
location, on a moonless night, away from the light pollution of cities, so direct plug-in
to a wall socket may be impossible. A possible solution is to use an ac power adapter
fed by a small, portable generator. Another approach is to use a film camera. Many
analog cameras had a battery, but their batteries were little used and therefore lasted
hours even in continuous use.

Such a generator may help solve another, often unforeseen problem, namely fogging
of the lens. Dew fogging the glass is a common problem with night photography. It
happens because ambient air is warmer than the lens. The amount of humidity in the
air, rather than the low temperature, is the cause of dew. Lenses with plastic barrels
su↵er much less from fogging, but metal lenses are generally colder than the ambient
temperature, so they fog easily. An ideal solution is to use the generator mentioned
earlier to also power a small heating element that will be placed directly under the lens.

One of the most important, as well as most controversial, questions is the shutter
speed. The simplest choice is a single long shot, lasting perhaps several hours. Another
choice is a number of long exposures, each lasting perhaps 10–20 minutes, followed
by post processing where special software is used to combine (or stack) the individual
images. Yet another choice is a large number of short exposures, lasting perhaps a
few minutes each. Such sequences of shots can be controlled by an intervalometer, but
another option is a remote control that has a lock. When the camera is set to its burst
mode and the remote starts, it keeps the shutter open and the camera takes a sequence
of images until the remote is turned o↵. Each time the camera ends an exposure, it
immediately starts the next one, because it is set to the burst mode.

One argument that is raised and discussed often is the sensor heat buildup during
long exposure. There is no consensus about this e↵ect, as the next paragraph illustrates.

A digression. Does the sensor heat up during a long exposure? Here are several
opinions:

The source of sensor heat up is the live screen. When the screen is dark, there is
no heat buildup.

The sensor temperature registered by a camera is actually the temperature of the
processor, not the sensor, because the temperature sensor (a thermistor) is mounted on
the back of the processor.

The sensor warms up when its data is read at the end of the exposure. The actual
exposure does not a↵ect the temperature. The processor heats up when it processes
an image, but not during the exposure. Longer exposures imply longer times between
readouts and therefore less heating.

While a camera is being used, there is a temperature increase as a result of many
sources inside the camera. The temperature increase of the sensor itself contributes only
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a negligible amount of heat to this increase.

Its been my experience that removing the battery and replacing it with an external
ac adapter results in a lower internal temperature buildup. This is because batteries do
get hot during a long use.

The advantage of a large number of short exposures is that some may be deleted or
otherwise processed before the entire sequence is stacked in post processing. An airplane
flying over may result in a short, straight trail of green or red light. Such a trail can be
deleted simply by removing or processing those images in which it is included.

However, with some cameras, a series of long exposures may produce unexpected
results because of the use of Long Exposure Noise Reduction (LENR). The following is
quoted from Page 241:

When the LENR option is selected, the camera corrects for the amp noise
by shooting two image frames. The first frame is an image of the scene, perhaps
packed with amp noise, and the second frame is a dark image, taken as though
the lens cap is on, with the same setting as the first frame. This frame contains
just the amp noise, and the camera simply subtracts it from the first frame to
obtain the final, clean picture. This is referred to as dark frame subtraction.
The amp noise may di↵er from frame to frame because among other things it
depends on the temperature.

The final picture is virtually free of amp noise, but may still have image
noise generated by other causes. Also, LENR doubles the exposure time, which
may be annoying to some photographers. . . .

Thus, when LENR is selected while taking long exposures of star trails, each s sec
exposure is followed by s sec of non-exposure. The result is that a trail becomes a set
of dots or dashes (Morse code trails) instead of being continuous.

Most of the time, the photographer would like to end up with long trails and the
obvious way to do that is a single long exposure or a large sequence of short exposures.
However, some photographers who specialize in astronomical photographs have discov-
ered that lenses with a long focal length produce star trails that appear longer. The
following paragraph, copied from Subsection 1.14.1, explains why.

Figure 1.56 illustrates the di↵erence in perspective between shooting close
with a wide angle lens and then moving back and shooting with a telephoto.
The near object is about the same size in the two images, but the perspective
is very di↵erent. This e↵ect is similar to what we see in telescopic images.
(Telescoping brings all the objects in the scene closer, with distant objects
moved closer more than nearby objects).
The telescoping e↵ect brings the star trails closer, which is why they look bigger

in the photographic image. However, the trails lose some of their curvature in this case
and get closer to straight lines.

Post processing and stacking of the individual images can be done by the stacking
action of Photoshop or by special stacking software. In Photoshop, first add all your
images as layers to an empty image, and then use the “lighten” blend mode of Photoshop
to blend all the layers into a single image. The rule of the blend mode is to choose the
pixel in the top layer if it is lighter than the pixel in the layer below.
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Two popular software programs for stacking images are StarStaX for both the
Macintosh and Windows and Startrail.exe for Windows.

StarStaX, from markus-enzweiler.de, is a fast multi-platform image stacking and
blending software that can merge a sequence of photos into a single image using di↵erent
blending modes. It has advanced features such as interactive gap-filling (create star trails
with minimum gaps) and can also convert an image sequence to a time-lapse video. In
addition to lighten and gap-filling, it supports a number of blend modes such as darken,
add, subtract, multiply, and average.

Startrail.exe, from www.startrails.de, is freeware for Windows to create star trail
images and time-lapse movies.

End of Part one.
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Image Composition
Part Two

The second part of this chapter covers more principles and rules of image compo-
sition, and does this from the experience of other photographers and writers, not from
my own experience. Books and documentaries on composition by experienced photogra-
phers stress the following compositional elements that must be present in every photo:
(1) A clearly-defined subject and background. (2) A sense of balance. (3) A well-defined
point of view. (4) Simplicity. A student of image composition should therefore check
his images and try to identify those elements.

8.5 The Main Compositional Elements

Perhaps the first thing in trying to compose an image is to decide on the subject and
the background. Both should be clearly defined. There may be several subjects in the
foreground and several objects in the background, but the viewer should be able to easily
decide which is which, as is demonstrated by Figure 8.54. Image 1 of Figure 8.53 has
no well-defined subject. The subject could be the two cows in front, the two trees in
the background, or the group of animals in between, In contrast, the subject of image 5
is clearly the group of penguins and the seal next to them. The background is the
remaining penguins, the sea, and the ship. Image 2 is a rule breaker because it has
no central subject, and yet it is balanced and pleasant. We see three subjects, the
sailboat at the center, Alcatraz island on the right, and the golden gate bridge on the
left. The balance is obvious, but any critic may claim that there are too many subjects.
In addition to being fuzzy, image 3 is bad because we cannot tell which is the main
subject. Image 6 is symmetric, balanced, and shows clearly its subject. There can be no
doubt that the subject is the small pair of people at the center and not the large trees
in the foreground.

⇧ Exercise 8.13: What is wrong with image 4?

The subject is the dog and the rectangle is the tail. As we know, it is the dog that
wags the tail, not the other way around.
This means choose your subject first, and then choose your rectangle (i.e., the aspect
ratio of the photo).

—Myron Barnstone.

Balance is the next topic. Balance in an image is one of those concepts that are
di�cult or even impossible to define rigorously, but it is a central concept of image
composition. A well composed image has balance in the sense that it is not crowded
and its objects are not all concentrated in one corner. Thus, when composing a scene,
try to pay attention to its balance. If the scene is unbalanced, there may be ways to
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Figure 8.53: Good and Bad Subjects.
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Figure 8.54: A Balanced Image.
Courtesy of Dakee Sherpa

add balance to it. A small dark object in one part of an image may serve to balance a
large bright object in another part. Alternatively, a small object may balance a large
object if it (the small object) is familiar and we know that it is important, such as a
large passenger jet seen from a distance. Even empty space on one side of an image, if it
is small enough, can balance a large object located on the other side. If there is a single
subject in an image and not much background, the subject may even be placed at the
horizontal center of the image, where it balances the entire image. Balancing can also
be achieved across the vertical axis of the image. The moon or a large bird at the top
of an image may balance a tree at the bottom. Figure 8.54 illustrates how the big tree
on the left compensates for the small size of 1-year old Maya and adds balance to the
entire image.

⇧ Exercise 8.14: What other important compositional element do we see in Figure 8.54?

Balance can also be created or destroyed with tones. An image that is well lighted
on one side may be tone-balanced by making the opposite side dark. This is what
photographers mean when they talk about tonal balance. An example of tone-balanced
scene is Part 9 of Figure 8.56. On the right we see a person sitting in the dark shadow
of a tree, while on the left. there are people swimming and splashing in a pool under
the bright sun. Another example is an image taken from the back of the last carriage
of a train (Part 6 of Figure 8.56). The inside of the carriage is dark, but what is seen
through the opening (mostly the tracks) is very bright. See also Figure 5.1. Some scenes
may become more balanced if both their sides are well lighted (or if both sides are dark).
A scene is said to have rhythmical tone balance if it has stripes of light and dark that
add drama to the entire image. This is illustrated in Parts 10 and 11 of Figure 8.56.
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It is easy to analyze the six images of Figure 8.55 for balance. Images 1 and 6 are
balanced but are also very busy. They illustrate complex scenes, where the main subject
is the entire scene and the viewer realizes that they are not supposed to concentrate on
any individual detail. Images 2 and 5 are perfectly balanced, both horizontally and
vertically (although some may claim that image 2 has too many subjects). The former
is balanced by the three big rocks and the latter is balanced by the two large figures.
On the other hand, images 3 and 4 are not balanced. The right-hand side of image 4 is
empty. Such negative space can often serve to balance an image, but this space seems
too big for balancing the flower.

Point of view is a critical compositional decision. This book mentions in several
places (check the index for “point of view”) that the height of the camera above ground
make much di↵erence. The same scene looks di↵erent when shot from ground level, from
waist level, eye level, or from a balcony, looking down. Fortunately, today’s cameras can
easily be operated remotely from various locations and orientations. Articulating screens
(Figure 2.5), remote shutter release, and WiFi connection to a smartphone (Subsec-
tion 2.20.4) are all very handy when the camera must be placed in an awkward position
and controlled remotely. In considering a certain scene, the experienced photographer
starts circling it, tries to look at it from di↵erent heights, takes several shots, and then
decides on the best point of view, the point from which the scene looks at its best, where
it has the strongest impact, and where no distracting objects are visible.

A related concept is simplicity. An image should be cleaned and cropped of any
irrelevant objects that may distract the viewer and draw his attention away from the
main subject. This can be achieved either by getting closer to the scene, by selecting
the perfect point of view, where only relevant details are visible, or by post-processing
on a computer. We can think of simplicity as a process of subtraction or elimination,
where in each step, the main subject becomes more noticeable.

Big, round, pale blue eyes, long lashes, Cupid’s bow lips, long strawberry-red hair.
She was simplicity perfected.

—Taylor Jenkins Reid, The Seven Husbands of Evelyn Hugo, 2018.

Some experts recommend to shoot in black-and-white (i.e., grayscale) while you
practice image composition. By removing color from the equation we strip composition
down to its most essential components. This reduces the range of tones and forms and
presents fewer choices to the novice photographer. On the other hand, reducing a color
scene to grayscale can be done in di↵erent ways as explained in Section 1.5, which adds
an extra dimension to image composition and presents the user with more choices. Most
cameras have a special B&W mode, but this shouldn’t be used to practice composition.
Instead, the student of composition should shoot in color, and then use image editing
software to convert each image to grayscale in di↵erent ways. This makes it possible,
even easy, to judge which B&W image is the best.

8.5.1 More on Image Balance

Balance is a crucial part of image composition and this short section adds details, rules,
and examples to the earlier, short discussion of balance.

Repetition. It gives an image a rhythm, a pulse, which brings it alive, as shown
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Figure 8.55: Balanced and Unbalanced Images.
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in Parts 7 and 13 of Figure 8.56. Pros know that repetition may also be created by
repeating a color, not just by repeating an object or a pattern.

The rule of three. The integer 3 is the smallest number that signifies repetition,
which is why it is used much in jokes (a lion, a cat, and a worm go into a bar), in
literature (three-part sentences, such as “A, B, and C,” make a strong impression on
the reader), as well as in photography. Photographic images with three main subjects
are considered strong and are easy to compose. See Parts 8 and 14 of Figure 8.56.

The Rule of Odds states that having an odd number of objects in a group contributes
to the balance and visual harmony of the entire image. The odd number used is often
3, which is why the rule of odds is a special case of the rule of three. Groups of five or
more objects create a feeling of density, but a large number of objects can sometimes
be arranged by the photographer in groups of three, for increased harmony. In contrast,
groups of two or four, or any even number of objects suggest unease and create a sense
of competition.

Perspective. An image is said to have perspective when is shows both far-away and
nearby objects, or when the main subject is long, starts near the camera and ends in the
distance. Section 1.14.1 and especially Figure 1.56 explain the di↵erence in perspective
between shooting close with a wide angle lens and then moving back and shooting the
same scene with a telephoto. The near clothesline in the figure is about the same size
in the two images, but the perspective is very di↵erent. This e↵ect is similar to what
we see in telescopic images. (Telescoping brings all the objects in the scene closer, with
distant objects moved closer more than nearby objects). Parts 1 and 2 of Figure 8.56
also illustrate how focal length a↵ects perspective.

Which perspective is better, wide-angle or telephoto, depends on the scene. A wide
angle exaggerates nearby details and may result in distortions and in lines that merge
into vanishing points, while telephoto includes more objects in the scene and reduces
the di↵erence between nearby and distant.

Adobe Photoshop has a lens-correction menu item that, among other features, can
often correct vertical and horizontal perspectives. The price to pay for this capability is
loss of image parts. Certain extreme parts may have to be cropped from the corrected
image in order to bring it back to a rectangle.

Symmetry. Symmetry creates a feeling of cleanliness and organization, as is illus-
trated so well in Parts 4 and 12 of Figure 8.56. It also helps in balancing an image. The
symmetry of an image doesn’t have to be perfect and can also be vertical or horizontal.
Standing in front of a symmetric scene, try to pan the camera left or right just a little
and you’ll notice how the resulting image creates a feeling of unease. However, when
you continue to pan, you get to a point where the image again makes sense. This is
when the object that used to be at the center of symmetry is now on one of the lines
defined by the rule of thirds.

In front of. Imagine a street photographer, walking around, looking for photo
opportunities. Suddenly he sees a particularly interesting and unusual person. The
photographer grabs his camera and shoots a quick picture. When this is examined later
on his computer, he discovers to his disappointment that a utility pole is “growing” out
of the subject’s head. The subject was standing perhaps 50 yards in front of this pole,
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which is why the photographer didn’t notice this. Part 3 of Figure 8.56 is an example
of this annoying disruption.

In portrait photography, cropping an image in order to improve its composition is
common. However, it is better to crop between body joints than at joints. Thus, hands
should be cropped between wrist and elbow or between elbow and shoulder, while feet
should be cropped, if needed, between waist and knees or between knees and ankles. On
the other hand, if needed, it is fine to crop the top of a face, so some of the hair (or
bald pate) is missing. For special purposes, when the photographer wants to tell a story
about, say, the hands of a person (Part 5 of Figure 8.56), it may be better to crop the
head completely and show the rest of the body. Also, keep in mind that you need to fill
the frame, but getting very close to a face results in exaggerated perspective. Thus, for
facial shots, use a slightly long focal length lens. This would allow you to step back, fill
the frame with the face, and reduce the e↵ects of perspective.

Color contrast. The last picture of Figure 8.56, courtesy of Kelsey Curtis (un-
splash.com), is a nice example of how color contrast results in a well-balanced image.

Visual tension. What if there are two main subjects? Some photographers rec-
ommend to use the rule of thirds and place the subjects, if possible, at two diagonally-
opposite power points. This placement is supposed to create visual tension in the image.
It causes the viewer’s eye to move back and forth between the subjects and in this way
cover most of the image area. It is possible to move the subjects closer to the diagonally
opposite corners of the picture, but not too close as this would eliminate some of the
spaces around the subjects and in this way diminish their importance and disappoint
the viewer (who may ask himself what is there on that side of the subject that is so close
to the edge of the frame that I cannot see it?).

However, an extensive Internet search suggests that few amateur photographers
know or obey this rule. Figures 8.57 and 8.58 illustrate several examples, and it is obvious
that most break the visual tension rule to some extent. A few may be “improved” by
cropping, yet many viewers may find those pictures attractive. Well, photography in
general and image composition in particular are not rigorous. They are subjective and
flexible.

8.5.2 Simplification and Negative Space

Simplification is the process of reducing the graphical elements of a composition to the
minimum that is necessary for the story of the picture. The scene should be reduced to
its essentials which means (1) everything in the picture should serve to tell its story and
(2) none of the remaining components should be distracting. It is natural for us to add
unimportant, irrelevant items to a composition. Also, it is often impossible to remove
objects from the scene. This is why a photographer should reconsider the angle, point
of view, distance between the camera and the scene, which is time consuming and, for
moving subjects, practically impossible.

In wedding photography, for example, many people may try to get into every photo
the photographer takes, thereby defeating the need for simplification. In landscape
photography there may be a utility pole in front of an attractive scene. In architectural
photography there may be a narrow street preventing the photographer from moving
back far enough to see the entire building that’s being photographed.
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Figure 8.56: Basics of Image Balance, 1 of 4.
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Figure 8.56: Basics of Image Balance, 2 of 4.
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Figure 8.56: Basics of Image Balance, 3 of 4.
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Figure 8.56: Basics of Image Balance, 4 of 4. Color Contrast.
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Figure 8.57: Two-Subject Images.
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Courtesy of Volodymyr Burdiak, available under
the Creative Commons CC BY-SA 4.0 license

Figure 8.58: A Two-Subject Image.
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Simplification is an important part of minimalism, which is why the terms (1)
negative space, (2) simplification, and (3) minimalism overlap to some extent. As an
example, imagine a portrait of a modern painter with one of his paintings as background.
Being modern, the painting may have only little texture, color, and pattern. It is not
completely uniform, and yet it serves as negative space, to highlight the portrait in front
of it, explain it, and bring it to life.

Negative space is an unintuitive, unusual term. The word “negative” does not mean
that this space is bad in any way. Negative space is that part of an image that balances
the subject. It is what provides room for the main subjects; a room for themselves,
a room to breathe. Thus, negative space is a positive concept. The negative space in
an image does not have to be empty. It can have a little texture, pattern, and color.
Page 967 talks about minimalist photography and it is true that a picture with a subject
and without much background is minimal. Thus, there is a relation between negative
space and minimalism.

When a painter starts a new painting, the canvas is all negative space. A studio
photographer can similarly control his negative space. He can start from a blank back-
ground and then add objects to end up with the negative space that he wants. Once this
space is ready, the photographer can bring in the subject and place it carefully in front
of this background. However, a photographer in the field may find it di�cult to control
his negative space. He may end up selecting scenes consisting of an empty background,
such as snow, and a single subject—such as an animal, an isolated house, or a fence that
stretches to the horizon—in front.

8.5.3 Vignetting as a Compositional Tool

Vignetting is an important compositional tool. An otherwise good image can be im-
proved by a vignette, and a bad image can sometimes be saved just by adding a vignette.
Experienced photographers know that a well-placed vignette can draw the attention of
the viewer to where they want it, and they use vignetting on a regular basis. Software
developers have also discovered the importance of vignetting and have implemented
vignetting tools in all the important image editing programs.

Vignetting works and can greatly improve an image for the same reason that a
shallow DOF can do wonders with an otherwise too-cluttered image. The reason is that
our eyes and brain cannot gain complete, simultaneous focus over an entire image. We
know that at any point in time, our eyes focus on a very small area. Anything outside
that area is blurred, and the eye/brain system must move back and forth over an image
in order to fully perceive all its details. After adding a vignette to an image, the viewer’s
brain assigns to these darker areas less importance and it concentrates on the central,
brighter parts of the image.

Photoshop has a vignetting tool in its lens correction filter. Adobe Darkroom
software has a similar tool that can also reduce or even eliminate an existing vignette.
Adobe Lightroom image editing software has an intelligent post-crop vignetting tool.
Among other features, this tool gives the user control over the individual sizes of the
four parts of a vignette. If, for example, the sun is located at the upper-right corner of
the image, then the quarter-vignette at this corner can be reduced by the user.

The vignettes of figure 8.59 have intentionally been exaggerated because of the
small size of the images. The original images are on the left, and it obvious that the



8 Image Composition 1063

corresponding images on the right column are more interesting because the vignette has
emphasized the central subject.

The general rule to determine whether a vignette can improve an image is to ask
is there a distracting object around the edges of the image? Are there any bright,
attractive regions around the edges of the image? Any large, empty areas around the
main subject? If any answer is yes, then a vignette may be in order.

It’s all in the eye

I am talking about that important twinkle in the eye. The term twinkle—or some of
its synonyms such as sparkle, shine, glimmer, and shimmer—refer to a friendly or happy
expression in one’s eyes. Physically, a twinkle is simply light reflected from the eye of
a subject; artistically, a twinkle is what gives a portrait life; what makes the image of
a person appear animated, aware, and breathing (Figure 8.60 [1, 3, 4]). Painters, both
classical and modern, have discovered the importance of this “catch light” in the eyes,
and they often go to great lengths to paint detailed reflections in the eyes of the subject
being painted (Figure 8.60 [6]). Many classic sculptures look dead because their eyes
are spherically uniform and blank, without any details (Figure 8.60 [5]). Even nature,
in the form of natural selection working blindly, sometimes produces patterns similar to
real eyes (Figure 8.60 [2]).

Thus, it is essential to have catch light in portraits, and it is easy to do so. In most
cases, the model has to be moved or turned slightly in order to bring that lively twinkle
into their eyes. In other cases, an existing light should be moved or a flash added to the
setup. Once a portrait has been shot and is examined, try to zoom in on it and check
the reflections in the eyes. Ideally, you should see clear, detailed reflections of the light
sources such as the sun, a window, or a mirror.

Metaphors

The Wikipedia definition of metaphor is “A metaphor is a figure of speech that,
for rhetorical e↵ect, directly refers to one thing by mentioning another. It may provide
clarity or identify hidden similarities between two ideas. Metaphors are often compared
with other types of figurative language, such as antithesis, hyperbole, metonymy and
simile.”

Here are a few examples:

My brother is the black sheep of the family. This is a metaphor as long as the
brother is neither a sheep nor black.

The lake is calm like a mirror. As long as there is no mirror on the lake.

He is a night owl.

You are my sunshine.
Certain photographers, perhaps not many, like to use metaphors as a composi-

tional tool, but others argue that photography should be literal and an image should be
something, but should not try to say something. It’s all a matter of opinion.
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Courtesy of wade austin ellis
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Figure 8.59: Vignetting as a Compositional Tool.
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Figure 8.60: Catch Light in Eyes.
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Courtesy of dave francis
unsplash.com

Courtesy of oren yomtov
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Figure 8.61: Metaphors.

Figure 8.61 shows two examples of images with a metaphorical meaning, “a night
owl” and “eating like a pig.”

8.6 The Direction of the Light

The direction of the light is an important topic, because photography is about light.
When shooting indoors, the photographer has complete control over the lighting as
discussed in Subsection 8.3.10. When shooting outdoors, the direction of the light is
unusual, interesting, and useful when the sun is low. The next few paragraphs show
what can be done with a low sun. Section 8.4.3 is about sunrise and sunset photography
but here we mention the relation between a low sun and long shadows. The long shadows
created by a low sun, both in early morning and late afternoon, can be a source of
beautiful, interesting compositions. The following situations are especially useful:

1. Both the sun and the subject are behind the camera and the long shadows are
in front (Part 2 of Figure 8.62). The subject is not part of the image, which creates a
question in the mind of the viewer. The viewer tries to figure out the actual shape of
the subject from its shadow.

2. Both the sun and the subject are on one side (Part 4 of the figure). The sun
is outside the image, and the subject may or may not be included in the image. The
viewer sees the subject and the eye is drawn by the long shadows to the other side of
the image, where there should be something or someone to balance the image.

3. The sun and the subject are in front of the camera (Parts 1 and 3 of the
figure). There must be something, such as a structure or a tree branch, to block the
sun, completely or partially. The long shadows proceed from the subject, which is often
seen as a silhouette, all the way to the camera and even beyond it, which may require
a large DOF. The reader should review the material on hyperfocal distance (Page 289
and Figure 2.55) to make sure everything in the image is in focus.

4. The camera looks at the scene from above (Part 5). The sun is invisible and the
subject may be located anywhere in the scene, with the long shadows spreading in any
direction.
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These situations are di↵erent and provide for many variations, which makes low sun
photography a rich source for successful compositions. This approach to photography
is highly recommended, especially for lazy photographers who would rather sleep full
nights and work, like bank clerks, only during the day (just joking).

A hint. If you are outside, looking for a composition and not finding anything
interesting. Don’t give up. Turn around, look in all directions, and then move away,
change your location, and again turn around and look carefully. Chances are you will
end up locating a shootable scene.

This image is instagramable.
—Seen on the Internet.

Texture. The direction of the available light can also a↵ect the texture of surfaces
in the scene. Figure 8.32 already illustrates how details of texture are highlighted when
the light comes from a certain direction. Thus, texture can be an important part of a
scene and may add to the overall composition even if there is a main subject in addition
to the texture. Parts 4 and 5 of Figure 8.63 show how the direction of the light reveals
otherwise hidden texture, and how the pineapple serves as a main subject.

Shadows and negative space. Parts 2 and 3 of Figure 8.63 illustrate how shadows and
negative space are a↵ected by the direction of light. As the sun moves during the day, the
shadows and texture inside the cave move, change their color and illumination, and may
slowly darken and disappear, only for other surfaces to appear out of deep shadows. Such
a scene may be an ideal subject for a time-lapse sequence. The enthusiastic photographer
should be warned, however. When trying to stress texture and shadows due to the
direction of light, there is no need to use the capabilities of modern cameras to bring
dark details to life. A picture full of bright details may be great, but it is not the ideal
way to illustrate the e↵ect of directional light on texture and shadows.

Figure 8.8 shows how light can be the subject of a picture. Past painters, notably
Titian, Caravaggio, and the impressionists, tried to focus their paintings on the manipu-
lation, rendering, and natural beauty of light itself. There are always objects illuminated
by light, but to those artists, the light itself, as well as its changing e↵ects on objects,
came first and was the dominant part of a painting. See Parts 1 and 6 of Figure 8.63.

Ideas are to literature what light is to painting.
—Paul Bourget.

In order to take such a photo, to find a scene where light itself is the subject, pho-
tographers suggest the following: Follow the light. Walk around looking for interesting
light, not for an interesting object. Light should be the reason to take a photo, not just
an illuminator.
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Figure 8.62: Low Sun Images.
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Figure 8.63: E↵ects of Light Direction.
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8.7 Fill The Frame

Fill the frame with your subject. Simple! By filling up the frame with the main subject,
the final image uses the maximum number of pixels and therefore the best resolution
(Figure 8.64). After all, you spent so much money on your camera, with its large sensor,
why not use all its pixels to record what is important to you. This principle is true not
just for portrait photography but for landscape, macro, or any kind of photography.

Many photographers, beginners and experts alike, either don’t know or don’t pay
attention to this important rule. Their subject may be small, occupying a small part of
the frame. This is often because the photographer is too lazy to get closer to the subject
or is afraid to miss part of the subject. Don’t be like that. Fill your frame!

Figure 8.64: Fill The Frame with the Subject.

8.8 The Rule of Thirds (R.O.T.)

The rule of thirds is an old, familiar principle of image composition and is always men-
tioned in books, classes, and videos about composition. It was first proposed in 1797 by
John Thomas Smith, an English painter, engraver, and antiquarian. Smith believed that
pleasant balances of dark and light in a painting or image are often found along lines,
breaks, or sections of thirds. He therefore claimed that using those lines in a grid-like
system would help the artist create a better image overall (Figure 8.65). Proponents of
this technique claim that aligning a subject with these points, instead of at the center of
the image, creates more tension, energy, and interest in the composition, but this rule
also has its detractors.

Those who believe in R.O.T. make the following claims: (1) R.O.T. is pleasing to
the eye. (2) Painters and photographers use it all the time and it originated with ancient
Greek artists. (3) It draws the viewer’s eye around the image. (4) It moves the main
subject out of the center of the image. (5) It produces a well-balanced picture. (6)
R.O.T. is a natural rule for beginners to quickly produce nice compositions. (7) The eye
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Figure 8.65: John Thomas Smith and the Rule of Thirds.

is naturally drawn to the four intersection points of the R.O.T. (8) When an image looks
bad compositionally, it can sometimes be cropped so as to bring the subject close to one
of the R.O.T. intersection points. (9) The R.O.T. intersection points create tension.

Even those who believe in R.O.T., teach it, and use it, admit that it is only a rule
of thumb and can be ignored at the user’s discretion. Those who would like to see its
demise make the following claims:

R.O.T. may result in an unbalanced picture. Part 1 of Figure 8.66 obeys R.O.T.
but is seriously unbalanced, resulting in much negative space. Part 2 of the same figure
breaks R.O.T., but is balanced and looks better.

There are only four intersection points in the R.O.T., so images with large groups
of objects cannot fit in the R.O.T. frame (Parts 3 and 4 of Figure 8.66). Such images
may benefit from a more complex grid or should completely ignore the idea of a grid
and connect the individual figures with a curve.

R.O.T. does not work well with square images. Placing strategic points of the
subject on the intersection points of the lines of thirds does not produce a pleasing
result.

Claim 3 above is that R.O.T. draws the viewer’s eye around the image, but part 5
of Figure 8.66 proves that certain figures benefit from a subject in the form of a curve,
especially an S curve.

Claim 4 above is that R.O.T. moves the main subject out of the center of the image.
This is true, but better compositions may be obtained if we can have a symmetric
background. One subject at the center, surrounded by symmetric objects, as in part 6
of Figure 8.66, can result in a dramatic image.

R.O.T. is a natural rule for beginners to quickly produce nice compositions. This
may be true, but once a beginner learns about R.O.T. he may concentrate on it while
neglecting to learn and practice the many other rules and principles of composition.

Those who write about image composition describe the rules of composition and
then often say “rules are meant to be broken,” and demonstrate how and when to break
rules. My opinion is that rules perhaps are not always meant to be broken, but can
sometimes be questioned, challenged, and even ignored. Now that the rule of thirds has
been presented, discussed, and illustrated, we propose how to modify and even ignore
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Figure 8.66: Objections to the Rule of Thirds.
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it sometimes. One way to modify this rule is to place the main subject of an image at
the center. I believe that this makes sense in cases such as a symmetric scene or lines
converging at the center. Also when the main subject is large and is roughly triangular
in shape.

We have been taught that the sun should be behind the photographer, but Fig-
ure 8.67 shows that sometimes, placing the subject in front of the sun (or the sun
behind the subject) results in an attractive image. I hope that the examples in the
figure will convince the reader to consider, when examining a scene, whether placing the
main subject at the center may be the right choice. This kind of decision is artistic.
It cannot be taught by an expert, but can be criticized by the photographer and the
viewer.

I love using the rule of thirds in my photography. I also hate it.
—James Popsys.

8.9 Locating Good Scenes

Finding good scenes to shoot. This never-ending question is discussed in detail in Sub-
section 8.3.6. Here I would like to stress the main “secrets” of finding a location or a
scene. (1) The main secret is simply to keep your eyes open. You have to learn to see
like a photographer, always keeping in mind the eternal question is this scene worth
shooting, and if so, from what point of view? An important skill for a photographer is
to listen to your impulse. Many times it happens that you look around and see nothing
interesting to shoot, and then something inside you tells you to raise the camera and
look to your left. At such a point, it is important that you listen to your impulse, to
your inner voice, and do what it tells you. Once you look through the viewfinder, you
become another person and you may be able to find an interesting scene to compose
and shoot. (2) Work the shot. This is a phrase that means take many pictures while
moving around, looking for the perfect point of view. Remember, your next shot may be
your best shot, ever! Today, in the age of digital photography, the cost of film has been
eliminated, which is why anyone can shoot hundreds of pictures of the same scene (just
keep an extra battery handy) in the hope that perhaps a few, perhaps only one, would
be the perfect shot that every photographer dreams of. A beginner may feel bad about
having to delete 99% of his shots on the same day he took them, but a professional is
happy if out of hundreds of photographs of the same scene only a handful come out
good.

Years of experience help in finding the best point of view, but even the best photog-
rapher has to work the shot in order to find that elusive, perfect image. The conclusion
is obvious. If you are shooting only one image or from only one direction, or with just
one setup, chances are you have missed an important shot and you did it either from
ignorance, from laziness, or from arrogance, neither of which is good.

Working the shot is a little like writing. A writer stops from time to time, reads
what he just wrote, considers the e↵ect of the text, and then starts editing, cutting,
tweaking, and changing, until he is satisfied. Here are some ideas on how to work the
shot.
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Figure 8.67: Subject at the Center.
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I Spent All Morning Taking Out a Comma and All Afternoon Putting It Back.
—Apocryphal.

Get into the habit of shooting pairs of pictures, one horizontal and the other vertical.

Before taking the shot, while composing, think in terms of wide, medium, and close-
up scenes. The width of the scene a↵ects the story being told by your photo, and after
all, good composition (and good art in general) is about telling a story. Wide shots
provide more context. Medium shots are ideal for introducing your subject. Close-up
shots should be used to highlight the details of the scene.

While looking at the scene through your viewfinder, hold the camera at di↵erent
heights and move in di↵erent directions and di↵erent distances. The scene would look
di↵erent all the time, so you’ll have the chance to find the perfect point of view.

Try di↵erent lenses and various zooms. They certainly A↵ect the way your camera
sees and records the scene. However, pros caution against an extensive use of zoom while
you practice image composition, because working the shot is all about moving around,
but a good zoom lens saves you a lot of moving and in this way may eventually make
you lazy.

Sometimes there may be too much empty space in an otherwise great composition.
Consider adding text to fill up this space.

Shooting the same scene from the same point of view but at di↵erent times of day,
especially sunrise and twilight, can also result in that elusive, perfect photograph.

Once you have taken a photo, relax for a while, step back, and compare the image
on the screen to the real scene you now observe. This may help you decide whether you
should change your point of view.

Seeing. We see, and we shoot what we see, but often the final image in the camera
is di↵erent from the scene that we saw and liked. This is because of the big di↵erence
between our eyes and the camera. The camera records the view in front of it. It does
not look left and right to catch some of the view outside the scene, nor does it try to
interpret what it sees. Our eyes, on the other hand, move constantly and see and record
the view in the periphery of our field of view. We have peripheral vision. Our eyes are
also connected to our brain, which constantly tries to interpret the scene that we see;
it is subjective. This becomes obvious when we consider the many optical illusions that
have ba✏ed many. The lines, curves, and colors of the left part of Figure 1.9 suggest
to our brain a circle, but a camera shooting this image has no idea of the world and it
simply records what it sees; it is objective. An optical illusion is the result of a conflict
between our brain’s expectation of the scene, and the reality of the world. The brain
gets confused and ends up making a wrong interpretation.

Psychologists distinguish between looking and seeing. When we look at a familiar
scene in our house, we don’t recognize its new details, We only observe a general scene,
identical to what we are used to see every day. It is only when we are missing an item
and we start examining our house slowly and methodically, that we are seeing.
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In order to end up with great images, a photographer has to see, not just to look. He
has to meticulously examine the entire scene observed through the viewfinder in order
to make sure that everything he wants included is actually included and anything that
doesn’t belong is not included in what he observes. It is common to shoot a picture,
to examine it on the small camera screen, and to be satisfied, only to find out, when
examining the image on the large computer screen, that there are various objects—such
as tree branches, parts of walls, and various pipes on a roof—that do not belong in the
image and have to be erased with image editing software.

You do not see the world as it is. You see it as you are.
—Anäıs Nin.

Another reason for the di↵erence between a real scene and a photo of it, is the
restricted dynamic range of current cameras. The concept of dynamic range is defined
and discussed in Section 5.1. The point is that, faced with a scene of high dynamic range
(HDR), a camera can expose correctly only certain levels of brightness. It either displays
correctly the bright parts (highlights) of the scene or its dark parts. Figure 4.22 is an
example of this limited behavior. Thus, an experienced photographer should know how
the dynamic range of a given scene would come out in the image. The photographer has
a choice of exposing correctly for highlights, for midtones, or for dark tones. There is
also the choice of shooting a bracketed sequence of images (Figure 8.68) and combining
them with HDR software.

8.10 Building Blocks of Good Scenes

What constitutes a good scene? How can we identify one? This section concentrates on
graphical elements that may be the key to identifying an interesting scene.

Lines and curves. They naturally lead the eye of the viewer toward the main subject.
They can be natural, manmade, or simply shadows. When you see a scene that you like
and intend to shoot, stop and ask yourself are there any lines or curves in this scene that
may lead the eye to where I want? Alternatively, you may look around and whenever
you see a group of lines or curves, try to find a scene they naturally lead to. It is only
if you find such a scene that you can examine it to decide whether it is good enough to
be included in your portfolio. Notice that the lines or curves don’t have to be parallel
and they may lead to di↵erent parts of the scene. Ladders, fences, stairs, utility poles,
handrails, cracks in a piece of wood, a trench, and a meandering brook, all may be
sources of groups of lines and curves. Some lines may be implied. Imagine a row of nails
driven along a beam. Only the heads of the nails are visible, but they imply a line. All
these may serve as the basis of successful pictures as illustrated by Figure 8.69.

Geometric shapes. The dictionary definition of shape is: A shape is the form of
an object or its external boundary, outline, or external surface, as opposed to other
properties such as color, texture, or material type. We are familiar with many geometric
shapes such as triangles, circles, and rectangles. Shapes are important in image compo-
sition because when shapes repeat, a pattern is created and a pattern is an important
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Figure 8.68: Three Exposures.
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compositional element because it creates a sense calm (or, if broken, a sense of unease).
In photography, as in the visual arts in general, a shape is an enclosed area, bounded
by lines, curves, textures, colors, or by other shapes.

In an image, shapes draw the eye from object to object because of the way they
connect. An image without well-defined shapes looks busy or just plain awkward. The
best shapes in an image are triangles and diamonds. Rectangles and circles are too sym-
metric and may result in boring composition. It is possible to create real or imaginary
triangles in an image in various ways as listed here.

If the main subject is a triangle or a diamond-shaped, it immediately draws the
viewer’s attention.

Three objects (each may be a tight group of objects) may create the sense of a
triangle, even though there may not be any lines connecting them. It is best if the
inside of the imaginary triangle remains empty or almost so.

A single diagonal line, such as a fence or a road, may partition an image into two
triangular parts and may serve to emphasize the di↵erences between the parts. One part
may be houses, while the other part may be empty fields.

A deep understanding of shapes and forms is one of the keys to a strong image
composition. Finding a scene with pleasing shapes can result in a dramatic image.
Selecting the right shapes and placing them in the scene in the best locations can have
the e↵ect of objects jumping o↵ the photo toward the viewer. Before taking a picture,
examine the objects in the scene and for each object ask yourself about its shape and
attributes. Does it have a geometric shape? An organic shape. A positive shape? Does
it have a texture? Is it smooth or rough? Do you like its color(s)?

The geometric shapes are familiar. In photography, these shapes are mostly artificial
(manmade), they have straight, well-defined edges and flat facets. They are encountered
in architectural-, product-, and landscape photography.

Organic shapes are natural, curved, imperfect, and tend to be complex. Think of
a single leaf, a small rock, or a miniature pond. They are very di↵erent from manmade
objects and are much more complex.

A positive shape is the shape made by an object, while a negative space is the space
created by the absence of an object.

Color. Most photos are in color, so when we study image composition, we have to
take color into account. It is like adding another layer to the terms, rules, and concepts
that have been mentioned earlier. A color image still needs a subject and a background.
It still has to be balanced and simplified, but now there is the color. What attributes of
color contribute to good composition? What color should we prefer in our images and
how do these colors depend on the scene, time of day, illumination, and subject?

It turns out that the important considerations when shooting in color are: (1) To
avoid colors that clash, (2) To employ color contrast as much as possible (Figure 8.56),
and (3) To consider the feelings raised by certain colors. Naturally, things such as
correct white balance and correct exposure have to be verified before taking a shot, but
the photographer should also examine the colors of the scene to make sure that they
match.

Many psychologists, artists, and designers agree that certain colors create or en-
hance in us emotions that can be positive or negative. The table on Page 87 suggests
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Figure 8.69: Graphical Building Blocks, 1 of 4.
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Figure 8.69 Graphical Building Blocks, 2 of 4.
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Figure 8.69 Graphical Building Blocks, 3 of 4.
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Figure 8.69 Graphical Building Blocks, 4 of 4.
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some of these emotions. Naturally, the table itself may raise in some readers the emo-
tions of objection, disbelieve, and even disgust, but it is nevertheless generally considered
true.

Similarly, the question of matching colors and color combinations that are pleasing
to the eye is important and should be mentioned and examined. People, even scientists,
artists, and color experts, cannot agree on this question. It is a matter of esthetics, per-
sonal preference, and artistic taste. The matching colors listed in the table on Page 1001
are subjective. Anyone may object to them for any reason.

The following sentence is from the Preface to this book: Today, photography is more
popular than ever because the digital camera has replaced the agony of the darkroom
with the ecstasy of the computer and photoshop. This means that certain image com-
position techniques can be performed by software in post processing, after the shot has
been taken. Here, we only discuss cropping, but image editing software o↵ers operations
such as intelligent erasing, cloning, brightness and contrast control, and vignetting.

Cropping an image means to cut out some of it and leave the rest. All image
editing applications have a cropping tool. Normally, the part that’s left is a rectangle or
an ellipse. Cropping is done in order to improve the story-telling part of the composition.
By cropping an image, objects that are irrelevant to the story are removed, while relevant
objects become more dominant.

Here is (an incomplete) list of the objectives of cropping. (1) To remove distracting
elements of an image. (2) To fill the frame with the main subject. (3) To change the
aspect ratio of an image while removing parts of it. If the camera doesn’t support square
images, an image can be cropped to a square while losing some parts. (4) To fill the
frame with the main subject. Figure 8.70 shows a few examples of cropping. Part (b) of
the figure has shed some unimportant details of the original, part (a), but has retained
its aspect ratio. In part (c), only the subject and its immediate background were left.

The following points should be considered before any cropping is done. Aggressive
cropping may result in a flat image. An image with colorful, high-contrast, distracting
objects near an edge should be cropped. A crooked, non-horizontal horizon line may
benefit from cropping that eliminates the horizon.

Some photographers recommend to avoid cropping as much as possible, because
showing the true subjects of an image is often more important than cropping, rotating,
and otherwise transforming the image to make it look perfect. This is especially true
for street photography, where pictures are often snapped quickly.

The term snipping is sometimes used when only one side (or two opposing sides) of
an image are cut in order to change the aspect ratio.

⇧ Exercise 8.15: Explain why the two images of Figure Ans.20 could benefit from crop-
ping. How would you crop them?

An idea. Here is an idea, proposed on YouTube by James Popsys, that might
help in choosing a successful composition. Instead of searching and evaluating complete
scenes, look at individual objects around you, one by one, and find the one that is the
dominant, most interesting, or most attractive. Once found, use this object as your
main subject. Then, build your composition around this object. Walk around it, move
closer and away, try to look at the scene from various points where this object is seen in
its “full glory,” and finally choose the best location and orientation for your next shot.
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(a)

(b)

Figure 8.70: Cropping, 1 of 2.
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(c)

Figure 8.70: Cropping, 2 of 2.
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If this approach to composition works for you, it may be the key to many great shots
and a successful career as a photographer.

Pixel Peeping

In the days of analog photography, some photographers used to examine their images
with a loupe (a magnifying glass), in order to find and retouch every minute imperfection.
Today, in the era of digital photography, their heirs do the same, but without the need for
a loupe. They zoom on an image, checking every detail and examining individual pixels.
Such photographers are referred to as pixel peepers, a derogatory term with negative
connotations. Formally, pixel peeping is defined as the process of viewing an image at
its actual size or greater in order to examine pixels in minute detail, usually with the
intent of finding defects. Those who object to pixel peeping consider its practitioners
soulless, cold, and emotionless; people who are interested in the sharpness and technical
quality of their images, rather than in their meaning and personal quality.

Not everyone objects to pixel peeping. Proponents say that this process is important
when shooting high-resolution images that are going to be printed at large sizes as
posters or billboards. It is also essential when checking an image for softness, chromatic
aberration, or other optical artifacts. In general, though, scrutinizing an image at more
than 100% magnification is meaningless, because the viewer may not even know what
he is looking at (Figure 8.71); they can’t see the forest for the trees. Consider also the
fact that today, most images are shared and end up being displayed in small formats
and on small screens, where minor flaws become invisible and the viewer is concerned
with the overall impact of the image.

(Magnification is the ratio subject size/image size. Thus, 100% magnification
means an image of the same size as the subject. A tree at 100% magnification means an
image as large as the tree. Thus, when viewing a large subject at 100% magnification, we
normally see on the screen only a small part of it. On the other hand, 100x magnification
means an image that is 100 times bigger than the original subject.)

Figure 8.71: Unrecognizable Image Part.

Clearly, the value of an image is in the story it tells and in its subject and com-
position, not in how technically perfect it is. We know that many historically- and
artistically-important images were taken with primitive cameras and are not perfect
even after being digitized and edited.
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This short piece on pixel peeping is placed at this particular location, following the
discussion of image composition and cropping, for a reason. After years of examining
pictures on the Internet and reading comments by pros, I came to the conclusion that
many pixel peepers use peeping in an attempt to improve poorly composed images. You
take a picture, examine it, realize that its composition is bad, and then start looking for
ways to improve it. You zoom on the image, checking individual pixels, and decide that
it can be improved by aggressive cropping. Cropping is often a good way to improve
the composition of an image, but heavy cropping, suggested by pixel peeping, usually
results in an image that exhibits a problem, even in small sizes.

Another reason for pixel peeping is psychologic. After several years of shooting
pictures and devoting his emotion, soul, and personality to this art, a photographer starts
feeling confident in his scene selection, composition, and general technique. At this point,
some photographers start paying attention to image quality and they gradually slip into
the trap of acquiring equipment (GAS) and examining individual pixels (peeping).

Finally, imagine a beginner, trying to get into photography and become a pro.
Such a person may try to examine his images at 100% magnification and may get very
disappointed and discouraged when he realizes that each picture has regions where it is
not sharp. Relax! Based again on my experience as well as on examining many images on
the Internet, I can safely claim that at 100% magnification, the vast majority of images
are not perfectly sharp. This is the normal situation and it is due to imperfections in the
lens, the image sensor, the monitor or paper on which the image is viewed, and on the
nature of the physical world around us. Natural phenomena—such as air shimmering in
the heat, fog, haze, soft shadows, and dust flying around—reduce the sharpness of our
images and there is little we can do about them.

For the sake of completeness, I mention the term chimping, which means examining
every image in the camera as soon as it is taken.

Pixel peeper is someone who opens up images in full and looks for every pixel detail.
—Anonymous.

8.11 Snapseed

The tools and techniques employed by Adobe Photoshop have become so popular and
influential that many photographers refer to image editing as photoshopping or simply
shopping, as the following quote illustrates.

Photos nowadays are so shopped that there’s no essence in photography anymore.
—Anonymous.

In the era of analog photography, great photographers were not just artists, but also
wizards in the darkroom. They knew how to use chemicals to process, alter, and refine a
negative and transform it into an attractive image. Techniques for post-processing digital
images have vastly improved since the beginning of the digital photography revolution,
and today there is a huge array of image editing software, ranging from basic, free
apps for smartphones up to very expensive, very capable, and very well-known software
programs from the likes of Adobe, Microsoft, and others.
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The granddad of all post processing software is Adobe Photoshop, but
here I chose to describe the newer, simpler, and less-known app snapseed.
This app is currently available freely for the iPhone and iPad, as well as
for Android devices. It was originally developed by Nik software, which
was later acquired by Google. It first appeared in June 2011 as an iPad
app and quickly won the title iPad App of the Year 2011 by Apple. A
snapseed implementation for the iPhone was released in August 2011, and
in February 2012 Nik software announced a snapseed version for Microsoft Windows.

After acquiring Nik, Google quickly implemented snapseed for Android in December
2012, and then discontinued the desktop versions. Version 2 of snapseed, a major revision
of the software, became available in April 2015 for IOS and Android. New tools and
features were introduced in this version, as well as a newly designed user interface.

Snapseed is both powerful and easy to learn. Judging by the vast number of training
videos on youtube (check especially users Focus Photo School, AF EDIT, and NavEd-
its), it is fast becoming popular and presents serious competition to Photoshop. We
start with the snapseed workflow, continue with a description of all of snapseed’s power-
ful tools and filters, and conclude with the image editing examples of Figure 8.76. The
discussion is limited to snapseed on the iPhone, because this is the only platform that I
have.

After launching the software, the user selects and opens the image to be processed.
Processing is done in steps, where a tool is selected in each step and its various options
are adjusted and varied for optimum image quality. At the end of an editing step, the
changes introduced by the tool in the step are either discarded (by tapping the X at the
bottom-left of the screen) or committed (by tapping the checkmark on the bottom-right).
Committing a step does not save the image file. Instead, the step remains available to
the user for later processing or discarding. The editing steps become part of an edit
stack, which can later be saved with the image. During editing, the user may often
check the image before, during, and after each step. When editing is complete, the
image can be saved in three ways: (1) The changes are saved with the original image
for potential future editing. (2) A copy is saved with the editing changes, for possible
future editing. (3) A copy is saved with the changes being permanent.

Snapseed o↵ers a large menu of editing tools, both standard and specialized. The
main rule of using a tool is to select an option by sliding the user’s finger vertically and
then choose a value for that option by swiping the finger horizontally. As an example,
the main tool “Tune image” of snapseed has the following options: Brightness, Contrast,
Saturation, Ambience, Highlights, Shadows, and Warmth. Each can vary certain aspects
of the image simply by selecting it and swiping the finger left or right.

Snapseed is made for IOS and Android devices, which have touchscreens. This is
why the user’s finger serves as the main pointing device and it plays the role the mouse
does on large, desktop computers. A major power of snapseed is the use of brushes.
Often, the changes introduced by an editing tool should be confined to just parts of the
image, and those parts can be selected by the user by sliding his finger on the screen,
much as painting with a brush. A simple example is an image with lots of sky, some
ground, and several objects. By varying the temperature and tint (options included in
the “White balance” tool), the sky color may be changed to a nice blue, but the colors of
the rest of the image are also changed in the same way. In order to confine the changes
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to the sky, the user should commit the editing step, open the edit stack, choose the
step, select the brush, and then use his finger to brush the sky. This applies the changes
performed by this step to just the sky.

It is sometimes useful to choose a tool, then select part of the image by brushing
over it, and finally apply the editing options provided by the tool. Those options would
apply to just that part of the image selected earlier by the brush. This technique is
illustrated in reference [snapseed.retouch 20].

Following is a list of all the tools and filters of snapseed as of version 2.19.5 (late
2019). We start with the main tool “Tune image” and follow with the remaining tools
in alphabetic order.

Tune Image. This important tool makes it easy to adjust and vary the color and
exposure of the image. It presents the user with (1) a magic wand to automatically
adjust the tonality of the image, and (2) a list of seven options to manually vary and
adjust image attributes. The options are:

Brightness. Darkens or lightens the entire image.
Contrast. Adds depth to the image by varying the overall di↵erence between lights

and darks.
Saturation. Varies the color vibrancy.
Ambiance. Adjusts the balance of light in the image by varying the Brightness,

Saturation, and Contrast settings. Sliding the finger tip to the left reduces brightness
by adjusting for less light, lower color saturation, and more contrast. Sliding to the right
increases brightness by selecting the reverse adjustments.

Highlights. Darkens or lightens only the bright (illuminated) regions in the image.
Shadows. Darkens or lightens only the dark regions in the image.
Warmth. Adds a warm color (orange, red) or a cool color cast (blue, purple, green)

to the image (see Figure 1.8).

Black & White. This useful filter has the six presets neutral, contrast, bright, dark,
film, and darken sky. Once a preset is selected, the user can further adjust brightness,
contrast, and grain. The Color Filter option (see Section 1.5 and Figure 1.21) creates
the e↵ect of a colored glass filter (five colors to choose from) over the lens.

Brush. This is a tool for advanced editing that turns the user’s fingertips into a
brush, similar to the brushes of Photoshop. The size of the brush cannot be adjusted
explicitly, but is controlled by zooming the image in (small brush) or out (large brush).
Tapping on the eye icon displays the brush strokes in orange. There are four brush
e↵ects as follows.

Dodge & Burn. In photography, the term dodge refers to brightening select regions
of the image. Similarly, burn means to darken image areas. This tool provides several
intensities varying from +10 (dodge) to �10 (burn), with 0 serving to erase mistakes.

Exposure. The brush varies the exposure (amount of light) in the image regions
that are brushed over by the fingertip. Intensities vary from +1.0 (increase exposure)
to �1.0 (decrease it), with 0 to erase mistakes.

Temperature. The brush adjusts color temperatures in image regions by painting
cool or warm color tones. Brush intensities vary from +10 (warm colors, adds yellow
tint) to �10 (cool colors, adds blue tint) with 0 used to erase mistakes.
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Saturation. This useful option adjusts the vibrancy of color in the areas brushed by
the finger. Intensities vary from +10 (high saturation) to �10 (complete desaturation),
with 0 to erase mistakes.

Crop. Page 1083 explains why cropping an image is an important image composition
tool, often used to remove distractions or irrelevant areas from the edges of an image.
The snapseed crop tool makes it easy to recompose an image by trimming the edges to
change its size, shape, and dimensions. This tool o↵ers eight useful presets for various
aspect ratios. The most important ones are 4:3 for standard PowerPoint slides, 16:9 for
widescreen PowerPoint slides, and 4:5 for Instagram posts.

Curves. The “Curves” tool of snapseed is especially powerful and it deserves a
detailed description. This tool is available in many image editing programs and should
be familiar to anyone who edits images. It is used to vary the tones of the image
pixels between shadows, medium tones, and highlights. By adding anchor points to
the original, straight curve and varying its shape, any image pixel with tone A can be
changed to another tone B. The snapseed version of this tool is powerful because it can
vary the tones of each of the RGB colors independently. The user may, for example,
tap the blue button, which displays a new curve. By varying the shape of this curve,
the user can change any pixel whose blue component is C to another blue component D,
without a↵ecting the red or green pixel components.

Figure 8.72 (original image courtesy of ramakant sharda, unsplash.com) shows how
by moving the curve up and down, the blue components of pixels change color from
deep blue to yellow (the color complementary to blue, see Figure 1.14c). Similarly, the
green components of pixels can be changed to anything between deep green and its
complementary color, magenta, and the red components can be varied from deep red to
cyan.

Details. This is a simple, important tool that is used to enhance image details and
make the main subject pop. There are two options as follows:

Structure. This emphasizes the texture of objects without a↵ecting their edges. It
increases the amount of detail in the image and is therefore important for image areas
with much detail, such as gravel, small windows, tree branches, and still life.

Sharpening. This helps the user control the amount of sharpness in the image.
Subsection 1.22.1 explain how an image can be sharpened and warns the reader (see
Figure 1.80) about the e↵ects of excessive sharpening.

Double exposure. In the old days of analog photography, the term double exposure
meant exposing the same film frame twice (or more times) to create a superimposed
image on the frame. Today, with digital photography, this term means to combine two
or more images into one.

In March, 2017, snapseed went into version 2.17 where, among other improvements,
it received a Double Exposure, Face Pose, and Expand tools. The Double Exposure
tool combines two images, base and top, into a single image by blending them together,
similar to the blending modes of Adobe Photoshop. The user starts by choosing a base
image, then selecting a top image and scaling, shifting, and orienting it to fit over the
base image as needed. A blending mode is then selected to combine the two images,
and a brush is commonly used to eliminate unwanted parts of the top image. The new,
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Figure 8.72: Varying Colors with the Curves Tool.
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combined image now becomes the new base, and another image may be chosen as the
new top image, to be combined with the new base. Such combinations of images may
result in a work of art, a magical picture, or a meaningless jumble of colors, depending
on the skill and imagination of the user.

Two important features, opacity and modes, turn Double Exposure into a powerful
tool.

Opacity. The user can vary the opacity of the top image and decide how much of
the base image should remain visible under it.

Modes. The current (2020) version of snapseed supports the six modes default,
lighten, darken, add, subtract, and overlay. In order to fully describe and understand
them, we assume that each image pixel is represented as a triplet (r, g, b) of component
numbers in the closed interval [0, 1], where 0 is black and 1 is white.

Default. The default blend mode selects the pixels of the top image. The base
image is visible only in regions where the top image is transparent (has no pixels).

Lighten. The Double Exposure tool compares corresponding pixels in the base and
top images and selects the brighter colors. If the corresponding pixels are (r1, g1, b1) and
(r2, g2, b2), then the tool generates pixel [max(r1, r2),max(g1, g2),max(b1, b2)].

Darken. This is similar to lighten, where the tool selects the darker pixel compo-
nents. The new pixel is generated by a rule similar to the above, with min instead of
max.

Add. Add corresponding pixels in the base and top images. If a result (such as
g1 +g2) exceeds the maximum value 1, truncate it to 1 (brightest). This generates pixels
that are lighter than the originals.

Subtract. Subtract each top image pixel from the corresponding base image pixel.
If a result (such as b1 � b2) is negative, set it to zero (black).

Overlay. This interesting mode emphasizes the contrast between the base and top
images. The parts of the top image where the base image is light produce lighter pixels,
while the parts of the top image where the base image is dark result in darker pixels.
Overlay is a combination of the two Photoshop modes Multiply and Screen, so we start
with these two.

The Multiply blend mode multiplies the RGB components of corresponding pixels
from the top and base images. Because the values of pixels’ components are in the
interval [0, 1], multiplying them results in smaller, i.e., darker, values. The resulting
pixel is the triplet [r1 ·r2, g1 ·g2, b1 ·b2]. Notice that this is symmetric with respect to
the two original images.

The Screen mode is an Add minus a Multiply. Thus, if a and b are pixels, the
Screen mode generates the pixel a + b � ab. The sum a + b is greater than either a or
b, while the product ab is smaller. Therefore, the pixel generated by the screen mode is
greater (i.e., brighter or lighter) than either of the original pixels a and b. The Screen
mode can also be written as 1� (1� a)(1� b).

The Overlay blend mode combines the Multiply and Screen modes in a simple way,
depending on the value of the base pixel a.

Overlay(a, b) =
⇢

2ab, if a < 0.5;
1� 2(1� a)(1� b), otherwise.
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See reference [blend modes 20] for many other possible blending modes.

Drama. This little-used filter is supposed to add dramatic style to the image with
one tap of the finger. It o↵ers six dramatic presets and two adjustment options, Filter
Strength and Saturation. For example, selecting preset “Dark 2” achieves its dramatic
e↵ect by setting the options to Filter Strength +90 and Saturation �40.

Expand. Section 2.8 discusses image noise and its relation to ISO. Here, we ignore
the e↵ect of ISO and try to understand the natural noise which is found in any image.
A typical digital image consists of millions of pixels, each a small dot in the image. It
is therefore easy to imagine that changing one pixel in an image is often impossible to
detect. Even changing hundreds of pixels may be di�cult to detect. This fact is at the
root of the term image noise.

The expand tool exploits image noise in order to extend the dimensions of the image.
The idea is that the Expand software can copy an edge of the image, say, the leftmost
100 columns of pixels, and in this way extend the image to the left. This may sometimes
introduce funny e↵ects such as broken limbs or noticeable repeated patterns, but may
often be useful, especially if the user constructs a frame over the extended parts of the
image.

Frames. This filter is usually the last step in editing an image. It adds a finishing
touch in the form of borders around the image. There currently are 23 frame styles and
the width of each can be controlled by swiping the user’s finger horizontally along the
image. A second tap on a frame style varies the style.

Glamour Glow. This little-known filter adds a soft, glamorous glow to the image.
Currently, there are five preset glow e↵ects, each defined by three options as follows:

Glow. Increases the degree of softening.
Saturation. Varies the amount of color vibrancy in the image.
Warmth. Varies the colors between warm and cool.
As an example, choosing preset 1, sets the options to glow +27, saturation �29,

and warmth 0.

Grainy Film. This is another little-understood filter that creates the e↵ect of color
film with a realistic grain pattern. There currently are 16 presets, controlled by two
options, Grain and Style Strength. Tap to select the Style you want. As an example,
preset A02 sets the options to Grain +25 and Style Strength +80.

Grunge. The term grunge means grime or dirt. The grunge filter tries to simulate
the e↵ects of dirt and grime on an image; to give it a grungy look. It has five presets,
a Shu✏e icon to randomly add a grunge texture, and five options. Tapping again and
again on a preset changes its texture at random. The five options are Style, Brightness,
Contrast, Saturation, and Texture Strength.

HDR Scape. This filter tries to automatically apply the look of high dynamic
range (HDR) to the image, but its e↵ects seem unpredictable. There are four presets
Nature, People, Fine, and Strong. The options are Filter Strength (varies the e↵ect of
the chosen style); Brightness (applied to the entire image); and Saturation (adjusts the
color vibrancy).
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Head Pose. An interesting tool that requires an image with a face. It can adjust
the pupil size, the smile (up or down), and the focal length of the head (enlarges the
facial feature area).

Healing. A very useful tool, perhaps inherited from Photoshop, that can erase
scratches, blemishes, and other image imperfections. All that the user has to do is swipe
over a bad area. Sometimes several swipes are needed. The only controls are undo and
redo.

Lens Blur. This is a nice filter that can add blur to certain image regions. Blurring
is a familiar compositional tool that is used to draw attention from background objects
and toward an important object. The user specifies a linear or elliptical area where focus
is preserved. Everything around this area is blurred, although a brush can later be used
to remove the blur from any region. There are 11 preset styles together with options for
Blur Strength, Transition and Vignette Strength.

Noir. An unusual filter that generates black and white images that one might
describe as moody or cinematic. The wash e↵ects of such an image may remind the
viewer of an old film negative that was dodged and burned in a darkroom. Parts 4–6 of
Figure 1.21 illustrate how the Noir filter works (See also Page 105).

Perspective. Figure 1.71 illustrates the problem of loss of perspective in architec-
tural photos. The Perspective tool of snapseed helps the user to adjust such perspective
distortions with only standard gestures. There is also an automatic setting that often
works well. Correcting vertical perspective results in empty areas on the edges of the
image, and this tool has a special Fill Mode that tries to fill such areas and eliminate the
need for cropping. The Perspective tool has the options Tilt, Rotate, Scale, and Free.

Portrait. This is a filter that helps the user to adjust skin tone on faces. It refuses
to work on images where no face can be detected. The filter o↵ers nine Presets and three
options. Once a Preset is selected, the options can be used to adjust the Face Spotlight,
Skin Smoothing, and Eye Clarity.

Face Spotlight emphasizes faces by brightening them up and darkening the sur-
roundings areas.

The Skin Smoothing option smooths the texture of skins. The user should make
sure that the natural appearance of the skin is not damaged by too much smoothing.

Eye Clarity is an option that brightens the whites of the eyes and enhances the
irises. It works best on large eyes.

Retrolux is a little-used and little understood filter that can embellish images by
adding light leaks, scratches, film styles, and various backgrounds. It has 13 presets for
style and six options. Once a preset has been selected, the Shu✏e icon can randomly ap-
ply a Style. The options are Brightness, Saturation, Contrast, Style Strength, Scratches,
and Light Leaks. They are self explanatory.

Rotate is a simple and useful tool to flip an image or rotate it 90� clockwise.

Selective. This tool makes it possible to place a dot anywhere in the image, vary
its field of influence as needed, and then apply operations such as brightness, contrast,
and saturation only to the image parts within that field. Thus, placing a dot anywhere
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in the sky part of an image, the user can select all or part of the sky as its field of
influence, and select nothing else. Part 7 of Figure 8.76 illustrates two examples. In one
of them, the sea is selected, while in the other it is the white dress of the little girl. Both
selections are shown in red. Editing operations would then apply only to the selected
part. If the sky is large, the field of influence of a point may apply to just part of the
sky, but any editing done at that part can be copied and pasted at another part of the
sky, thereby changing the field of influence around another point.

Text. This tool includes text in the image. The size, location, and orientation of the
text can be controlled. The Style (sticker, badge, or line art), color, transparency, and
font can also be selected. There is also an Invert option. Normally, the Opacity slider
a↵ects the transparency of the text, but tapping the Invert icon changes the text color
to black and the Opacity slider then a↵ects the transparency of the image by mixing it
with the original color of the text (this is best understood by trying it).

Tonal Contrast. This is another little-understood filter with five options and no
presets. The first three options vary the contrasts of the high, mid, and low tones of the
image. The next option, Protect Shadows, preserves the details in the low tones areas
when contrast in those tones is increased. The last option, Protect Highlights, is similar.
It preserves the details in the highlight areas when contrast in those tones is increased.
Often, the e↵ects of these options is noticeable only on the large screen of a tablet.

Vignette. Page 254 and Subsection 8.5.3 discuss the e↵ect known as vignette, its
causes and its value as a compositional tool. When this tool is launched, a dot appears
at the center of the screen. The user can move the dot around and it becomes the center
of the vignette. Two options can vary the brightness inside and outside the vignette.

Vintage. This little-used filter is designed to make digital images look like old color
film photos. It has 12 presets, five options, and an icon to turn blurring on and o↵. Once
a preset is selected, the options can vary the Brightness, Saturation, Style Strength, and
Vignette Strength.

White Balance. White balance, Section 2.12, is the process of calibrating the camera
for the type of light that exists during a shot, so that the resulting colors are accurate.
This calibrating is needed because the image sensor is color blind. The tool has two icons
and two options. The Auto Adjust icon varies the colors of the image automatically and
seems to do a good job in most cases. The Neutral Color icon places a dot on the screen,
inviting the user to move it to an image point that should be pure white. Once done,
the tool varies the color of this point to white and applies this variation to the rest of
the image. The two options are Temperature and Tint. They provide additional control
over the colors.

Snapseed can also edit images in raw format. This is especially useful in cases where
the white balance is wrong. The “White balance” tool works di↵erently when the image
is in raw, and makes it easy to achieve the correct look.

As mentioned earlier, each edit step is placed in an edit stack, and it is important
to realize that the order of the steps in the stack is significant. If a decorative frame is
added to the image and then parts of the image are blurred, the blur e↵ect may extend
to the frame. Also, the workflow is non-destructive. It is always possible to go back to a
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previous edit step and change its operations, but this may a↵ect later steps in the edit
stack.

As a first example of the power of snapseed, we describe
a complex, magical method of combining two images without
the use of a masking brush. This method, clearly illustrated
by reference [snapseed.no.masking 20], is due to the prolific
image editing expert Nagesh Vasu. The figure on the right
illustrates the problem. The Double Exposure tool was used
to replace the original sky with a pattern of red, angry clouds,
and the masking brush was employed to apply this pattern
above the water and around the head. However, it is easy to
see how several small regions of the old sky remained in the
figure, mostly around the girl’s head, as indicated by the black arrows.

The method described here, when properly applied, eliminates the need for accurate
brushing and results in a perfect replacement of part of an image A (its background)
with part of another image B. The remainder of A, its foreground, is una↵ected. The
idea is to first convert A to a black-and-white image where the foreground is black and
the background is white, and then employ the Double Exposure tool to superimpose B
(in the Darken mode) on A. The white pixels of the background are replaced by the
corresponding pixels of B, while the black pixels of the foreground are always the darker
ones and therefore remain black. The final step is to use Double Exposure to bring back
the original foreground of A. Here are the steps in detail.

Step 0. Try to select a suitable image. This is done before applying any image
manipulations, which is why this step is labeled 0. A suitable image is one where any
foreground pixel is darker than any background pixels. This makes it easy to convert the
image to black-and-white, where the foreground is black and the background is white.

Step 1. Given a suitable image, such as image 1 of Figure 8.73 (courtesy of Catherine
Heath, unsplash.com), the following steps will often convert it to B&W: (1) In Tune-
Image, increase the saturation to maximum to distance the dark and bright colors. (2)
In the B&W filter, try the five color options as well as the Contrast setting in order
to increase the contrast between the foreground and background pixels. (3) In the
Curves tool, increase the contrast further by changing the curve from the original / to
something like __/- or even __|-. If the image is unsuitable (some foreground regions are
bright and/or some background regions are dark), more steps and more experience with
snapseed (and sometimes also a masking brush) are needed to achieve the same result.
See image 2.

Step 2. Invert image 2 with the Curve tool, save it (as image 3), and delete the
inverting step from the editing stack. The screen now displays image 2. Inverting is
done by changing the curve from the initial / to \.

Step 3. Use the Double Exposure tool to open the original image 1 and choose blend
mode “Add” to make the background completely white. Save the result as image 4 and
delete this editing step from the snapseed editing stack. The screen again displays
image 2.

Step 4. The Double Exposure tool is again used, this time to open the new back-
ground. The best blending mode is often “Darken.” You may have to adjust the
Transparency slider for best results. The new background may obscure some of the
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Courtesy of catherine heath
unsplash.com Converted to B&W

Background completely white

Final image!

Inverted

New background added

1 2

3 4

5 6

Figure 8.73: Replacing a Background Without Masking.

foreground, but this will be corrected in the next step.
Step 5. Use the Double Exposure tool to open image 3 in the “Lighten” mode. This

will change the foreground to white (image 5).
Step 6. Our trusted friend the Double Exposure tool is again used, this time to open

image 4 in the “Darken” mode. Image 4 has a white background, so it does not a↵ect
the new background that was added in step 4. Image 4 also has the correct foreground,
which will replace the white foreground that was generated in step 5. The result is
image 6.

We are done! The new background is displayed correctly behind the old foreground.
Notice that the boundary between the foreground and background in our example is very
rough (the top of many trees). It is practically impossible to employ a fingertip masking
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brush to precisely demarcate such a boundary, which is why this no-masking no-brushing
method is so useful.

Often, the experienced user would want to add some finishing steps, to improve the
exposure, vignetting, or contrast, tint, and temperature of the final image.

The next example of the power and flexibility of snapseed creates a neon e↵ect
in two highway signs that look flat in the original image. This ingenious, complex
technique, featured in the video of reference [snapseed.neon 20], is also due to Nagesh
Vasu, youtube user NavEdits. Figures 8.74 and 8.75 show the original and final images,
as well as several intermediate images. The process is divided into five parts as follows:

Part 1. Save the original colors of the letters on the signs. Convert the entire image
minus the letters to black. Save the result.

Part 2. Revert to the original image. With the Double-exposure tool, subtract the
saved image. This results in an image where the sign letters have the original colors and
the remainder of the image is black. Save this image.

Part 3. Revert to the original image. Darken it to obtain a night e↵ect. Add green
and blue halos to the black and blue signs, respectively.

Part 4. Add the saved image from part 2. This emphasizes the original colors of
the letters and creates the neon e↵ect.

Part 5. Examine the final image and use your experience and imagination to add
any improvements.

Here are the many individual steps:
Step 0. Try to select a suitable image. The image used here (Figure 8.74) has

several large highway signs, two of which have yellow and white neon letters. See below
for a discussion of the site depicted in this image.

Step 1. Choose the Tune image tool, increasing saturation to maximum.
Step 2. With the B&W filter, choose the color that will result in maximum contrast

on the signs (the parts that should become neon).
Step 3. Curves tool. Use heavy contrast to make the black parts of the signs

completely black. The letters remain white (Figure 8.74).
Step 4. Curves tool again. Slide the top-right of the curve all the way down to

become horizontal. This results in a completely black image.
Step 5. Use masking brush to apply the “completely black” e↵ect to the entire

image except the signs. The signs are already black, so now everything is black except
the letters on the signs. If anything else should be neon, make sure it is also white.

Step 6. Save the current image (black, except the parts that should become neon)
as Image1 (Figure 8.74).

Step 7. Revert to the original image.
Step 8. Double-exposure tool to subtract Image1 from the original. This brings

back the original colors to the letters, and keeps the rest of the image black.
Step 9. Save current image as Image2 (Figure 8.74).
Step 10. Revert to the original image.
We are now ready for the neon e↵ect.
Step 11. With the Tune image tool, decrease brightness to maximum in order to

obtain a night e↵ect. Also decrease saturation and warmth.
Step 12. Tune image tool again. Decrease brightness to almost maximum in order

to further emphasize the night e↵ect.
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Courtesy of michelle oude maatman
unsplash.com

Step 3

Image2, Step 9Image1, Step 6

Figure 8.74: Snapseed Neon E↵ect, 1 of 2.

Step 13. Curves tool. The border of the gas station needs to be more red. Choose
red and drive the red curve up from the bottom-left, to make it upper horizontal. This
results in a red image. Also move the bottom-left corner of the RGB curve a little up,
to brighten the red.

Step 14. Masking brush to apply the red at 100% to the red part and at 25% to
the ground under it.

Step 15. Next, we add green halo to the black sign (the word ROY’S). Use the
Curves tool to (1) brighten the image by moving the curve up halfway, (2) selecting the
blue curve and moving it down all the way, to create some green, and finally (3) selecting
the green curve and moving it up halfway, to add green.

Step 16. Masking brush applies this green halo around the black part of the sign.
Now, for the blue halo around the blue sign.
Step 17. Curves tool. Choose the blue curve and lift it all the way to create a blue

image. Lift the main curve half way to add brightness.
Step 18. Masking brush to apply the e↵ect to just the blue sign (Figure 8.75).



1100 8.11 Snapseed

Step 19. Double-exposure tool to add Image2 to the current image. This emphasizes
the original colors of the letters and creates the neon e↵ect (Figure 8.75).

Once the neon e↵ect is in place, the remaining steps are only improvements and
can be skipped.

Step 20. The next five steps serve to refresh the red colors of the sign with gasoline
prices.

Step 21. Go back to the original image (the first step in the edit stack) and choose
the White balance tool to increase the temperature. Notice that this adds a new, second
step to the edit stack and will change the final result, but now do the following.

Step 22. Save the current image (the first step in the edit stack plus the new White
Balance step) as Image3 (Figure 8.75).

Step 23. Delete the White balance step from the edit stack. We are back to the
image of step 19 (Figure 8.75).

Step 24. Double exposure to add Image3 and increase the opacity to maximum by
sliding it all the way to the right.

Step 25. Masking brush to apply the e↵ect to just the red sign with the prices. (Feel
free to apply it to other objects in the image. Use you experience.) The final result is
shown in Figure 8.75.

Step 26. The original work, reference [snapseed.neon 20] continues with other im-
provements, but the steps above are the important ones, showing how to obtain the
unusual neon e↵ect.

The image used in this example, due to Michelle Oude Maatman, unsplash.com, is
of Roy’s Motel and Café, located on the National Trails Highway of U.S. Route 66 in
the Mojave Desert town of Amboy in San Bernardino County, California. This historic
site is an example of roadside Mid-Century Modern Googie architecture.

The site was founded in 1938 by Roy Crowl to serve the many travelers along
U.S. Highway 66. At the time, Route 66 was the primary east-west highway artery
crossing the U.S. from Chicago through the Southwest to Los Angeles. The business
had grown over the years and became very successful until Interstate highway 40 opened
in California in 1972. Being away from the Interstate, business dropped to virtually zero
on the day the Interstate highway opened. Roy Crowl died in 1977 and in 1995 his heirs
leased it, together with the entire town of Amboy, to Timothy White. White planned to
maintain the motel and town in a weathered, worn condition as a filming location, but
was unsuccessful. In 2005 he sold it to Albert Okura who has been trying to preserve it
as a nostalgia tourist destination. In 2008, after extensive restoration, Okura reopened
Roy’s Motel and Café, and in 2013 Amboy Foundation of Art started a campaign to
restore the outside neon signs.

Finally, in 2020, Nagesh Vasu single-handedly managed to restore the neon, at least
in his video (just joking).

Figure 8.76 illustrates many examples (some inspired by Nagesh Vasu) of major
editing e↵ects introduced by snapseed’s tools. The following paragraph explains why
several of those examples are sloppy or contain harsh, unnatural colors.
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Step 19Step 18

Step 25Image3, Step 22

Figure 8.75: Snapseed Neon E↵ect, 2 of 2.

Snapseed is a user-friendly, powerful image editing tool that is easy to learn and
master. The only drawback I can think of is the small screen of the smartphone. It
is often di�cult or even impossible to carefully examine the e↵ect of an editing step,
even at maximum zoom, because the image is so small. While editing, the image has
to be zoomed in and out many times; an inconvenience. I therefore recommend to use
snapseed on the larger screen of an iPad, if possible.

It is a truth universally acknowledged, that a single man in
possession of a good camera, must be in want of a scene.

—Jane Austen (paraphrased)
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Courtesy of sander-weeteling
unsplash.com

Courtesy of pixabay
pexels.com

Turn summer to snow

inspired by youtube user AF EDIT

Courtesy of emma fabbri
unsplash.com

Turn day into night

Figure 8.76: Image Editing with Snapseed, 1 of 8.
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Courtesy of joshua rawson harris
unsplash.com

Courtesy of robert metz
unsplash.com

Inspired by user NavEdits

Twice Double exposure
inspired by user AF EDIT

Figure 8.76: Image Editing with Snapseed, 2 of 8.
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Courtesy of kal visuals
unsplash.com

Replace background
(following user NavEdits)

Courtesy of annie spratt
unsplash.com

“Double exposure” tool adds drama

Figure 8.76: Image Editing with Snapseed, 3 of 8.
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Courtesy of waldemar brandt
unsplash.com

Replicate with Double exposure tool

Courtesy of toa heftiba
unsplash.com

Simple effect with “Double exposure” tool

Figure 8.76: Image Editing with Snapseed, 4 of 8.
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Twice Double exposure

“Double exposure” tool

“Expand” tool, cleaned with healing brush

Negative generated by “Curves” tool

Courtesy of elizeu dias
unsplash.com

Courtesy of jernej graj
unsplash.com

Figure 8.76: Image Editing with Snapseed, 5 of 8.
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Courtesy of logan weaver
unsplash.com

Courtesy of ilona panych
unsplash.com

Elementary Double exposure

Curves tool modifies colors

Twice “Double exposure”

Figure 8.76: Image Editing with Snapseed, 6 of 8.
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Courtesy of allgo
unsplash.com

“Curves” tool modifies colors

Courtesy of torsten dederichs
unsplash.com

“Selective” tool selects regions

Courtesy of vadim sherbakov
unsplash.com

Turn day into night

Figure 8.76: Image Editing with Snapseed, 7 of 8.
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1. Courtesy of alessandra marchesi
unsplash.com

3. Courtesy of lorenz narbs
unsplash.com

4. Combine 1 and 2 Combine 4 and 3

2. Courtesy of wls mlbn
unsplash.com

Figure 8.76: Image Editing with Snapseed, 8 of 8.
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A summarizing exercise. What types of editing can improve this image?

Figure 8.77: A Perfect Image?

Answer. I don’t know. To me, this image, courtesy of Marek Studzinski, un-
splash.com, seems perfect. The composition, colors, main subject, and background, all
look perfect. You can download it from https://unsplash.com/photos/cL1rg2TD6RQ
and if you discover ways to improve it, please let me know.



A
Camera Controls

Modern cameras, especially DSLRs, tend to have many controls, dials, pushbuttons,
wheels, and rings, placed all over the camera’s body and the lens. In addition, there is
the main LCD screen on the back of the camera and sometimes also a smaller screen on
top. Those are full of mysterious information that varies with the recording mode and
display mode of the camera. Naturally, there is a manual that lists all the controls and
explains each, but the users’ manual itself is big, 250–400 pages is common. As a result,
many owners start using their new camera in the automatic mode and learn about the
controls only slowly, in the process missing much useful information.

When all else fails, read the manual.
—Anonymous.

This appendix tries to speed up the learning curve of the average user by pointing
out and explaining all the important controls of two modern cameras in just a few pages.
With so many camera types, models, and makers, it is impossible to cover everything,
but I have noticed over the years that high-end DSLR models from several prominent
manufacturers share a wide range of features and functions (although not the icons
illustrating them). Also, micro 4/3 cameras tend to share many controls. I therefore
selected a typical modern DSLR, the Canon 5D Mark II, as the first example for this
appendix. This camera was made between September 2008 and December 2012, when
its maker moved it to its “Old Products” list, e↵ectively discontinuing it (it was replaced
with the 5D Mark III). The second example is the Panasonic Lumix DMC-G7, a micro
4/3 camera introduced in August 2015. I hope that the material presented here will serve
as a useful starting point and that once encouraged by it, readers will eventually read
the manual for their cameras and get one step closer to becoming expert photographers.
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A.1 Canon EOS 5D Controls

Most of this section refers to the three large images that show this camera from the front,
back, and top. The information displayed on the small LCD panel on the top is also
illustrated and listed. The bottom of this camera is not shown. It has the tripod socket,
battery compartment cover, and extension system terminal (the latter is for connecting
the camera to a wireless file transmitter).

The discussion here covers 64 items, buttons, wheels, indicators, lamps, and switches.
Some of these are used to select one of several options or functions. Thus, setting the
camera for an exposure may involve pressing several buttons, turning control wheels,
and selecting an option or a function among many displayed on the monitor screen.
With so many choices for one setting, it is clear that such a camera has thousands of
settings. It is therefore no wonder that it may take the average user several years to
master all the controls, functions, and options. Current cameras are complex machines,
as can be seen when trying to disassemble them. Reference [Canon 10D assembly 08] is
a detailed animation illustrating the assembly of the Canon 10D DSLR.

Front view

This view (Figure A.1) lists 14 items of which only three are real controls and the
rest are indicators or parts of the lens mount.
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Figure A.1: Canon 5D Mark II Front View.

1. The DC coupler cord. Canon o↵ers an optional AC adapter kit that consists of
the adapter, a DC coupler, and a cord connecting them. The DC coupler is shaped like
the camera’s battery. It is inserted instead of the battery, and the cable leading from
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the coupler to the adapter is passed through the small hole labeled (1) in the wall of the
battery compartment. The adapter allows for long continuous operation without having
to worry about the power source. This is especially useful for long time-lapse sessions
(Section 4.3).

2. Camera grip, also the battery compartment.
3. Self-timer lamp. Once the self-timer is set (with the AF.Drive mode, item #46)

and the shutter release pressed, this lamp starts blinking and the beeper starts beeping.
Two seconds before the picture is taken, the lamp stays on and the beeper sounds faster.

4. Remote control sensor. Canon o↵ers several optional remote controls for a remote
(up to five meters) operation of the camera. The remote should be pointed at this sensor
and its button pressed. The self-timer lamp then blinks and the picture is taken.

5. The all-important shutter release button. Pressing halfway activates both the
autofocus and automatic exposure metering. Pressing it all the way triggers the shutter
and the picture is taken.

6. Main dial. This important control serves to input setting information. After a
button is pressed, it remains active for six seconds, during which time, turning the dial
varies whatever setting is controlled by the button. The setting is continuously displayed
in the viewfinder (#22) or the top LCD panel (#49).

7. Mode dial. This is another important control that selects the shooting mode
of the camera. There are two automatic modes, five manual modes, and three custom
modes. The automatic modes are full auto (the green rectangle) and creative auto
(CA) where the user can set the image brightness, DOF, color tone, and a few more
features. The manual modes (Page 261) include the familiar program (P), aperture
priority (Av), shutter priority (Tv), and manual (M) modes. In the program mode, the
camera automatically sets the aperture and shutter speed, but the user has control over
the focusing mode (AF), drive mode, metering mode (AE), and other functions. An
important manual mode is bulb (B). In this mode, the shutter stays open as long as the
shutter release button is completely pressed. This is useful for very long exposures, but
a tripod is a must and a remote control is highly recommended. The custom modes,
C1, C2, and C3, are handy in cases where certain camera settings are used very often.
Once the camera has been set, the user can save the settings under one of these modes,
and later set the camera again to these settings simply by selecting that custom mode.

8. The EF lens mount index. A red dot on the lens mount. To mount a lens, the
red dot on the lens (#37) should be aligned with the EF lens mount index and the lens
turned until fully locked in place.

9. Microphone. This is used to record sounds when movies are shot.
10. Lens release button. When this button is pressed, the lens can be rotated to

the left and detached from the camera’s body.
11. Lens lock pin. It serves to lock the lens in place.
12. Depth-of-field preview button. Pressing this button stops the lens down to the

correct aperture setting and allows the user to judge the DOF.
13. The reflex mirror. The mirror can be cleaned, using a special optical cleaner

and lint-free cloth.
14. Contacts. The camera sends signals to the lens, directing it to focus, zoom, and

vary its aperture. These signals are sent to the lens through these contacts.
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Back view. We now look at the controls and indicators on the back of the camera
(Figure A.2).
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Figure A.2: Canon 5D Mark II Back View.

15. Light sensor. The brightness of the large LCD screen on back of the camera
is adjusted automatically according to the light conditions (it can also be adjusted
manually). The sensor measures this light and should not be obstructed by the user.

16. Erase button. To delete an image, switch to the preview mode, flip images by
turning dial #30 to find the one to be erased, and then press this button. A last minute
confirmation is needed to actually delete the image.

17. Playback button. Pressing this button sets the camera to the playback mode,
where images saved on the memory card can be viewed (from most-recent to oldest) by
turning dial #30.

18. Info (trimming orientation button). Lots of information can be displayed on
the LCD screen. So much, in fact, that there is no room for all of it on one screen. The
Info button controls what will be displayed at any time.

19. Picture style selection button. Once this button is pressed, turning dial #30
goes over the various picture styles. There are six built-in styles and three user-defined
styles as follows: Standard (vivid, sharp, and crisp). Portrait (smooth skin tones).
Landscape (vivid blues and greens). Neutral (natural colors, for pictures that should be
processed later by software). Faithful (dull and subdued, also for pictures that should be
processed later). Monochrome (black-and-white). These styles can also be customized
by the user. Advanced users can set the camera and then save the settings in one of the
three user-defined picture styles.
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20. Menu button. This important control is used to set various functions such as
the image-recording quality and date/time.

21. Live view (shooting/print/share) button. In live view shooting, the LCD screen
is used as a viewfinder. The live view button is also used for printing an image directly
from the camera and for transferring images to a computer.

22. Viewfinder eyepiece. The user looks through the viewfinder to compose the
picture.

23. Eyecup. While looking through the viewfinder, the user’s head and the eyecup
prevent light from entering the viewfinder. This is important because such light can
confuse the light meter and result in a wrong exposure. If the user wants to take a
picture without looking through the viewfinder, the eyecup should be removed and an
eyepiece cover attached instead to the viewfinder, to block the light. (The eyepiece cover
is attached to the camera strap for easy availability.)

24. Dioptric adjustment knob. This can be turned to match the viewfinder to the
user’s vision. The knob is turned until the nine AF points in the viewfinder appear
sharp.

25. Speaker. The speaker is used when a movie is played back and when the camera
beeps to indicate something important.

26. Multicontroller. This is a miniature joystick that can be moved in eight di-
rections and can also be pressed. The multicontroller is used to select an AF point for
focusing, to correct the white balance, move the magnifying frame during live preview,
scroll around a played-back image in magnified view, and in a few other situations.

27. AF-ON. The AF start button. Pressing this button halfway in one of the five
manual modes is identical to pressing the shutter release halfway.

28. The star button, AE lock/FE lock button/index/reduce button. Normally, the
camera measures the light coming from the same area it is focused on. If the exposure
metering area should be di↵erent from the focusing area, the “star” button can be pressed
to lock the exposure (see also figure on Page 621). The FE (flash exposure) lock helps
the user to obtain a proper exposure for a specific part of the subject. During playback,
the star button can display four or even nine images on the LCD screen simultaneously.
The same button also helps to magnify or shrink the image being displayed; truly a
multi-use button.

29. AF point selector/magnify button. The camera has nine AF points that can be
selected with the multicontroller (#26). Once such a point has been selected, pressing
the AF point selector will display it in the viewfinder and the LCD screen. The same
button can be used to magnify an image in the playback mode (the star button #28,
can be used to shrink the image).

30. Quick control dial. After pressing one of the control buttons, this dial can be
turned to scroll over the functions controlled by the button.

31. Setting/movie-shooting button. Once a function has been selected by a control
button and the dial, pressing button #31 executes the function. This button is also
used to start shooting a video and to end it.

32. Access lamp. This lamp lights or blinks when a picture is being taken and
when data is written, read, or erased on the memory card. While this lamp is on, it
is important not to open the memory card slot, not to remove the battery, and not to
shake or bang the camera.
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33. Power/Quick-control switch. This switch turns the camera on and o↵. However,
to conserve battery power, the camera turns itself o↵ after about a minute of non-
operation. To turn it on again, just press the shutter release halfway.

Top view. Next come the controls and indicators on top of the camera and on the lens
(Figure A.3).
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Figure A.3: Canon 5D Mark II Top View.

34. Hot shoe and flash sync contacts. This is crucial when a flash is required. Some
DSLRs have a built-in flash unit.

35. The focal plane mark. It shows where the image will be in focus inside the cam-
era. When shooting frames for a panorama, many users make the mistake of rotating the
camera about this point, which introduces parallax errors. The correct center of rotation
for a panorama is the center of perspective of the lens, as discussed in Section 3.16.
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36. The strap mounts. DSLRs tend to be bulky and heavy, which is why a shoulder
strap is handy.

37. Lens mount index. A red dot on the lens. To mount the lens, this dot should
be aligned with red dot #8 on the camera body.

38. Zoom position index. Indicates the current zoom position.
39. Zoom ring. The lens is zoomed in and out by turning this ring.
40. Infrared index. Indicates the distance to which the lens is focused for infrared.
41. Focus mode switch. Switches the lens between manual and auto focusing.
42. Focusing ring. This is used to focus the lens in manual focusing (MF) mode.
43. Hood mount. A hood can be attached to the lens at this point. Such a hood

(Section 2.20.1) blocks unwanted light and protects the front of the lens from rain, snow,
and dust.

44. Distance scale. Displays the distance to which the lens is focused.
45. WB, metering mode selection. After pressing this button, dial #30 can be

turned to select one of the following white balance modes: Auto, daylight, shade, cloudy,
tungsten, white fluorescent, flash, custom, and color temperature. The same button can
also select one of the following exposure metering modes: Evaluative, partial, spot, and
center-weighted average.

46. AF mode selection/drive mode selection button. This button is used to select
the AF mode (one shot, AI focus, and AI servo) and the drive mode (single shot,
continuous, 10-sec timer, 2-sec timer).

47. ISO speed setting/flash exposure compensation button. After pressing this
button, turning dial #6 varies the ISO from 100 to 6,400 in 1/3-stop increments. On
the other hand, turning dial #30 after this button is pressed varies the flash exposure
compensation up to ±2 stops in 1/3-stop increments.

48. LCD panel illumination button. This pushbutton turns the LCD panel illumi-
nation on and o↵ as it is pressed.

49. The LCD panel. This small panel, Figure A.4, packs much information orga-
nized in 15 areas as listed here. Notice that much of this information appears on the
large LCD screen, which also displays the scene. In addition, this screen can display
many functions and options while the camera is set up.

50. Battery state indicator. Displays one of six battery states of charge.
51. Current white balance. One of the following: Auto, daylight, shade, cloudy,

tungsten, white fluorescent, flash, custom, and color temperature.
52. Image recording quality. Image size can be large, medium, or small. The JPEG

compression quality can be fine or normal. Thus, there are six combinations of image
size and quality. There are also raw and small raw options.

53. Light metering mode. This mode can be evaluative, partial metering, spot, and
center-weighted average.

54. The main display. This can show the aperture, shutter speed, and one of the
following text strings (in mixed 7-segment lower- and uppercase): buSY, Full CF, Err
CF, no CF, Err, and CLn.

55. The approximate number of remaining shots. This number depends on the
remaining space in the memory card, the image-recording quality, ISO speed, and re-
maining battery charge. This field also displays the self-timer countdown and bulb
exposure time.
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Figure A.4: Canon 5D Mark II LCD Panel.

56. Flash exposure compensation. The flash exposure can be compensated, similar
to the main exposure, in up to ±2 stops in 1/3-stop increments.

57. White balance correction. Advanced users who are familiar with color temper-
ature conversion can correct the current white balance.

58. AEB (auto exposure bracketing, Page 619). Dial #6 can be turned to select
the AEB amount, in up to ±2 stops in 1/3-stop increments.

59. AF mode. One shot, AI focus, or AI servo.
60. Drive mode. Single shot, continuous, 10-sec timer, or 2-sec timer
61. Current ISO value. It is either automatic or can be user-selected between 100

and 6,400 in 1/3-stop increments.
62. Monochrome shooting. This short string appears in the panel if monochrome

has been selected (by button #19) as the current picture style.
63. D+, highlight tone priority. Symbol D+ is displayed if highlight tone priority

was enabled. This feature improves the highlight detail.
64. Exposure level indicator. This display indicates the exposure compensation

amount, the AEB range, the flash exposure compensation amount, or the card writing
status.

A.2 Panasonic DMC-G7 Controls

The second example of camera controls is the Panasonic Lumix DMC-G7. (In Germany,
Austria, and Switzerland this camera is named G70.) This is a modern, micro 4/3
camera, announced on May 18, 2015. The camera features a relatively small 16 Mpixel
sensor, but is fast and can shoot a burst of up to 8 fps with AF. A popular feature is
4K video recording at 30/24 fps, where 4K still images can be extracted from the video.
There is built-In Wi-Fi connectivity that can be used for wireless sharing of files as well
as for triggering the camera from a smart phone (a useful feature).
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There is a detailed description of this camera starting on Page 488. A notable feature
is its 11 function buttons, which allow quick access to many settings and functions of the
camera. Six of these buttons (Fn1–Fn5 and Fn11) are real and are located mostly on
the top and back of the camera. The remaining five buttons (Fn6–Fn10) are virtual and
are located on the LCD screen. Figure 3.21 lists the default functions of these buttons,
but these functions can be changed by the user.

The following five figures show the locations of 45 items, mostly dials, pushbuttons,
and switches.

Front view

The front and top views (Figures A.5 and A.6) list 23 items of which only nine
are real controls (dials and pushbuttons) and the rest are indicators or parts of the lens
mount.
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Figure A.5: Panasonic Lumix G7 Front View.

1. Focus distance reference mark, Figure A.6. This marks the plane of the sensor
inside the camera.

2. Wi-Fi connection lamp. It turns green when the camera is turned on, and
changes to blue when the camera is connected to Wi-Fi.

3. Camera ON/OFF switch.
4. Video recording button.
5. Function button Fn1, (Exposure Compensation by default).
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6. Function button Fn11. By default, this displays a guide showing the items
currently assigned to the front and rear dials, items 9 and 7, respectively.

7. Rear dial.
8. Shutter button.
9. Front dial.
10. Self-timer indicator/ AF Assist Lamp
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Figure A.6: Panasonic Lumix G7 Top View.

11. Mode dial (PASM and other recording modes).
12. Flash (closed in the figure).
13. Hot shoe.
14. Stereo microphone (hidden under the flash cover).
15. Diopter adjustment dial. This is shown in Figures A.6 and A.9.
16. Drive mode dial (six modes, such as burst, bracketing, timer, time lapse).
17. Socket for an external microphone, Figure A.9.
18. Shoulder strap eyelet. These are shown in several figures.
19. Lens release button.
20. Lens lock pin.
21. Lens mount.
22. Image sensor.
23. Lens fitting mark.
Now comes the back view, Figure A.7, showing items 24 through 41.
24. The large LCD touchscreen. In the figure it is closed, but it can be opened and

rotated.
25. Function button Fn5. By default, this is set to LVF (live view function) where

it switches the view between the screen (24) and the viewfinder (28).
26. Button to open the flash.
27. Eye sensor. Whenever it senses something getting close to the viewfinder, this

interesting sensor turns the large LCD screen o↵ and turns the viewfinder on.
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Figure A.7: Panasonic Lumix G7 Back View.

28. Viewfinder.
29. Eye cup.
30. Function button Fn2. By default, this displays the quick menu, a useful list of

items that depend on the current mode and display style of the camera.
31. Playback button.
32. Speaker.
33. Button controlling the display style of the camera.
34. AF/AE lock button.
35. Focus mode lever.
The next three items, 36–38, are shown in the sides view, Figure A.9.
36. A 2.5 mm jack, where an optional shutter remote control device can be con-

nected. This is useful to avoid jitters and camera shake during a shot.
37. HDMI socket, where an HDMI cable can connect the camera to a television.
38. USB socket. A special USB cable can connect the camera to a television, a

computer, or a printer. This is neither a mini-USB nor a micro-USB cable. It is available
from Panasonic.

39. Cursor buttons. Up controls ISO. Right selects the white balance. Left is for
auto focus mode. Down is function button Fn3. The latter controls the silent mode
by default. It is useful when shooting in public places, a sleeping child, or a dangerous
animal.

40. The all-important Menu button.
41. Function button Fn4. It is used to delete images and also to go back from a

menu to the preceding menu.
42. DC coupler cover, Figure A.9. For very long time-lapse shots, the battery is

replaced by an AC adaptor whose cable runs outside the camera through this slot.
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Figure A.8: Panasonic Lumix G7 Bottom View.

The next three items are shown in Figure A.8.
43. Battery (outside its compartment).
44. Door for battery and SD card compartment.
45. Tripod mount.
Finally, Figure A.9 shows some previously-mentioned items.

How to set the G7 for time lapse (TL).

We use the Panasonic Lumix G7 as an example of how to prepare a camera for a
time-lapse sequence. Use the figures in Section A.2 to locate the specific G7 controls.
Here are the steps:

1. Set Menu->[Rec]->Aspect Ratio to 16:9. This is useful if you want to watch
the final TL as a video.

2. Set the Drive Mode dial to Time Lapse/Animation.
3. Set Menu->[Rec]->Time Lapse/Animation. You can choose (1) a time and date

to start the TL, (2) the shooting interval (in min and sec), and (3) the image count. The
camera will then display the time and date when the TL will finish. If this is correct,
tap Set and tap Go back.

4. Set the camera to manual mode M. Set the correct aperture and shutter speed
with the front and rear dials. Set the ISO with the cursor button (press up).

5. Use the cursor button (press right) to make sure the white balance is not set to
Auto.

6. Set the camera to Manual Focus and carefully focus it.
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Figure A.9: Panasonic Lumix G7 Sides View.

7. Finally, press the shutter button to start the TL sequence.
8. When finished, the camera will ask you Create video now? Tap Yes and set

values for the TL options Rec quality, Frame rate, and Sequence, Tap OK, tap Yes,
and wait for the video to be created.

A.3 Camera Menus

Analog cameras had controls but no screens and no menus. In contrast, even early digital
cameras had LCD screens that could act as viewfinders and also displayed menus. Menu
items are used both to control the camera (focusing mode, use of flash, burst, bracketing,
timer, time lapse, etc.) and to select options (white balance, ISO value, DOF preview).
This section describes the menu structure (tabs) and some of the menu items of two
DSLRs, the Canon EOS 7D and the Nikon D7000. These cameras were chosen because
of their rich menus, but more and more smaller, cheaper cameras boast complex menu
structures featuring lots of menu tabs, each with many options. Several times did I
notice on the Internet comments such as “In several years of using my camera I have
never used many of the options it o↵ers. I don’t even know what some of them mean.”
It seems that camera makers try to compete by adding exotic menu items that require
only software, without adding any new hardware features to their cameras.

The images provided here show the menu tabs of each camera and the first few
items at the top of each tab. However, some of these tabs are large and may include
dozens of items. Each menu item is described in the camera’s user’s manual, but often
the description is short, laconic, and lacks examples. The user may have to experiment
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in order to fully understand what an option such as WB shift/bkt really means. Some
of the most bizarre menu items are listed and explained below.

The Canon EOS 7D DSLR

In the two fully-automatic modes of this camera, there are seven menu tabs, two
for shooting, two for playback, and three for setup. In the other five camera modes (P,
Tv, Av, M, and B) there are four shooting tabs, two playback tabs, three setup tabs,
a custom functions tab, and “My Menu” tab (Figures A.10 and A.11). In the custom
functions tab, the user can change the camera functions to suit his preferences. In the
my-menu tab, the user can register up to six menu options and custom functions whose
settings are changed often.

Figure A.10: Canon four Shooting Menu Tabs.

The Nikon D7000 DSLR

The Nikon D7000 menu system is similar and consists of the six tabs Playback,
Shooting, Custom settings, Setup, Retouch, and My-Menu (Figure A.12).

Following are descriptions of several non-obvious menu items.
Release shutter without card. A camera will not let the user take pictures (i.e.,

press the shutter) if an SD or other appropriate card is not installed in the camera. If
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Figure A.11: Canon Replay and Setup Menu Tabs.

the user still wants to play with the shutter release in the absence of a card, this menu
option allows it.

Review time. In the preview mode, a picture is displayed for a few second, and
then is automatically followed by the next image. This menu option is useful in cases
where the user prefers a di↵erent review time.

Peripheral illumin. correct. The term peripheral illumination refers to vi-
gnetting. If the user enables this option, then the camera will correct any future JPEG
images automatically by brightening the four corners of each. Raw images can be cor-
rected (having less or more vignetting) by the free image editing software that comes
with the Canon camera.

Auto lighting optimizer. Once this option is enabled, the camera will automat-
ically correct the brightness and contrast of any future JPEG images. Raw images can
be corrected by the user with the free image editing software that comes with the Canon
camera. This item has four degrees of correction, but it is not clear what exactly they
do and how much each of them corrects the image.

WB shift/bkt. The user can correct the white balance. This option is for advanced
users who are familiar with color temperature conversion or color compensation filters.

Expo. simulation. When this option is enabled, the brightness of the displayed
image is close to the actual brightness of the final image. Any exposure compensation
selected by the user will be reflected in the brightness of the displayed image.
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Figure A.12: Nikon D7000 Menu Tabs.

Silent shooting. This is actually two modes where the sound of the shutter is
quieter. In mode 1 it is possible to have continuous shooting, while in mode 2 the
camera will produce only one shot per press, no matter how long the shutter release
button is pressed.

Protect images. It is easy to delete images accidentally, so this option can be
selected to prevent such an accident. The same option can later be chosen again to
remove the protection.

Highlight alert. An image with extremes of dark and bright areas may have
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certain regions that are over- or underexposed even under ideal lighting. When enabled,
this option causes overexposed areas to blink, so the photographer can set exposure
compensation to a negative value and retake the picture.

Image jump. When in Preview mode, this option enables the user to quickly jump
from image to image by rotating the front dial.

Sensor cleaning. When this option is set to Automatic, the sensor is cleaned (by
blowing air on it) each time the camera is turned on or o↵. When sensor cleaning is set
to Manual, the mirror swings up and the shutter opens, allowing access to the sensor.
The user can then remove the lens and try to clean the sensor by blowing air on it. The
camera should be held pointing down, to encourage any loose dust particles to fall away
from the sensor. Many expert photographers and camera makers recommend that such
cleaning be done by a professional because the surface of the sensor is very delicate.

VF grid display. This displays a grid and electronic level in the viewfinder.
Hide image. Hide or reveal pictures. Hidden pictures are visible only in the Hide

image menu and can only be deleted by formatting the memory card.
After delete. When in Preview mode, this option determines what would be

displayed after an image is deleted. The user can select (1) next image, (2) previous
image, or (3) same behavior as before the delete.

Rotate tall. When in the preview mode, this option will automatically rotate
any image taken in portrait mode so that its longer sides would be vertical for natural
viewing.

Role played by card in Slot 2. This is for Nikon cameras that have two slots
for memory cards. The roles can be: (1) Overflow (when the card in slot 1 is full, start
using the card in slot 2). (2) Backup (each image is stored in both cards). (3) Raw
slot 1 - JPEG slot 2.

The earth is like a spaceship that
didn’t come with an operating manual.

—Richard Buckminster Fuller



B
Glossary of Photographic
Terms

18% neutral gray. This term is commonly mentioned in photographic literature, but
it seems to have originated in the printing industry. It is claimed that, on printed paper,
the midpoint between black and white reflects 18% of the light. White paper does not
reflect 100% of the light that strikes it, nor does black ink absorb 100% of the light. So
a neutral gray (not whitish or blackish) is 18% gray.
35 mm Equivalent focal length. Focal length of a lens which, on a 35 mm cam-
era, produces the same field of view. This important measure is used to compare the
performance of lenses on the many types of cameras available today.
AA filter. An anti-aliasing (sometimes also called low-pass) filter placed in front of the
image sensor to reduce or eliminate color aliasing artifacts (such as those that produce
the annoying moiré e↵ect).
Aberration. In theory, a lens can generate an absolutely sharp, true image. In practice,
lenses always generate images accompanied by artifacts that are called aberrations.
The major aberrations (see elsewhere in this Glossary) are spherical, curvature of field,
astigmatism, coma, distortion, and chromatic aberration.

In theory, the theory always works in practice. On the other hand, in practice, the
theory does not always work.

Accessory shoe. A simple accessory to attach a flash unit to the top of a camera. No
electrical connection is made between the flash and the camera, so the flash still has to
be plugged into the camera. (See also hot shoe.)
Add-on lens. A lens attached to the front of the existing lens. This is useful when the
original lens is not interchangeable.
AE, auto exposure. A term that refers to any of the following modes, Program,
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Aperture priority, and Shutter priority. When in any of these modes, the camera auto-
matically selects all or some of the aperture, shutter speed, and ISO.
AE lock. By pressing the shutter release halfway, the user can lock the current exposure
settings, re-frame the shot, and then fully press the button to capture the image. (See
also focus lock.)
AF assist lamp. A small lamp used by passive autofocus systems (Section 2.14) in
low-light and low-contrast situations. This lamp illuminates the object by either visible
or infrared light, thereby helping the camera’s autofocus system to do its job. Instead
of a dedicated AF assist lamp, many cameras use their built-in flash to illuminate the
subject with short bursts of light.
AF, auto focus. The camera drives the lens automatically until it focuses on the scene
(or on parts of the scene, as selected by the user). Virtually all current cameras o↵er
this mode, but SLRs also support manual focus.
There are two autofocus modes, single AF, where the camera focuses when the shutter
release button is pressed halfway, and continuous AF, where the camera focuses contin-
uously until the shutter release button is pressed halfway. The latter mode shortens the
lag time, but reduces battery life. A small focus-confirmation light will stop blinking
once the subject is in focus. Autofocus is often based on detecting contrast and there-
fore works best on subjects with both light and dark regions. It may fail in low light
conditions and with uniform subjects, in which case the use of an AF assist lamp is very
useful.
Aliasing. Sound is a wave propagating in a medium (often air or water). Air molecules
move back and forth periodically. When a microphone picks up sound, it outputs an
electric voltage that goes up and down according to the sound. This voltage is the
analog representation of the sound. The digital representation of the sound is obtained
when the analog voltage is measured (sampled) many times per second. Each sample
is an integer and the set of samples constitutes the digital sound. Clearly, the voltage
has to be sampled often enough, otherwise the playback would sound di↵erent from the
original and the sound would be aliased. This type of aliasing is temporal. When an
image is photographed, it is converted into pixels that constitute the digital image. If
the sampling rate is too low (if there aren’t enough pixels), the digital image would be
di↵erent from the original. This is an example of spatial aliasing. Thus, aliasing is the
case of sampling an analog signal at too low a rate.
Ambient light. Any source of light, natural or artificial, that is not explicitly supplied
by the photographer.
Angle of view. The spatial angle covered by a lens. It is determined by the focal
length of the lens and by the size of the image sensor.
Anti aliasing. Any process that reduces aliasing which is caused by low sampling.
Anti-aliasing algorithms generally work by smoothing edges in the image (an edge is a
region where adjacent pixels di↵er significantly).
Aperture. The lens opening. This is an important term in photography. Virtually
every camera has a diaphragm or iris that can vary the aperture, thereby changing the
amount of light reaching the sensor.
Aperture priority (A or Av). An important mode in many cameras. The user
selects the aperture (in order to determine the depth of field) and the camera selects the
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shutter speed and ISO. The notation Av comes from the APEX system.
APEX (Additive System for Photographic Exposure). A standard, proposed by
the ASA in 1960, as a means of simplifying exposure computation [APEX 13].
Apochromatic. A lens that brings all colors of visible light to the same focusing plane.
Aspect ratio. The ratio of horizontal to vertical dimensions of an image. An important
example is 35 mm film whose aspect ratio is 3:2. The aspect ratios of television and HD
television are 4:3 and 16:9, respectively.
Aspherical lens. A lens whose edges are conic sections, not spherical. If properly made,
such a lens brings both central and peripheral rays to the same focus (Figure B.1).

Figure B.1: Spherical and Aspherical Lenses.

Astigmatism. A lens su↵ering from this defect projects a circle into an ellipse; the
eyes of many people are like that.
Auto backlighting control. A feature built into high-end light meters. The meter
recognizes a subject in back lighting and increases the exposure to compensate.
Automatic camera. A camera that automatically focuses itself and also sets the
correct exposure (aperture, shutter speed, and ISO).
Automatic diaphragm. The diaphragm remains fully open until the moment the
shutter opens. It then goes down to the correct size, and fully opens again when the
picture has been taken. (See also semi-automatic diaphragm.)
Automatic exposure. The camera sets the exposure (aperture, shutter speed, and
ISO) automatically.
Auto exposure bracketing. The camera takes several shots with varying shutter
speeds and/or apertures. (See also exposure bracketing, high dynamic range.)
Automatic focus. A circuit that focuses the lens automatically when the shutter is
half pressed. The viewfinder marks those parts of the scene that will be in focus.
Automatic mode (A). Found on all compacts and on most high-end cameras. The
camera automatically sets the exposure, ISO, white balance, and metering pattern. The
user can still control the flash, single-frame or a continuous burst, image resolution
(number of rows and columns), and the amount of compression in the final, jpeg image.
AWB, automatic white balance. The image sensor in digital cameras is color blind;
it cannot identify colors, not even white. The color of each pixel is determined by
software in the camera based on the color of the lens that covers the pixel and the colors
and intensities of adjacent pixels. Once the colors of all the pixels have been computed
in this way, the software can change them based on what it “thinks” is white. Most
cameras allow the user to override the software and to manually tell the camera what is
white. (See also white balance.)
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B (Bulb) setting. When this mode is selected, the shutter release button has to be
pressed twice for each shot, first to open and then to close the shutter. The designation
B stands for bulb, because old shutter release cables used to have a rubber bulb that
triggered the shutter when squeezed. (See also T.)
Backlighting. A configuration where the light is coming from behind the subject,
going toward the camera. The subject either stands out vividly against the background
or becomes a silhouette. Lens flares are common in this situation.
Ballhead. A tripod head that is based on a ball-in-socket, allowing free rotation of the
mounted camera in all directions.
Banding. The case where graduated colors break into uniform blocks of a single color
each, instead of smooth color gradation.
Barrel distortion. A common geometric lens distortion where the image puckers
towards the center and becomes rounded along the outer edges (the reverse of pin-
cushion distortion).
bayonet lens mount. This type of lens mount is currently very popular because it is
quick to operate and it precisely aligns the mechanical and electrical connections between
lens and body.
Bellows. An accordion-like part of a camera that connects the lens to the camera body.
It serves to vary the lens-to-film distance for accurate focusing or macro photography.
Between-the-lens shutter. A shutter located between the elements of a compound
lens.
Bit. A base-2 digit, 0 or 1. The term comes from BInary digiT. Digital cameras are
driven by microprocessors, which use base-2 numbers.
Bit depth. The number of bits needed to specify a pixel. In a black-and-white image,
each pixel is one bit, where 0 is black and 1 is white; this is a bit depth of 1. In a
grayscale image, each pixel may be eight bits (for 28 = 256 shades of gray) or 16 bits
(for 216 = 65,536 shades). In a color image, each bit may be represented by 24 bits, or
eight bits per color, allowing for 224 ⇡ 16.7 million colors.
Bokeh. A term referring to the quality of the out-of-focus (blurred) parts of an image.
The amount of bokeh in an image is not well-defined. The bokeh of a photo is determined
by certain characteristics of the lens, such as its aperture, the circles of confusion, and
how far out-of-focus the lens is.
Bracketing. The camera takes several (often three or five) shots in quick succession.
One shot is exposed by the cameras meter automatically, some are underexposed and
the rest are overexposed by a user-controlled number of stops. (See also “Auto exposure
bracketing” and “exposure bracketing.”)
Brightness. Value of a pixel in a grayscale image. A number specifying the shade of
gray of the pixel, with 0 being black and 255 being white.
Bulb. See B.
Burst mode. A mode where the camera takes several shots (the number is specified
by the user) in quick succession. The images are quickly stored in the internal memory
bu↵er and are later processed and moved to the flash memory card.
Byte. A group of eight bits. This is a convenient size, which is why lengths of registers
and memory words in current computers are multiples of eight.
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Camera shake. Wind, vibrations caused by nearby tra�c, unsteady hands, and a
mirror swinging fast are all sources of camera shake and may lead to blurry images,
especially when using telephoto lenses.
CCD (charge-coupled device). A semiconductor integrated circuit (IC or a chip)
that is divided into photosites. Each photosite collects electrons when it is hit by photons
during an exposure. After the exposure, each electric charge is converted to a number
(analog-to-digital conversion) that becomes the value of a pixel. (See also image sensor.)
CD, compact disc. Optical storage media capable of holding around 650 MB of data.
There are CD types that can be recorded (once or many times) by a computer.
Center-weighted metering. This is the most common light metering method. It
is implemented in nearly every digital camera. It is also the default metering mode
for cameras that don’t o↵er metering mode selection. This method divides the scene
into two parts, central and peripheral, measures the light intensity in each part, and
computes a weighted average, where the central part is given a higher weight. This
method is considered ideal for portraits and other situations where the center subject is
important.
CF, compact flash card. A (physically) small memory card that plugs into a digital
camera. Images taken by the camera are immediately saved on the card. The card
capacity can be up to 12 GB. Most current cameras use SD cards. (See also flash cards.)
Chroma. In a luminance-chrominance color space, a color is specified by one luminance
component (specifying the brightness of the color) and two chrominance components
specifying the color.
Chromatic aberration. A real lens focuses rays of di↵erent wavelengths into di↵erent
foci. This defect often results in color fringes around the image that is projected by the
lens.
CMOS (complementary metal-oxide-semiconductor). A semiconductor technol-
ogy used to fabricate image sensors. CMOS sensors require less power than CCDs, but
are less popular.
CMYK. The color space used in printers. It is based on Cyan, Magenta, Yellow, and
blacK. In theory, mixing equal amounts of cyan, magenta, and yellow should produce
black, but in practice such a mixture results in very dark brown, because of impurities
in the ink pigments. This is why black ink in needed in inkjet printers.
Color depth. See Bit depth.
Color space. A way to describe a color by three numbers. They can be the intensities of
three primary colors, but they can also be quantities such as luminance and chrominance.
Color temperature. When an iron bar is heated to high temperatures, it emits colors
that vary from dark red to white as the temperature rises (Figure B.2). Thus, colors
can be assigned temperature values in Kelvin.
Coma. The image of a point should be a point, but coma aberration in lenses causes
the image of a point located o↵ the lens axis to become a dash or to be shaped like a
comet.
Compact flash. See CF.
Composition. Arranging elements in the scene such that the resulting picture is pleas-
ing to the eye. Image composition is the artistic side of photography.



1134 Glossary of Photographic Terms

Figure B.2: Color Temperatures.

Compression. Images created by current, large-capacity cameras are very large, so
digital cameras compress their images to save space on the memory card. Compact
cameras normally save only the compressed file, while high-end cameras can save either
or both the raw and the compressed files for each image.
Continuous autofocus. The autofocus system works continuously to focus the scene.
This is useful when the subject moves and cannot be controlled (such as an animal, a
child, or a toy car).
Contrast. A measure of the di↵erence between the brightest and darkest parts of an
image.
Cropping. Selecting part of an image and deleting the rest. Cropping is an important
tool of image composition.
Curvature of field. Imagine a plane perpendicular to the lens axis. Ideally, all objects
on this plane should appear sharp and focused on the focus plane, but in fact they are
focused on a curved plane. The resulting image su↵ers from curvature-of-field aberration.
Dark frame. A noise reduction process where the camera takes a long exposure shot
followed by an exposure of a black frame. The black frame helps to detect any image
noise which is then electronically removed from the original image. (See also Image
noise.)
Darkroom. A location used for processing (developing and printing) film and for load-
ing and unloading film and film holders. The darkroom doesn’t have to be completely
dark, which would make it impossible to work, but can be illuminated by a color to
which the film is not sensitive.

Buried in the darkroom at the rear of his Castle Street studio he [Henry Coghlan] could
work miracles on the least likely subjects by skilled manipulation of matt varnish,
finely powdered black lead, alcohol, ammonia, and a penknife.

—Jessica Sterling, Whatever Happened to Molly Bloom?, 2015.

DC. Direct current, where the voltage is constant. Battery power is the best example
of DC.
Dedicated flash. An electronic flash unit designed for a specific make or model of a
camera.
Depth of field. The depth of that part of the scene that appears to be in focus.
Anything closer or farther away looks blurry.
Diaphragm. An iris-like device inside the lens that can vary the e↵ective diameter of
the lens. A typical diaphragm consists of five or six overlapping blades that swing and



B Glossary of Photographic Terms 1135

cover more and more lens area. The e↵ective diameter of the diaphragm is the aperture;
an important quantity that controls the amount of light reaching the image sensor.
Di↵raction. The apparent bending of light waves around small obstacles and the
spreading out of waves past small openings.
Di↵use lighting. Light with low contrast. Examples are (1) a cloudy day and (2) light
reflected from a bright surface.
Digital film. The flash memory cards where digital images are saved. (See also Flash
memory.)
Digital zoom. A zoom done by software in the camera. The software selects an area
around the center of the image and magnifies it by interpolating pixels. The results are
often disappointing because enlarging an image cannot add any small details missing in
the original, but camera makers implement digital zoom as a marketing feature because
of competition. (See also magnifying.)
Digitization. The process of converting analog data into digital. Images, sound, and
video are routinely digitized and then stored, edited, and replayed by computers.
Distortion. A lens su↵ering from this defect projects a rectangle into a barrel or a pin
cushion. (See also “barrel” and “pincushion.”)
Download. Transfer images from the camera to a computer. This is often done via a
USB cable, but can also be done without a cable via Bluetooth, WiFi, or infrared.
DPI. Dots per inch. A convenient unit used to describe the resolution of a monitor or
a printer.
DSLR. Digital single-lens reflex (SLR).
DSLM. Digital single-lens mirrorless.
Dynamic range. A measure of the di↵erence between the brightest and darkest parts
of an image. More precisely, a dynamic range is defined as the ratio of the brightest
to the darkest elements of the subject, measured in brightness levels. Like many other
definitions in the field of photography, there is no complete agreement and some experts
claim that only the important elements of the scene, those that matter to the pho-
tographer, should be considered in the ratio being measured. (See also high dynamic
range.)
E-TTL. Evaluative through the lens, an exposure system by Canon. In order to compute
the correct exposure, a brief pre-flash is fired before the main flash.
Element (of a lens). The simplest part of a compound lens.
EV. Exposure value. Setting the camera to override the auto exposure system to under-
or over-expose the image. (See also exposure compensation.)
EXIF. Exchangeable image file format. EXIF, (Section 2.13.3) is useful information
about the date, camera model, and exposure that is generated and saved with each
image. EXIF is an example of metadata (data about data).
Exposure. Amount of light that hits the image sensor or film. It is controlled by the
aperture, shutter speed, and ISO.
Exposure bracketing. A mode where the camera shoots several (often three or five)
images while varying the exposure up or down for each shot. (See also auto exposure
bracketing and high dynamic range.)
Exposure compensation. See EV.
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Exposure delay mode. A mode found in some DSLRs to reduce vibrations during a
shot. The idea is to delay opening the shutter until about half a second after the mirror
has been raised. This is similar to mirror lockup, where the user controls the delay. (See
also mirror lockup.)
Exposure meter. See light meter.
F-Stop. The focal length of a lens divided by its e↵ective diameter. A small f/stop
value, such as f/2.8 indicates a large opening, while f/16 corresponds to a small opening.
File. Data that is organized as a single unit and is identified by a filename. It can
be a document (often in text, pdf, or PostScript formats), still image, audio, video, an
application, or any other type of data.
Fill-in flash. A shot taken with bright light, where the flash is used to illuminate those
parts of the subject that happen to be in dark.
Film speed or ISO. An international standard that assigns a linear scale to film or
image sensor sensitivities. The higher the ISO number, the more sensitive the sensor,
but very sensitive sensors result in grainy images.
Filter. A disk of glass or plastic mounted over the lens to emphasize, eliminate, or
change certain attributes of the light reaching the camera.
Fisheye lens. An ultra-wide-angle lens covering a 180� field of view. The image
produced can be rectangular or circular.
Fixed-focus lens. A lens that is set for a fixed subject distance and cannot be focused.
Flare. An artifact in an image as a result of light reflections from the diaphragm, the
various elements of a compound lens, or from other parts of the lens. (See also lens
hood.)
Flash. An artificial source of light. Today’s flash units are electronic, but in the early
days of photography, a flash burned a piece of magnesium to create a bright, brief pulse
of light.
Flash card. A removable storage device where the camera stores its image files. Current
flash cards have large capacities (at least dozens of Gbytes), low prices per a Mbyte of
storage, and small physical size. There are quite a few types of flash cards, but it seems
that the SD card is fast becoming the De Facto standard. (See SD, secure digital.)
Flash exposure bracketing. The camera shoots several times in quick succession with
di↵erent amounts of light from its flash. (See also bracketing.)
Flash memory. See digital film.
Flash synchronization. Firing of the flash must be synchronized with the opening
of the shutter. There are two types of synchronization, front (or first) curtain and rear
(or second) curtain. The former fires the flash at the start of the exposure, while the
latter fires it at the end of the exposure. (See also Front-Curtain Sync and Rear-Curtain
Sync.)
Focal length. The distance between the lens and its focus point.
Focus. The focus point of a lens is the point on the axis of the lens to which all the
rays of light that arrive parallel to the axis are sent. Focusing a lens is the operation of
adjusting it so that the subject appears sharp on the focusing plane (which is not the
same as the plane of the focus point).
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Focus assist. A small light source, visible or infrared, used to briefly light up the
subject to help the camera to autofocus in low light. (See also pre-flash.)
Focus lock. When the shutter release button is pressed halfway, the camera focuses
itself and meters the light. It is possible to tilt and pan the camera later in order to
reframe the subject, but as long as the button is half pressed, the focus and exposure
will be locked. (See also AE lock.)
Focus range. There is a limit to how close a lens can be focused. The focus range of
a lens may be from four inches to infinity, but extension tubes and close-up filters can
extend this range.
Frame. A picture in a strip of film.

The name of the game is to fill the frame.
—Unknown

Frame rate. The number of frames that are shot in video each second. A frame
rate of at least 24–30 frames per second is needed for a live action. Currently, some
vendors claim 120 or even 240 frames/second, but these high rates are achieved by pixel
interpolation, not by actual exposures.
Front-curtain sync. The flash fires just after the first (front) curtain of the shutter
begins to move. This feature can create a blur e↵ect when slow shutter speeds are used.
(See also Rear-Curtain Sync.)
Gamma. The photosites in an image sensor have a linear response to light. Similarly,
the LCDs in a monitor respond linearly to the voltage applied to them. The eye, however,
has a nonlinear response to light. When the intensity of the light that enters the eye
is multiplied 10,000 times, the response sent from the eye to the brain is multiplied by
a factor of only five or 10. There is therefore a need to transform the linear output I
of an image sensor to resemble the nonlinear response O of the eye. The simplest such
transform has the form O = I� , where � is a parameter whose value depends on the
optical system in question.
Gamma correction. A simple rule that transforms a linear quantity to a nonlinear
one and depends on a parameter �.
Gamut. A range. The color gamut of a medium or a device is the range of colors it can
capture or reproduce. The color gamut of the eye is very wide. Optical devices such as
cameras, printers, and monitors have narrower gamuts.
Gigabyte (GB). A gigabyte is a convenient measure of computer memory or disk space.
Giga (from gigantic) can be defined either decimally or binary. A decimal giga equals
109 = 1,000,000,000, while a binary giga is the slightly greater 230 = 1,073,741,824. A
similar quantity is mega, which can be either 106 or 220.
Graininess. The granular appearance of an image, negative, print, or slide. Figure B.3
illustrates the “before and after” e↵ects of graininess.
Gray card (18% card). A card made of plastic or cardboard that reflects 18% of the
light falling on it. It is used to manually set an accurate white balance.
Gray level. A number representing the brightness of a pixel, which varies from black
(zero) to white (one).
Grayscale. The opposite of a gray level. A number representing a shade of gray from
white (zero) to black (one).
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Figure B.3: Graininess, Before and After.
(Image courtesy of Dan / FreeDigitalPhotos.net.)

Halftone image. A grayscale image displayed on a monochrome monitor or printed in
black-and-white. A gray dot in a halftone image consists of a group of pixels, some of
which are black and the rest are white.
High dynamic range (HDR). Imagine a scene that had tremendously bright areas
and also deep, dark, shadowy regions. It has a brightness range that is beyond what our
camera can capture. Any picture taken of such a scene would be exposed properly only
for some of these areas. In order to arrive at a picture where all areas, bright and dark,
are properly exposed, the camera must perform an exposure bracketing, a quick burst
of three or five images with varying exposures (a tripod is recommended). The images
are later combined by software into a single image where all regions, bright and dark,
are properly exposed and feature maximum detail. (See dynamic range and exposure
bracketing.)
Highlight. A reflection of the light source from a shiny surface. Highlights have the
color of the light source, whereas other reflections have the color of the reflecting surface.
Histogram. A graph that displays the number of pixels of each grayscale or color. It
is a graphical representation of the distribution of data.
Hot shoe. A flash connector (normally located on the top of the camera) that makes
it easy to attach an external flash and trigger it in sync with the camera’s shutter. (See
also accessory shoe.)
Hue. A component of certain color spaces. Hue specifies the color such as red or blue,
while the two other color components indicate color attributes such as brightness or
saturation.
ICC color profile. A set of data that characterizes a color device (such as a dis-
play monitor or a printer-paper combination) or a color space, according to standards
promulgated by the international color consortium (ICC).
Image. A digital image is a rectangle with rows and columns of small dots called pixels.
Image noise. Random luminosity variations between neighboring pixels. (See also
Noise.)
Image resolution. (1) The sizes of the rows and columns of the image. (2) The density
of pixels; the number of pixels per unit length of the image.
Image sensor. A semiconductor device (CCD or CMOS) that converts light into pixel
data. (See also CCD, CMOS.)
Image stabilization (IS). Canon’s image stabilization method, a technology that nul-
lifies lens movements by rapidly moving internal lens elements in the opposite direction.
(See also vibration reduction, VR.)
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Interchangeable lens. A lens that can be removed and replaced.
Interlaced. A monitor that displays data by first displaying the odd-numbered scan
lines, and then displaying the even-numbered scan lines.
Intervalometer. A device that can trigger the shutter release at time intervals selected
by the user. This is a must for time-lapse photography.
Iris. See diaphragm.
IR. Infrared, a wide interval of the electromagnetic spectrum, with wavelengths ranging
from 0.74 micrometers to 300 micrometers.
ISO. See film speed.
JPEG. An important lossy image compression algorithm. It works by transforming
the image pixels from their original representation (where they are correlated) to a
representation where they are decorrelated. The transform at the heart of JPEG is
called the discrete cosine transform (DCT). JPEG is an acronym that stands for Joint
Photographic Experts Group.
JPEG2000. A more recent image compression method that is based on a wavelet
transform instead of the DCT.
Lag time. The time is takes the camera to focus itself, take the picture, process it,
and save it. This time creates a delay that may be annoying to the user. The time lag
varies significantly between camera models. It used to be the biggest drawback of digital
photography, but is fast becoming so short as to be virtually zero. The lag time is the
sum of the autofocus lag (the time it takes the camera to focus and meter the exposure
once the button is half pressed) and the shutter release time (the time it takes to open
the shutter, prepare the pixels, compress the image, and save it on the flash card).
Landscape mode. Holding the camera in its horizontal orientation where the width
of an image is greater than its height. The opposite is portrait mode.
LCD. An acronym that stands for liquid crystal display. An LCD crystal varies its
reflectivity when voltage is applied to it. LCDs are currently very popular in color
monitors, but such a monitor has to include its own light source, because LCDs, in
contrast with LEDs, do not generate light.
LED. An acronym that stands for light emitting diode. An LED is a semiconductor
device that converts electrical energy to light. LEDs are long lived. They are mostly
used as indicator lights but have recently been modified to replace our light bulbs.
Lens. An optical device that can bend and focus light.
Lens aberration. See aberration.
Lens hood. A simple device in the form of a cylinder, that attaches to the front of a
lens to prevent flares. (See also flare.)
Lens speed. A relative term indicating that a lens generally needs more time or less
time for an exposure (slow lens or fast lens, respectively).
Light meter. A device that converts light intensity to electrical voltage. It is used in
cameras to measure the amount of light available at the scene or at certain points in the
scene. (See also exposure meter.)
Macro photography (or macrophotography). Taking pictures, normally of small ob-
jects, at very short distances. The term “macro” comes from the Greek word for “large.”
This word is used because in macro photography, the size of the image on the sensor
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is life size or greater. Macro photography is di↵erent from macrography (the examina-
tion of an object with the naked eye) and from photomacrography (the photographic
reproduction of objects from life size to about 40 times that).
Magnifying. An algorithm to enlarge a digital image. Such algorithms work by inter-
polation. A new pixel in the enlarged image is created by computing interpolated values
(or weighted averages) of its near neighbors. Notice that if the original image is missing
a small detail, its enlargement would miss that detail as well; enlarging does not add
new details to an image. (See also digital zoom.)
Matrix (evaluative) metering. This is probably the most complex metering mode,
o↵ering the best exposure in most circumstances. The light meter uses several points
of the scene to compute an overall exposure value as a weighted average. The scene is
divided into a grid of zones which are metered and evaluated individually. The overall
exposure is the sum of the light intensities measured in the individual grid zones, each
multiplied by a weight. The light intensities measured in central zones are given more
weights, but the precise weights used are kept confidential by the camera manufacturer.
Megapixel. A measure of the capacity of an image sensor. A megapixel (MP) is one
million pixels. Sensors in current compact cameras are in the range of 12–16 MP, while
those in higher-end cameras reach 20–22 MP.
Memory stick. A general term that includes several types of flash memory cards.
Perhaps the one most deserving of the title “stick” is a device resembling a stick of
chewing gum, from Sony.

Everyone has a photographic memory, but not everyone has film.
—Unknown

Metering. Measuring the amount of light that enters the lens and calculating the
best exposure values (f-stop, shutter speed, and ISO) based on the metering mode.
Automatic exposure (AE) metering is a standard feature in all digital cameras and it
computes the correct exposure in most cases. (See also matrix metering, center-weighted
average metering, and spot metering.)
Mirror lockup (MLU). A feature found in many SLRs, where the mirror can be locked
in the up position to reduce vibrations when a picture is taken. (See also exposure delay
mode.)
Mirror slap. Vibrations caused by the mirror swinging up just before a picture is
taken.
Moiré. An interference pattern created, for example, when two grids are overlaid at a
small angle.
Monochrome. Literally one color. This refers to the foreground color in a two-color
device, such as black on a white background.
Monopod. A one-legged device (a simple version of a tripod) used to take a weight o↵
the hands of its user. Sometimes referred to as a unipod. (See also tripod.)
Multi-pattern metering. A light meter that uses several regions of the scene to
compute an overall exposure value as a weighted average.
Multi-point focusing. An autofocus system that uses several regions in the scene to
determine the correct focus.
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Multi-zone focusing. The autofocus system in the camera automatically determines
which zone in the scene (center, left, right, upper, or lower) to use for auto focusing.
There is no need to place the subject in the center of the viewfinder to obtain correct
focusing.
Nanometer (nm). 10�9 or one billionth of a meter. Wavelengths of visible light range
(approximately) from 400 to 700 nm.
Noise. Graininess or wrong pixels in the image. Noise occurs when shutter speeds are
long (in the range of 0.5 second or longer) or when high ISO values (from about 400)
are used. (See also Image noise.)
Optical viewfinder. An eye-level viewfinder.
Optical zoom. A zoom achieved by a zoom lens, in contrast to digital zoom, which is
done by software interpolating pixels.
Orientation sensor. A special sensor (not the image sensor) that senses whether the
camera is in portrait (for a vertical shot) or landscape (for a horizontal shot) orientation.
This sensor also directs the camera to display the image the right way when viewed later
on a monitor.
Overexposure. An image that appears too bright either because of a large aperture,
slow shutter speed, or large ISO.
Palette. The set of all available colors in a device. Displaying the palette allows the
user to choose a color. (See also gamut.)
Panning. Rotating your body left or right while holding the camera stable. This is
handy when shooting videos or panoramas.
Panorama. A series of overlapping images that are later stitched together by software
to create a picture wider than can be done in a single image. Many current compact
cameras include this software internally, making it easy to capture 180� panoramas,
either horizontal or vertical. (See also vertorama.)
Parallax. An e↵ect whereby the apparent position or direction of an object changes
when viewed from di↵erent locations. In many cameras, the viewfinder and the lens are
o↵set and therefore see di↵erent images. This e↵ect is noticeable with twin-lens reflex
cameras and in close-up photography.
Perspective. A method to render a three-dimensional object on a two-dimensional
surface such that image parts located away from the viewer seem small. One result of
perspective is that a group of parallel lines may seem to converge to a vanishing point.
Photomicrography. Taking photographs through a microscope. (See also micropho-
tography.)
Photosite. The area on an image sensor that corresponds to a single pixel.
Pin-cushioning. A geometric lens distortion, common with telephoto lenses. The
projected image puckers toward the center.
Pixel. The smallest unit of a digital image; a dot. In the computer, a pixel is stored
either as a single number (in a grayscale image) or as three numbers that specify the
intensities of the three components of the color of the pixel.
Pixelation or Pixelization. An e↵ect in digital images where a curved or angled line
or edge appears jagged.
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Polarizer. A filter (also termed a polarizing filter) for eliminating glare and reflections.
It is also commonly used to darken skies and increase the saturation of colors.
Point and shoot. A large class of simple, easy to use, mostly automatic cameras with
few user controls.
PPI. Pixels per inch. (See also DPI.)
Post processing. Image processing done in the computer, after the image has been
downloaded from the camera. Typical operations of image processing involve sharpening,
blurring, adjusting the brightness and contrast, and replacing colors.

⇧ Exercise B.1: Explain how Figure B.4 was taken.

Figure B.4: Perfect in Every Way.

Pre-flash. A small light source, visible or infrared, used to briefly light up the subject
before the main flash fires. (See also focus assist.)
Prime lens. A lens with a single focal length (i.e., not a zoom lens).
Printing. In the days of film photography, the term print meant a positive made on an
enlarger in a darkroom from a film negative. It was possible to enlarge a small 35 mm
negative to obtain a sharp print as big as 4⇥ 6 or even 8⇥ 10 inches. Today, the term
printing means to output an image file on a printer.
Program mode P. A semi-automatic mode on most high-end cameras. The camera
automatically sets the exposure, but the user still has some control over other features
such as the light metering mode, exposure compensation, white balance, drive mode
(single shot or continuous), self-timer, raw or jpeg output, and flash.
Rangefinder. A viewfinder that is separate from the lens. It is found in twin-lens reflex
cameras and in many small cameras. Its main drawback is parallax.
Raw file. An uncompressed image file. Higher-end cameras can output images in
either compressed (normally JPEG) or uncompressed (raw) formats. An image file in
raw format consists of three numbers per pixel, where each number is often 8, 12, or 16
bits. Raw files can get big. In a 16 MP camera, a raw file consists of 3⇥16 = 48 million
such numbers. This is why camera makers use raw files in various proprietary compressed
forms. Sections 2.13.1 and E.5 discuss the structure of such files.
Red-eye. An e↵ect caused by the flash light reflecting o↵ the retina at the back of
the eye. Cameras with a built-in flash su↵er from this e↵ect, which is why professional
photographers use an external flash unit located away from the camera. Image processing
software can often reduce the red-eye e↵ect.
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Red-eye reduction mode. A mode found in high-end flash units whereby a pre flash
or a series of low powered flashes are fired before the main flash. This causes the iris of
the eye to contract, so less light enters the eye, thereby reducing the red eye e↵ect.
Rear-curtain sync. The flash fires just before the second (rear) curtain of the shutter
begins to move. This feature can create a blur e↵ect when slow shutter speeds are used.
(See also front-curtain sync.)
Refractive index. The ratio of the velocity of light in a vacuum to that in a medium.
Remote release. A device (wired or wireless) to release the camera shutter remotely.
This is done either to eliminate vibrations as a result of pressing the shutter release
button or when the camera is operated remotely.
Resolution. This term refers both to the capacity of the image sensor and to the
density of pixels. Thus, we say that a certain camera has 12 MP resolution, but we can
also say that the resolution of a certain optical device is so many pixels per mm or per
inch (DPI).
Retouching. Altering a negative in a darkroom while and after it is developed, but
before it is printed. In the digital age, the term post-processing is used instead of
retouching. A digital image is post-processed in a computer. Both retouching and post-
processing can alter tones of highlights, shadows, and other details, or remove blemishes.
RGB (red, green, and blue). A common set of primary colors (a group of colors
from which many other colors can be obtained by mixing). The RGB colors are mixed
by adding them, while CMYK are mixed by subtracting colors.
Saturation. The degree to which a color is undiluted by white. Maximum saturation
corresponds to pure hue; there is no white. Low saturation causes a color to lose its
identity and become dark. A color with no saturation becomes a shade of grey (the
precise shade depends on value, which is another parameter of the color space).
Scanner. A device, similar to a copy machine, that converts documents into digital
form. The document in e↵ect becomes a digital image.
Scene modes. Most current compact cameras have a scene mode, where the user can
select a scene such as portrait, infant, night portrait, night scene, backlight portrait,
backlight, landscape, macro, spotlight, or low light. The computer in the camera is
programmed to set the exposure correctly for each type of scene.
SD (Secure Digital). A flash memory card used in most current cameras. The term
Secure means (1) use of nonvolatile memory, (2) ability to password-protect the card to
prevent either reading or writing, and (3) support for Content Protection for Recordable
Media (CPRM or CPPM). It is possible to transfer images from an SD card inside the
camera directly to a computer, but it is recommended to take out the card, place it in a
card reader, plug the reader into the computer, and then transfer the image files. This
is because the camera’s battery may run out during the transfer, which may damage
the SD card. Also, it is best to format such a card inside the camera, rather than in
the computer, and it is better to reformat the card instead of simply erasing its content.
(See also CF, Compact flash card.)

⇧ Exercise B.2: What are the main features of a media card (or memory stick)?

Self timer. A built-in timer that operates the shutter after a preset time delay (normally
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up to 10 seconds). A long delay allows the photographer to join in the picture. A short
delay is handy for shooting without touching the camera.
Semi-automatic iris. A diaphragm mechanism that closes down for the shot, but then
must be manually re-opened to full aperture.
Sepia. A brownish e↵ect that simulates the appearance of old photographs. It can be
achieved either as a special image e↵ect built into the camera or by image processing
software.
Sharpening. An algorithm that increases the di↵erence between the two sides of every
edge in an image. It creates the illusion of a sharper image.
Sharpness. The ability of a lens to render fine detail clearly. The sharpness of a lens
depends on the contrast and resolution, and varies with the f-stop. Maximum sharpness
is often obtained at the middle apertures.
Shutter. That part of the camera that opens and closes to let light from the lens
arrive at the image sensor. Both electronic and mechanical shutters are used in current
cameras.
Shutter lag. The time between half-pressing the shutter-release button and the cam-
era being ready for the next image. The first part of the shutter delay is devoted to
computing the exposure, setting the white balance, and focusing the lens. In the second
part of the delay, the camera takes the shot, computes the intensity and color of every
pixel, saves the pixels, compresses them, and writes the final image file on the mem-
ory card. Small, cheap compacts sometimes have shutter delays of 1–2 seconds, which
annoys many users.
Shutter priority. The user chooses a shutter speed, and the aperture and ISO are
automatically determined by the camera depending on the lighting conditions. This
mode is handy to control motion capture. A fast shutter speed freezes fast action,
whereas a slow shutter speed blurs a fast moving subject.
Skylight filter. An ultra violet-absorbing filter that reduces the appearance of blue in
outdoor photographs.
Slow sync. A special flash mode where the shutter opens for a long period and the
flash is fired just before the shutter closes or just after it opens. This mode is useful in
cases where we want to illuminate a foreground subject (such as a person), and make
sure that a dark background (distant street lights or a building at night) would also be
bright.
SLR (single lens reflex). A popular type of camera where the viewfinder sees through
the lens by way of a 45�-angled mirror. The mirror swings up when the shutter is released
to allow the light to hit the image sensor. The main advantage of SLRs is no parallax,
while the drawback is vibrations caused by the quick mirror movements.
Soft focus. A slightly blurred image, obtained by a special lens or by a filter.
Soft lighting. Lighting with low contrast, such as on an overcast day.
Spherical aberration. A spherical lens (one whose sides are sections of spheres) is
easy to make, but is far from ideal. It bends rays of lights to di↵erent foci, depending
on how far from the lens center a ray is (Figure B.1). The resulting image su↵ers from
spherical aberration.
Spot metering. Setting the light meter to measure only a very small area in the center
of the image. The remainder of the scene is ignored. This type of metering is useful
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for brightly backlit subjects and for subjects that are surrounded by bright areas or by
dark areas. This type is also commonly used for macro photography and moon shots.
Stitching. Combining a set of overlapping images to form a wider, panoramic image.
This is done by editing software located either in the camera (while the images are taken)
or later in a computer. (See also panorama.)
T (shutter setting). In the T (time) shutter setting, the first shutter-release press
opens the shutter and the next press closes it. This is handy for very long shots. In
German-made cameras, Z (for zeit) is sometimes used instead of T. (See also B (bulb).)
Telephoto. A lens with large focal length (any 35 mm equivalent that is greater than
about 50 mm). This results in a narrow angle of view and has the e↵ect of bringing
distant objects closer, as in a telescope.
TFT (thin film transistor). A type of color LCD monitor.
Through-the-lens focusing. The same lens is used for focusing, viewing, and taking
pictures.
Through-the-lens metering. The light meter receives light from the lens, not di-
rectly from the outside. Thus, the light is taken from the actual image about to be
photographed, and not from the entire scene outside the camera. This di↵erence is
especially important when using a telephoto lens.
Thumbnail. A small, low resolution version of an image. Thumbnails are used for
quick identification or editing.
Time-lapse. Shooting a series of images at preset intervals. Often controlled by an
intervalometer. (See also intervalometer.)
Tripod. A three-legged supporting device mainly used to hold the camera steady.
Another important use of a tripod is to enable the photographer to take slow shots in
low-light situations or for artistic purposes. Notice that a monopod, which looks like a
single-legged tripod, has a di↵erent function. It is used to take the weight of the camera
or other equipment o↵ the hands of the photographer. (See also monopod.)
Tungsten light. Light from an incandescent, as opposed to fluorescent, fixture. Images
produced with tungsten light tend to be extremely warm.
Underexposure. Setting the exposure for insu�cient light in order to produce a dark
image. (See also overexposure.)
Unipod. See monopod.
USB (universal serial bus). A standard interface between computers and other
devices. The data is transferred serially, one bit at a time, and the current (2019)
version is USB 3.
UV filter. A filter made from ultra violet-absorbing material. In outdoor photography
this filter absorbs some of the extra blue and creates a realistic e↵ect.
Value (of color). A parameter of some color spaces. A color with low value loses its
identity (hue) and becomes white. Maximum value corresponds to pure hue. (See also
saturation.)
Vertorama. A vertical panorama. (See also panorama.)
VGA (Video Graphics Array). Image resolution of 640⇥ 480 pixels.
Vibration reduction (VR). A term used by Nikon for its image stabilizers. (See also
image stabilization, IS.)
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Viewfinder. The eye-level optical device used by the photographer to compose the
image.
Vignette, vignetting. A phenomenon where the edges or corners of an image appear
dark. Figure B.5 shows examples of normal and inverse vignettes.

Figure B.5: Vignetting E↵ects.

White balance. The process of adjusting the brightness of the red, green, and blue
components, so that the brightest spot in the image appears white. (See also AWB.)
Wide angle. A focal length that produces a wide angle of view. The 35 mm focal
length equivalent of a wide-angle lens is less than about 40 mm. (See also telephoto.)
XGA. Image resolution of 1,024⇥ 768 pixels.
Zoom lens. A lens with a range of focal lengths. (See also prime lens.)

Anyone who is too lazy to master the comparatively small
glossary necessary to understand Chaucer deserves to
be shut out from the reading of good books forever.

—Ezra Pound.



C
Compact Cameras
Feature Guide

One of the chief goals of this book is to convince the reader that compact cameras
produce excellent pictures and are all that is needed in most photographic situations.
Convinced? Then you may be, now or later, looking for such a camera, and this appendix
is here to help you. It tries to educate a potential buyer in what to look for in a compact.
Notice that the art of producing cameras develops rapidly and much progress is made
each year, which is why the material found here is short lived. It is current as of late
2012, but is expected to become obsolete in a few short years.

Current compact cameras feature a vast array of choices and options. They range
from basic, inexpensive point-and-shoot boxes that cost less than $100 to sophisticated
devices that cost upward of $600. Thus, as a buyer, you should become familiar with
the most important features that may be available in these cameras and decide which
features are important to you based on your personal needs and the depth of your
pockets. Each new camera is advertised by its maker, but it takes practice and experience
to know which specifications are important and how to read between the lines of camera
announcements and reviews.

Before reading ahead, it helps to understand how a new camera comes to market.
The process often starts with the sales and marketing department of the camera maker.
The sales people look around at competitors’ products and decide that they should
come up with a competing camera. They first decide on the final price (which should
be competitive, but not much lower than that of existing competing cameras), and then
prepare a list of features they would like to see in the new camera. The price and list
are sent to the engineering department where they serve as guidelines to the designers.
The designers try to include all the requested features in the new camera at the planned
price, but sometimes they have to compromise. They either have to drop certain features
or, more likely, they end up with a slow camera, slower than was hoped for.
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Once the prototype is ready, it is back to the marketing department, where the
new product is announced to the public, but without mentioning any compromises, low
speed, or any other drawbacks. This is why it is important to read this appendix, and
then read the results of independent reviews before actually buying a new camera.

C.1 Good and Bad

Before getting to the features, the following points, suggested by my own personal ex-
perience with compacts (combined with other owners’ experiences) should be noted:

Compacts are best suited for portraits, landscapes, and occasional travel and vaca-
tion snapshots. They are not the best tool for wedding and action photography, such as
sports and shooting animals.

The chief advantages of compacts are obvious. They are small, lightweight, easily
a↵ordable, and automatic. In addition, they are capable of recording videos, which
is a big plus for many users. However, these cameras also have drawbacks, the most
important of which are the following: (1) Shutter lag. It may take up to 1–2 seconds
for the camera to focus, meter the light—set its aperture, speed, and ISO—open and
close the shutter, and finally prepare and save the image file. (2) A small, built-in flash
that cannot be moved away from the camera. (3) The LCD screen that also acts as
viewfinder and may be di�cult to see in bright light. In addition, the video feature of
compact cameras often cannot zoom and cannot refocus while a video is shot, leading
to blurry sections of video.

C.2 Main Features

We now proceed with the main features any compact camera buyer should study and
consider carefully. These features are arranged roughly in order of importance, but their
importance is relative to your personal needs. The last feature in this list may be the
most important one to you, so read carefully.

Resolution, does it matter?

Just five years ago, compact cameras had image sensors with 5–7 megapixels, but
today’s (in 2012–2013) compacts boast pixel resolutions (actually, pixel capacities) of
12–16 megapixels. It is easy to show that such capacities are generally too high and do
not meaningfully contribute to the quality of the camera and the pictures. The largest
picture that an amateur photographer (or, equivalently, a home user) is likely to print
is a complete sheet of paper. In the United States, this would be letter paper, whose
dimensions are 8.5⇥ 11 inches, resulting in an area of 92.5 square inches.

Long experience with scanners and printers indicates that a resolution of 300 dpi
(dots per inch) is su�cient for high-quality color prints. An image, especially a color
image, is said to have noise in the sense that the eye cannot follow (and neither can
the brain memorize) the precise color of every pixel. This is why the relatively low
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resolution of 300 dpi is enough for color images. A picture with text (especially text in
large fonts, in complex scripts such as Chinese, and text that is going to be converted
by OCR from pixels to ASCII or Unicode) is di↵erent. It has low image noise and it
requires higher-resolution printing, but we assume that a home user normally shoots
images without text.

A print resolution of 300 dpi translates to 3002 = 90,000 pixels per square inch, or
8.325 megapixels per page. Often, a casual user prints 8 ⇥ 10 inch images, for which
only 7.2 megapixels are needed. Even better, many home photographers upload their
pictures to the Web at resolutions of about 100 dpi, thereby requiring even fewer pixels.
Thus, today’s high pixel capacities are mostly a selling feature. They become useful only
when we try to print an image of text or a large poster (but printers for large formats
are very expensive and are rarely seen at homes).

On the other hand, there is a noticeable di↵erence between low and high pixel
resolutions when an image is scaled to large dimensions, especially when the picture
was originally shot at high ISO values. Thus, those who shoot large panoramas or any
images destined to be projected on a large display, should use higher-resolution cameras.

There is, however, a practical, subtle reason for buying an expensive camera with
many pixels. With such a camera, it is possible to always use a wide-angle lens and crop
every image, leaving only the relevant parts. A wide-angle lens covers a wide scene, so
we can be certain that the relevant subject is included in the resulting image. Once the
image is cropped to remove irrelevant details and leave just the important subject, the
resulting small image may still have enough pixels so it can be enlarged and printed in
high resolution. The advantage is that only one lens is needed, so even if the camera
itself is expensive, money (as well as bulk and weight in the camera bag) is saved on
lenses.

Talking about camera bags, a common question in many photography websites is:
what kind of camera should I buy? I once saw an answer that went like this, go to several
photo stores and check their camera bags. Select the bag you feel most comfortable with
and then select a camera that would fit, with 3–4 lenses, in that bag. An interesting
idea!

Page 344 shows that a typical photosite size in current image sensors is 6 µ (where
µ, a micron, equals 10�6 m). It seems that 3 µ is currently the smallest size where
photosites can still be expected to deliver a good quality image. Assuming photosites of
this size, Table C.1 lists sensor resolutions for several sensor types and sizes.

Sensor Sensor Res. Sensor Sensor Res.
type size MP type size MP
35 mm (24⇥ 36) 96 2/3” (8.8⇥ 6.6) 6
APS-C (22⇥ 15) 37 1/1.8” (7.2⇥ 5.3) 4
4/3” (18⇥ 13.5) 27 1/2.5” (5.8⇥ 4.3) 2.7

Table C.1: Sensor Resolutions for 3 µm Photosites.

⇧ Exercise C.1: The Nikon D800 has a full-frame sensor with 36.3 Mpixels. The Nokia
Lumia 1020 mobile telephone has a 1/1.2-inch 41.3 Mpixel sensor. Find the precise
sensor specifications for these cameras and calculate their photosite sizes.
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Zoom range

We start with a disclaimer. The zoom ranges discussed here apply only to optical
zoom (which is done by the lens). Many cameras boast a wide zoom range that they
obtain with digital zoom (which is done by software), but long experience indicates that
digital zooms result in low-quality, pixelated images.

Isn’t it strange that “pixelated” doesn’t mean “having the most pixels?”

Zoom lenses used to be big, heavy, expensive, and not very accurate (meaning, they
had to be refocused whenever zoomed). Today, they are small, powerful, and reliable.
The zoom range is specified as zx, where z is a number. Thus, a zoom range of 4x
implies that the longest focal length is four times the shortest focal length of the lens.
Two zoom lenses with focal lengths 25–100 mm and 35–140 mm have the same zoom
range of 4x, but the former is preferable, because short focal lengths generate wide-angle
views which are generally considered more common and versatile than telephoto views.

Zoom ranges of 5–10x are common in current compact cameras, with more and more
cameras boasting ranges around 30x. However, the wider the zoom range, the longer
the lens and the thicker the camera. The lens itself displays its longest and shortest
focal lengths, but these are confusing because their performance depends on the size of
the image sensor. This is why the 35 mm equivalent zoom range, and not the actual
zoom range, is always specified by the camera maker. This term is useful because those
experienced with interchangeable lenses are generally familiar with the 35 mm standard.

Thus, a lens may have a 5x zoom range of 15.6–78 mm, but if the crop factor of
the camera (the diagonal of a full frame sensor divided by the diagonal of the camera’s
sensor) is, say, 1.6, then the 35 mm equivalent zoom range of the lens is 25–125 mm,
still a 5x range, but expressed in the familiar 35 mm units.

A wide zoom range is certainly useful. With a really large range, there may never
be a need for interchangeable lenses. Thus, we may expect wonders in this area within
a few years. Today, however, a buyer must weigh the usefulness of a wide zoom range
with the extra size, bulk, and cost of the camera.

Shutter lag

You press the shutter-release button half way and the camera focuses
itself and meters the light. This takes time, time that we may term pre-
shutter delay. You press the release all the way and the camera takes
the picture, compresses it, and saves it. However, it takes the camera
time (post-shutter delay) to convert the analog readings of the pixels in the sensor to
numbers, then assign a color to each number, display the image on the LCD screen, and
finally compress the image and write it on the flash-memory card. The sum of pre- and
post-shutter delays is referred to as the shutter lag and has long been a cause of concern
and annoyance to users of compact cameras. (Strictly speaking, shutter lag is the time
interval from pressing the shutter release to the actual opening of the shutter, but this
time is very short and is a part of the post-shutter delay.) Once the shutter lag is over,
the camera is ready to take the next picture.

Camera makers have long realized that shutter lags of 1–2 seconds or longer are very
annoying to users, who then consider such a camera too slow and disappointing. As a
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result, engineers were put to work on this problem, and shutter lags have diminished
considerably in recent years. Some makers even brag of shutter lags as short as 0.2 s,
which for practical purposes are near instantaneous. Naturally, cameras with short
shutter delays are more expensive. (As a joke we may claim that the speed of a digital
camera depends mostly on one feature, its price.)

In practice, a large part of the shutter delay may be caused by a slow flash memory
card. This is especially noticeable when taking pictures in a raw format, where the
output files tend to be large (more than 20 MB for a 16 Mp camera). Thus, a camera
can be speeded up, sometimes considerably, by simply using a fast card. When using
SD cards, class 10 is considered su�ciently fast and is recommended.

Naturally, night and low light photography requires longer exposures, but this can-
not be blamed on the camera and is not part of the shutter lag.

Scene selection

Today’s compacts come with a large variety of features, most of which are useful
(or can be, if you know how to use them). We discuss the most useful features.

Portrait mode. Useful for taking portraits, but even more useful when you want
a shallow depth-of-field (DOF), because this mode sets the camera to a wide aperture
(usually the widest aperture).

Landscape mode. Similarly, the landscape mode is useful for shooting landscapes,
but is even more useful in cases where the user wants a large DOF, as this mode selects
the smallest possible aperture.

Sport mode. The camera selects fast shutter speed, so this mode may be useful to
freeze action, not just in sport.

Night mode. This mode is certainly useful for night and low light shooting, but
also for other situations where slow shutter speed is called for. The flash will fire in
this mode, but if it is not needed, it can be covered with a tape. The fireworks mode,
commonly found in compacts, also o↵ers a slow shutter speed.

HDR (high dynamic range). HDR is a measure of the lightest to the darkest tones
in an image. In the HDR mode, the camera takes three or five pictures at di↵erent
aperture settings. The sharpest parts of each picture are then combined to create one
image where both bright and dark areas are detailed and sharp. Not many compacts
o↵er this useful mode.

Black and white. This mode skips the step where the camera assigns a color to
every pixel. The value of a pixel becomes a grayscale; it indicates the percentage of
gray of the pixel. This mode is not recommended, because it is better to take a color
picture and then convert it to black-and-white (more accurately, grayscale) with image
processing software outside the camera. Such conversion can be done in di↵erent ways,
and the original color image is always available.

Battery issues
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The last few decades have witnessed an explosive growth in the field of electronics.
Computers, cameras, music players, smart telephones, tablets, ebook readers, and many
other useful devices and gadgets have become more powerful and sophisticated, while
prices have been tumbling steadily down. Unfortunately, all these devices have to be
powered and batteries are still the only practical source of electrical power. Progress
in battery design has been disappointing; today’s batteries are better than those of a
decade ago, but they still don’t carry much energy and do not last very long.

The main issue with batteries is the need for charging, and the next important issue
is their short life. A battery in a compact camera must be small, so it needs frequent
charging. It may last for hundreds of charges, but must eventually be replaced. Lithium
ion batteries seem to have solved these issues. They pack much energy and can be
recharged again and again, seemingly forever. Another approach to battery issues is
a camera that uses the common AA- or AAA-size alkaline batteries. These batteries
are cheap, are available practically anywhere in the world, and can be rechargeable or
non-rechargeable. If your camera requires more power and the batteries drain quickly,
try eneloop batteries. They are more expensive than other rechargeable AA or AAA
batteries, but they store much more energy.

Size and weight

The career of a photographer often proceeds like this. When young, he starts with
a small camera, then “graduates” to a large SLR, then buys wide-angle and telephoto
lenses, then experiments with zoom lenses, then gets a special bag for his equipment, then
continues with a flash (perhaps two), a tripod, an umbrella to di↵use the concentrated
light of the flash, and other accessories. Finally you may hear him say: “Will there be
anything important to shoot in this trip. Otherwise, I think I’ll leave my stu↵ at home.
It is simply too heavy. Perhaps I can take only my compact camera.” The following
similar claim is quoted verbatim “I previously owned a great DSLR, but I realized a
year ago that I wasn’t using it much because of size and weight, and so decided to get
a Sony compact.”

Never carry more equipment than you can run with.
—Ted Grant

Weight and bulk are important, especially when you are away from civilization,
trying to reach a remote location and having to carry heavy equipment under a burning
desert sun or in deep snow. Many a photographer eventually decide that the extra
features of a big, heavy camera are not worth the results, and they end up using their
small, lightweight camera more and more.

Today, all the major camera makers o↵er models that they designate ultra compact
(or subcompact). These models are extremely small, lightweight, and fit easily in a
pocket, yet have all the features found in their slightly bigger relatives. Those with large
hands sometimes find such a camera di�cult to hold and the controls too small for their
fingers, but this seems to be the only complaint. (But notice that subcompacts generally
cost more than compacts, just because of their small size, so they may not always be
the best choice.) Photographers who work under extreme conditions of temperature,
dampness, or vibrations may want to spend more and get a rugged model.
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What is a photography bu↵ (sometimes also referred to as shutterbug, lensman, afi-
cionado, enthusiast, devotee, but also as fanatic, freak, nut, and tragic) and what are
the symptoms of this a✏iction? A photography bu↵ is someone who carries his camera
everywhere. Takes pictures of mundane subjects in the hope that they would prove to
be masterpieces. Spends time at home watching his new images and trying to improve
them with software. Surfs photography websites to read the latest on equipment and
techniques. Always purchases the latest gizmo (camera, lens, filter, adapter, image
processing software, book). Are you such a bu↵?

Controls and LCD monitors

A compact camera has very little room for buttons, wheels, and other controls. The
controls are mostly in the back, but some (especially the shutter release) are on top of
the camera. In order to have a large LCD monitor in a small camera, the makers use
two techniques as follows: (1) The monitor is touch sensitive, thereby eliminating the
need for any controls in the back, and (2) the monitor displays much information, and
the controls (only a few are now needed) can scroll and select options on the monitor.
With these techniques, current cameras feature LCD monitors with diagonals of up to
4.5 inches, although a typical compact has a 2.5 to 3-inch monitor.

Because the monitor also serves as the viewfinder, it should be bright and the display
visible even in strong sunlight. The number of pixels on the monitor is also important.
About 250,000 is currently a typical value, but numbers close to a million are becoming
more common.

Sensor size

Currently (late 2012) compact cameras boast capacities of 12–16 megapixels, but
those small cameras have small image sensors. The dimensions of a typical sensor found
in a high-end compact camera (the so-called type 1/1.6”) may be 8.08 ⇥ 6.01 mm, for
a total surface area of 48.56mm2 and a diagonal of 10.97 mm. Packing 12 megapixels
in such a small sensor results in a pixel area of 0.000004mm2. Such an area is submi-
croscopic, so if we think of a pixel as a bucket in which electrons are collected, it is a
very small bucket indeed and may easily overflow. (The minimum signal in a photosite
is the smallest number of electrons that can be distinguished from noise. The maximum
signal is just below that electric charge that would cause the photosite to saturate and
overflow.) This is why cameras with large sensors are generally considered better even
if their overall pixel capacity is not the highest. Is it worth it to spend the extra money
and buy such a camera? My experience indicates that today’s compacts are su�cient
for the need and requirements of the typical home and amateur photographer, and a
camera with a large sensor can make a di↵erence only if very large prints are required
or if the pictures are taken under extreme lighting conditions.

When a new camera is announced, the maker advertises, among other features, the
type of sensor. The type (this was originally termed “format”) is simply 1.5 times the
approximate size of the diagonal of the sensor (this tradition goes back to the early
days of video cameras). Thus, a sensor of type 1/1.6-inch, should have a diagonal
of (2/3)(1/1.6) = 0.67 ⇥ 0.625 = 0.41875 inch or 10.26 mm. Similarly, a 1-inch sensor



1154 C.2 Main Features

should have a diagonal of 0.67⇥1 = 0.67 inch or 16.4 mm. However, critics and reviewers
who have taken apart cameras and actually measured many inner dimensions claim that
the sensor sizes they measured were often much smaller than what the camera makers
published, sometimes about one-third smaller. As a result, the term “type” rather than
“format” is applied to what the camera makers publish.

Here is some information on how sizes and dimensions of im-
age sensors are specified and how the much-misunderstood term
“crop factor” (CF) is defined. An image sensor is a rectangle,
so the best way to indicate its size is to specify its width and
height (preferably in mm). However, sensor and camera makers
often tell us only the size of the diagonal, and this is ambiguous, as the figure shows
(the two rectangles have the same diagonal). The old 35 mm film and camera stan-
dard ruled the photography field for many years and has a↵ected the way sensors’ sizes
and lens focal lengths are measured and specified today. A frame in 35 mm film had
a size of 36 ⇥ 24 mm (Figure Intro.14), which is why an image sensor of this size is
referred to as full frame. The area of such a sensor is 864mm2 and the diagonal size is
43.27 mm or 1.7 inches. The dimensions of the image sensors used in most 4/3 cameras
are 17.3⇥ 13 mm, so the surface area of these sensors is 225mm2 and the diagonal size
is 21.6 mm or 0.88 inches. The crop factor of an image sensor is defined as the ratio
CF = diag35mm/diagsensor, so the crop factor of a 4/3 camera sensor is 43.27/21.6 = 2.

In mid 2012, Sony announced the Cyber-shot DSC-RX100 compact camera. Among
its most striking features is a 20.2 megapixel, large, 1-inch-type image sensor. A close
look at the user’s manual reveals that the dimensions of this sensor are 13.2⇥ 8.8 mm,
corresponding to an area of 116.16mm2 (about 13.4% that of a full-frame sensor). The
diagonal is 15.86 mm, yielding a crop factor of 43.27/15.86 ⇡ 2.73.

⇧ Exercise C.2: The Sony RX100 is advertised as having a 1-inch-type sensor. Given
that its diagonal is 15.86 mm long, what is the precise type?

Flash

Almost all compacts come with a built-in flash, but this has two drawbacks, it is
small and it cannot be moved. The range of such a flash is typically 6–10 feet, which
makes it useful only for portraits and macro photography. Another problem is that a
flash in the camera casts a shadow right behind the subject and this shadow is often
very noticeable and annoying in the final picture.

In many situations it is better to have an external flash held (by someone or on a
tripod) on the side, so the shadow it casts would end up outside the picture. An external
flash is, of course, easy to buy, but how can it be triggered at the right moment? Today,
there are attachments that do just that. The attachment senses the light from the built-
in flash and triggers the external flash. No connections are needed between the camera
and external flash. Thus, even someone who takes pictures indoors and needs a flash
often, can obtain good results from a compact camera if an external flash is used.

WiFi connectivity
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For years, there were two ways of getting pictures out of a digital camera. Either
hook up the camera directly to a computer (usually with a USB cable, but sometimes
with an HDMI cable) or take out the flash memory card, plug it into a card reader, and
insert the card into the computer. Recently, a growing number of cameras boast WiFi
connectivity. The camera either works as a Bluetooth device or it senses a WiFi “hot
spot.” In either case, there is no need for cables. In my judgment, this feature is only
useful and is worth the extra price for those who share their images extensively on the
Web, in places such as Facebook or Flickr.

Here is a late 2012 comment from Amazon customer Peacefrog about the (then
new) Canon S110 compact “wireless setup is a monster nightmare that involves Canon
Gateway, registering, modifying your network settings and then just maybe it will work.”

A note. It is possible to have the best of both worlds (Wi-Fi and cable) with an
Eye-Fi card. This is an SD card that has a built-in wireless transmitter. With such
a card, your cheap camera suddenly feels like an expensive WiFi compact. A similar
option is the Toshiba FlashAir Wireless SD Card. This small card combines standard
SD Memory with a wireless LAN chip set and an antenna for wireless communications.

These cards are expensive; try to get one as a gift (just joking).

Focus assist

Old film cameras were either completely mechanical or had a simple (today we
would say, primitive) analog circuit that metered the light and indicated under- or
overexposure. Focusing was manual. Most digital cameras have automatic focusing
(AF) and this is especially true for compacts. Automatic focusing requires light, so
most compacts have a small light source that is used to illuminate the scene briefly, to
help the camera “see” when it focuses the lens. This focus assist feature works very
well, so it makes sense (especially for those shooting often in low light conditions) to
buy a camera that has it.

Common sense tells us that if there is not enough light to focus then there may
not be enough light to shoot. One solution is using the built-in flash, but more and
more current compacts have an intelligent mode which provides another solution. When
taking a picture in this mode in low light, the camera takes several quick shots at higher
and higher ISO settings in a fraction of a second, stores them in its internal memory
(not the flash card), and then combines them into a single image that is often so bright,
it is hard to believe that the scene was dark. Sony refers to this method as 6-image
layering and uses it to minimize or eliminate blur in situations where the camera or the
subject may move during a shot.

High-definition video

This book is about still photography and compact cameras, but these cameras are
also capable of video and are getting better at it all the time. Virtually all compacts can
shoot high-definition (HD) video, at least 720p (i.e., 1080 ⇥ 720 resolution, where “p”
stands for progressive, as opposed to interlaced) but often 1080p (1920⇥1080 progressive
scan). Because video in a compact camera is so prevalent, it does not increase the price
of the camera (simply because there are so few compacts without video). However, since
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the image sensor in a compact is physically small (implying that each pixel is so very
minute), the resulting video quality is not as good as that of a camcorder, and the audio
quality is even worse, because the microphone in a compact camera is very small. The
conclusion? If you shoot many videos and need high quality, get a dedicated camcorder.
Otherwise, make sure your compact camera has a large flash card (at least 16 GB and
preferably class 10).

There is no known cure for Gear Acquisition Syndrome (GAS).
—Anonymous.

C.3 Advanced Features

This section has short reviews of several advanced compact cameras that may be ideal
for professional photographers or anyone who makes heavy demands on his photographic
equipment and images.

Camera choice is a religion.
—Anonymous

The Nikon S800c. The field of electronics is progressing very rapidly. We used to
have paper books, now we have electronic books. We used to have telephones, now we
have smart phones. Televisions and tablets have also become smart, and now the age of
the smart camera has arrived. Here is a short review of the Nikon S800c, the first smart
camera. The S800c looks and feels like any other compact, but it is smart because it is
based on the open-source Android operating system. Thus, it can surf the Web and run
Android applications. It can communicate by WiFi and Bluetooth, and naturally it can
also take pictures. For example, if you are in an area lacking WiFi hot spots, you can
transfer your photos from the camera to your cell telephone, but only if this telephone
is also smart (meaning, it includes a computer and runs Android or a similar operating
system). With this camera on the market, we can soon expect many competitors.

The Canon PowerShot S110 isn’t smart, but is very powerful, which makes it a nat-
ural choice for professional photographers wanting to shed weight and carry a lightweight
camera. Here are its most important features. Images can be saved in 12-bit raw format,
a fast f/2 lens, a large 1/1.7-inch image sensor, focusing in just 0.2 seconds, 10-frames-
per-second burst mode—aperture priority, shutter priority, manual, and custom shooting
modes—1080p video, ISO values up to 12,800, six di↵erent image stabilization modes
(the proper mode is automatically selected depending on lighting and vibrations), and
built-in WiFi. However, the two favorites of many users are the control ring and the
touch screen.

The innovative control ring is located at the base of the lens barrel (it is found in
the entire Canon S line of cameras). It controls di↵erent functions depending on the
current shooting mode. It is also possible to assign this ring specific functions such as
white balance, exposure compensation, or ISO.

The touch screen does more than display choices and identify finger touches. It
responds to the familiar one- and two-finger touch operations, including spread and
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pinch (to change image magnification in playback), drag two fingers (to switch display),
operate the shutter button, and quickly select camera settings. The screen’s touch
sensitivity can be adjusted to personal preference. The very useful control ring can be
used in conjunction with the touch screen to easily access other actions and commands.

The price for all these wonderful features is, naturally, high. Currently, a new S110
sells for about $300–350, while a used one can be had for about $250.

The Sony Cyber-shot DSC-RX1. This is an extremely expensive compact camera
aimed at the very professional photographer. Its one and only selling point is image
quality. It delivers the best images of virtually any camera, large or small. To achieve
this, it has a 24.3 MP full-frame image sensor (in a compact body) and a 35 mm f/2 fast
lens. This combination results in images of unmatched sharpness, true color, and high
dynamic range that easily meet, and often exceed, what comes out of the best DSLRs.

Any su�ciently advanced bug is indistinguishable from a feature.

—Rich Kulawiec



D
Legal Issues

We live in the age of litigation, so it is important for anyone who takes pictures (i.e.,
anyone who is more than just the proud owner of a camera) to know something about
the legal issues involved in taking pictures. What can be freely photographed, what
requires permission, and what is strictly forbidden. What laws are designed to limit
the freedom of photographers and what laws permit them to take snapshots as well as
masterpieces of the photographic art.

A Warning. The material presented here is intended to teach photographers how
to recognize times, places, and situations where it is impermissible to take pictures.
Unfortunately, some readers may decide to break the laws protecting people, animals,
and objects from being photographed, by using a miniature or a spy camera. A few
such cameras are described in Section 3.17, but be warned that even though it is legal to
make and buy such a camera, it is still unlawful to use it to take illegal pictures. Using
advanced technology to behave badly is still bad behavior.

The following are just a few examples of what a photographer should know. Places,
public and private, where you can or cannot take pictures. Private situations where you
can assume that no one will take your picture. Objects, such as money bills and certain
documents of identification, that are illegal to photograph. Your rights to your images,
whether you are a professional or an amateur photographer, and how to enforce those
rights. Clearly, such topics may be crucial to your career as a photographer and may
help you avoid unnecessary and expensive law suits. Lawyers and judges have long ago
discovered that people sue more because of hard feelings than for the prospect of being
monetarily compensated.

References [photoattorney 14] and [law-wiki 14] are two out of many easy-to-find
references for legal issues in photography. Reference [Long-Wright 14] is an interview
on video. References [krages 14] and [billadler 14] provide cards with useful summaries
of photographers’ legal rights.
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D.1 Public and Private Places

Is it lawful to go on public property to photograph a rare bird? Is it OK for your
museum-guard nephew to take you into the museum after hours to shoot a new exhibit?
Can you photograph your food at a restaurant before you eat it or do you need special
permission from the owners? These may turn out to be important questions, as we all
try to obey the law and avoid unnecessary legal entanglements. This short survey tries
to list the most important legal dos and don’ts that relate to photography.

We start with public places. In general, it is permissible to photograph in public
places. Private individuals cannot restrict your access and the authorities must show a
reason, an overriding government interest, to prohibit you from shooting. You are even
allowed to photograph a person in such a place even if he objects to it (provided that
his activities are not disrupted).

The point is to decide what constitutes a pubic place. It has long been established
that beaches, public parks, and sidewalks are public, which is any authorities can only
restrict obstruction of free passage, littering, loud noise, and vandalism. However, gov-
ernment buildings and other facilities, even though public, may impose photography
restrictions (no flash, no actors, no commercial photography) and demand permits, in
order to avoid disruption of normal business.

Other public places, such as public schools and universities, ports, train stations,
and airports, are owned by a government and are public, but may be restricted for
security reasons. Still other places, most notably museums, concert halls, and convention
centers, even though public, are legally considered private and may be subject to the
same rules that govern private places and are allowed to restrict photography. A common
reason is allow artists and performers to benefit from their works by being the only
owners of images of their work.

⇧ Exercise D.1: You have spent thousands sending your child to a state university and
today he/she is graduating. Does the university have the right to prohibit you from
taking the historical picture showing the university president shaking your child’s hand?
Also, can the university prohibit a commercial photographer from shooting at the cere-
mony?

Finally, streets and highways, even though public, must have restrictions (not just
on photography) because of the dangers in mixing pedestrians and vehicles. Thus, it is
forbidden to stop your car on a no-parking highway in order to take a picture, even a
picture that cannot otherwise be obtained. Shooting from a legal parking spot is fine,
except when signs specifically say “no photography allowed.”

What if you are hanging around, waiting for a chance to take an unusual picture,
and a peace o�cer arrives. Police should have the right to prevent crime, not just solve
it, and some crimes, mostly street crimes such as drug dealing and prostitution, are
committed by persons who seem to have no reason for being at a place. Often, a local
government enacts laws to prevent loitering and restrict access to public places after
hours, but many such laws have been struck down by higher courts.

Emergency crews and law-enforcement do not the power to prohibit someone from
taking photographs of accidents, arrests, fire, and other events that happen in open
public view, but they go around it by ordering photographers (actually, anyone with a
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camera) to stay away so as not the interfere with their activities. Another interesting
point is that video recording includes sound and sound recording is subject to wiretap-
ping regulations. Thus, if you insist on video recording police activity, you may find
yourself arrested because of wiretapping conversations, not because of the video.

Restaurants make for an interesting legal case. It is reasonable to assume that you
are allowed to take pictures of your family while celebrating a birthday in a restaurant,
but if you are taking pictures of a celebrity who is celebrating his birthday in a restaurant,
you are trespassing.

The legal situation regarding private properties is simpler. In general, the owner
of a private property has the right to prohibit strangers from entering and to limit the
activities of those allowed in. Thus, someone entering such a place, even only to take
pictures, is in violation of the law. Someone who is permitted to take certain pictures
(perhaps only of the garden) is also in violation if they take other pictures (perhaps
interior).

⇧ Exercise D.2: You walk innocently in your neighborhood with your compact camera
in your pocket. You notice an unusual flower in a front yard. You know that you are
allowed to photograph anything on the property that is in public view, so you stand
behind the fence to take a picture. Accidentally, your camera extends a little across the
fence. Alternatively, you fly over a large, expensive house that you intend to buy and
take sone pictures. Are these cases considered trespassing?

It is important to get permission to photograph inside a private place, but this
permission must be given by the owner or an agent/manager authorized by the owner,
and it may be given for only a limited time duration. Thus, a museum guard is generally
not authorized to allow someone into the museum after hours, but the museum director
has such authority (although it is a good idea to get such an authorization in writing).
A more common case is a person trying to remove you from a place without having the
authority to do so. This happens often to those who try to take pictures of an accident,
fire, riot, and a sensitive facility such as a nuclear power plant.

An interesting case is innocuous trespassing. You are a professional photographer.
Someone calls you for a photographic session in their house, but they give you a wrong
address. Once you enter that address, you are legally trespassing. (This happens often
to pizza delivery boys.)

However, for every door that closes, another door opens. The same laws that restrict
your access to others’ properties allow you to take picture from your place. You are not
allowed to have a photography studio in a residential property, but you can take pictures
of objects outside your property. You can even go on your backyard at 2 am to take
pictures of the next transit of venus (on the night of 10–11 December 2117), but try not
to be a nuisance to your neighbors. No one should should su↵er harm, discomfort, or
o↵ense because of your activities, photographic and otherwise, even if they take place
in your own place.

Bohemian Grove is a 2,700-acre private campground in Monte Rio, California. The
Russian river, which is public, cuts through the camp, so sailing and swimming in the
river are fine. It is OK to take pictures from a boat, but once you go on the river bank
you are trespassing.

There are few cases where entering private property and taking unauthorized pic-
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tures are allowed. Examples are photographs that help catch a suspect, or that prove
someone’s responsibility in an accident.

D.2 Privacy Issues

The circumstances in which people may be photographed may be delicate and are gov-
erned by personal privacy laws. In general, a person has the right to be left alone, but
when it comes to taking a picture of a person, there are questions of privacy, consent,
and delicate situations. A would-be photographer needs to know when it is permissi-
ble to take a picture. The term paparazzi (an eponym originating in the 1960 film La
Dolce Vita) is used for professional photographers who take (and then sell) pictures of
celebrities without permission. such behavior is more than just intrusion on privacy and
is generally considered harassment or even stalking, so make sure you don’t behave in
this way.

Personal privacy is important to all of us and the present loss of online privacy is
considered a serious downside of our age of information. That said, the law in many
places makes it easy to legally photograph people, even those in extreme situations, such
as hostages, bereaved, injured, or people in embarrassing moments (an open zipper).
Once your picture is taken in such a context, the most you can hope for is to claim that
you had a reasonable expectation of privacy and hope that the judge or jury would buy
that. An example is a photographer who takes architectural pictures at night. People
inside the structures being photographed have a reasonable expectation of privacy, so
the photographer should avoid (or later erase) any scenes, embarrassing or not, observed
through an open window.

However, there is more legal protection when it comes to publishing pictures. Many
pictures that are legal to shoot are unlawful to publish. People take pictures of the Pope
all the time, but those pictures do not appear in advertisements and are not used to
promote products.

Laws concerning privacy often talk about people in private places, but it is impos-
sible to rigorously define such a place. Imagine a locker room with showers located in a
public beach. There are many people in the room all the time, so the room itself is pub-
lic, but common sense dictates that the showers are supposed to be private. However, a
lawyer may claim that because of the specific language of the local law, such a shower
is not private.

On the other hand, it is definitely bad to take someone’s pictures in extreme situ-
ations and then use them to intentionally damage his reputation or cause him distress.
In general, a picture should not be used to cause an emotional distress, but to win a
lawsuit, the distress has to be severe, more than just insults and annoyance.

⇧ Exercise D.3: Is it unlawful to photograph a couple engaged in a licentious a↵air in
public? Does such a picture violate their right to privacy?

An example of a bad privacy law is one based on intent. Consider a law that says: It
is unlawful to photograph a person without their consent if the photographer intends to
use the picture to gratify the sexual desire of a third party. This law talks about intent,
instead of about the injury su↵ered by the subject of the pictures. The subject may be



D Legal Issues 1163

fully clothed, just walking the street, unaware of anything, but if the photographer takes
a pictures because he likes the way the subject walks and is dressed (such as Marilyn
Monroe in some films), he may be liable under such a law.

A reasonable expectation of privacy may be an important factor in cases where
unwanted picture have been taken. Normally, a person in public places has no reason
to expect privacy. If such a person wants to escape photographers, he has to protect his
privacy, but he can do so only by taking reasonable steps; asking everyone around you
to go away is not reasonable.

A case in point is patients in a hospital or at home. Medical personnel already
know that the law protects the privacy of patients, which is why doctors ask for a
written consent before they take clinical pictures of patients. A general situation applies
to prisoners, especially ones held in special, secluded parts of the prison.

What if you are in a place or a situation where you can reasonably expect privacy
and your privacy is invaded? Courts of law generally agree that it is unlawful to take
pictures in such a situation, and it is even worse to publish them.

Those who jealously guard their privacy may sue if they can prove that a photogra-
pher (or someone else) intruded on their seclusion in a specially o↵ensive way by taking
their pictures (or in other ways, such as spying, obtaining medical records, or stalking).
Otherwise, if someone appearing in public does not want their picture taken, it is they,
not any would-be photographer, who should take precautions to protect their privacy.

The American writer Thomas Pynchon is known for being very private; very few
photographs of him have ever been published, and rumors about his location and
identity have circulated since the 1960s.

—From wikipedia

Animals are a di↵erent matter. It is legally accepted that animals do not have a
right to privacy. Thus, you can photograph animals in a zoo as well as in your neighbor’s
yard.

Security cameras are everywhere. According to some estimates there are about half
a million surveillance cameras in private premises in London, and about 1.85 million
CCTV cameras across Britain. This translates to a camera for every 32 people in the
UK; a vast amount of surveillance. Security cameras amount to intrusion of privacy, but
we mostly tolerate them because we believe that they contribute significantly to crime
prevention. As with everything else, however, security cameras have their downside,
especially when used in or near private areas. An important example of a gray area
involving security cameras is dressing rooms and rest rooms in stores. Merchants have
known for a long time that such rooms are used by shoplifters. Rest rooms are also used
for drug dealings and sexual activity. Many merchants leave small openings in these
rooms, to reduce expectation of privacy, and even install cameras there. So far, courts
have treated cameras in dressing- and rest rooms as a gray area, which is why the results
of any particular case depend on the opinions of the judge and jury in the case (this is
true even if signs warning of cameras are posted).

Now consider those who work in places where security cameras are installed. In
addition to being photographed all the time by those cameras, new employees are pho-
tographed for identification purposes. Many people may resent this constant loss of
privacy, and some employers know about this and try to prevent resentment and law-
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suits by preparing the employees. It helps to have a carefully designed program of
training employees, explaining how the security system works, and demonstrating its
value not just to the place of work but also to the employees. As has already been
mentioned, psychologists, security experts, lawyers, and judges have long ago discovered
that people sue more because they feel humiliated, insulted, and powerless than for the
prospect of being monetarily compensated.

⇧ Exercise D.4: How can an employee benefit from a security system in the workplace?

At the same time, taking pictures of a trade secret at work, especially just before
the employee quits or is terminated, is unlawful, unless it can be proved that this was
done for the benefit of the public, not of the individual taking the pictures.

It is generally agreed that the best policy to avoid both legal complications and
o↵ending people, is to obtain permission to photograph in advance. This is true even
in some cases where permission is not legally needed. in many cases, especially when
those being photographed know the photographer or seem eager for their pictures to
be taken, an oral permission, even in the form of a nod, is enough. Imagine an adult
seeing a photographer around and not objecting. Such behavior can be interpreted
as implied consent to be photographed, so no explicit permission may be required (it
may be required in order to publish the pictures). A person cannot consent on behalf
of someone else. In the case of children, however, consent can be given only by an
authorized adult. In cases where the photograph could be interpreted as illegal (an open
zipper, a revealing swimsuit), a written permission is strongly advisable.

Photographers who take pictures of models must obtain a written release. Such a
release may be long, complex, and written in legalese, but it must say that the model
had agreed to be photographed and is giving permission to the photographer both to
take and to publish (or sell) the images. It may help to describe in advance the type
of pictures covered by the release. Examples may be children modeling clothes, men
modeling weight-lifting equipment, and women modeling skin lotion.

Notice that such a release is needed in addition to the contract between the model
(or modeling agency) and the photographer. The contract specifies items such as length
of sessions and payments, but a release protects the photographer from claims of pri-
vacy rights violations. In this day and age, the release may be more important to the
photographer than the contract.

D.3 Restrictions on Subjects

Simply stated, certain subjects are in general illegal to photograph and require special
permission from an o�cial or the owner of a patent or a trademark. The prime example
is currency (money bills); other examples may include naturalization papers, securities,
coins, postage stamps, and any pictures that may demean a national symbol. Some of
these objects may be photographed without permission if certain conditions are satisfied.
for example, United States currency may be photographed, but it must be one sided
and either smaller than 0.75 or greater than 1.5 times the actual size of the currency.
This is true even of the picture was taken from a video showing the money bill.
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In many locales, the term securities is wide and encompasses documents such as
stock certificates, corporate bonds, bank certificates of deposit, checks, money orders,
bills of lading, and even automobile titles. Military decorations may be sold and bought,
but not worn in public and not reproduced, even as photographs.

Such laws vary from country to country and from locale to locale. Sometimes, law
makers come up with ideas that raise both eyebrows and questions about their sanity
(the lawmakers’, not the ideas). In November 2011, a Florida lawmaker proposed a
law that made it a serious crime to photograph a farm, any farm, any picture! In a
dictatorship, we can expect very restrictive laws about what can be photographed, but
even in a democracy, there are valid reasons to forbid images of many objects.

⇧ Exercise D.5: You are in a good mood at the end of your restaurant dinner. You
have your camera on you and you suddenly decide to take a

Spe
cim

en
picture of your cousin. When you watch the new image on
your camera screen a few seconds later, you notice that she
was holding several Boliviano (Bolivian currency, also known
as BOB) notes in her hand, ready to pay for your meal. Is
this picture unlawful because of the currency? Is it OK for her to pay for your dinner?

From time to time we hear of someone using seals, emblems or insignia (plural of
insigne) of government agencies to imply that his activities are somehow endorsed by
the government. Most people would agree that this, and even any commercial use of
such seals, should be prohibited. Now what about someone who takes a picture of such
an emblem and uses it as part of a sign, placard, or manifesto to express a political
opinion. We generally feel that in a democracy such a use should be allowed.

We now come to an obvious subject, military and other sensitive government in-
stallations (such as nuclear facilities and missile silos). Anyone should know that signs
prohibiting photography around such places should be strictly obeyed even if the photog-
rapher has no intention to spy or cause any damage or harm to anyone. Many military
bases may have an open house once a year, when the public is allowed in and can view
equipment and demonstrations. Photography may be allowed in such an event, but it is
always a good idea to ask for permission before taking any pictures.

Remember that most military bases and installations have a public information
o�cer who is the one to be consulted regarding photography on the base. This applies
even to such innocuous cases such as photographing your soldier child receiving an honor
at a special ceremony conducted on the base or playing basketball against a civilian team
on the base.

Photography at a military crash or accident site has always been a sore issue in the
eyes of the military. Responders to an accident, as well as firefighters and investigators
generally feel that the fewer pictures the better (except pictures that they take). This is
understandable and any would-be photographer is advised not to push their legal rights
and wait at least until all the injured and bodies are removed from the site.

Sometimes, security personnel, both civilians and military, exhibit too much zeal in
their “war” against photographers. Imagine yourself jogging in your usual path, minding
your own business when you suddenly hear an unusual sound coming from an airplane
flying low. Being an enthusiastic photographer, you immediately pull out your camera
and take a picture. Should a passing o�cer stop you? Unfortunately, this is much up
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to the individual o�cer. If an o�cer decides that you did something suspicious, you
may be arrested, interrogated, and then released, but sometimes without your camera.
A lawyer may later help, but would generally be too expensive.

In addition to countries having state secrets, many commercial organizations have
trade secrets and those are protected by special laws. A company may send spies,
disguised as tourists, to a competitor’s facility, trying to locate and copy sensitive in-
formation. Similarly, an employee may be lured to divulge secrets of his workplace by
a job o↵er from a competitor of his employer. A chocolate factory may keep its secrets
indoors, but a shipyard must have at least some of its operations in the open, where they
can be photographed from the air. Thus, carefully crafted laws are needed to protect
commerce without restricting the rights of legitimate photographers.

A few words about copyright. We all know that books, images, video and other
published material is copyrighted and should not be duplicated without permission. This
protection extends to all original works of authorship that are fixed in a tangible form
of expression. Here is a list of the main classes of works protected by copyright.

Literary works

Musical works, including any accompanying words

Dramatic works, including any accompanying music

Pantomimes and choreographic works

Pictorial, graphic, and sculptural works

Motion pictures and other audiovisual works

Sound recordings

Computer programs

Compilations of works and derivative works

Architectural works (only the shape of the structure, not its construction details)
A derivative work is one of those concepts that may be impossible to define rigor-

ously. In general, a derivative work is anything based on an existing work. A photograph
of the Mona Lisa at the Louvre is a derivative work, but a photograph showing this fa-
mous painting among other objects may not be.

Not everything we see and hear can be protected by copyright. A new kind of
flower, for example, is considered a natural object and is not protected. The shape
of the expensive new boots you just bought is not protected, so you may shoot the
boots (but only with a camera). The actual performance of, for example, a sports game
cannot be copyrighted. Also names, titles, and short, common phrases, are not eligible
for copyright protection. Things change, however, and on January 15, 2014, the U.S.
Trademark O�ce gave King.com, the video-game company that owns the game Candy
Crush Saga, preliminary approval for copyrighting the word “candy.” This applies only
to the use of the word in the titles of video games and a�liated merchandise, including
clothing, but many consider it a dangerous restriction on the use of a common word.



D Legal Issues 1167

⇧ Exercise D.6: Can ideas be copyrighted?

The copyright issue concerns professional photographers who depend on the sale of
their images, books, and training videos. Amateur photographers also hate to see their
images pirated and used, so they are also concerned about copyright protection. Another
concern of photographers is that any photograph may inadvertently contain copyrighted
material such as pictures hanging on a wall, sculptures (even in public places), and copy-
righted structures. We also know that there is a vast amount of copyrighted material
used without permission because lawmakers have found long ago that it is virtually im-
possible to define rigorously many types of copyright infringements. When does copying
someone’s text become a copyright violation? What if I want to quote a few sentences
from a book that may or may not be copyrighted? A new copyright law being drafted
must not cripple the work and careers of, among others, photographers.

The result is that copyright cases are often decided in court on an individual basis,
so a photographer cannot always be certain in advance about his rights and liabilities
regarding any particular image. In practice, a photographer should ask himself the
following questions before taking a picture (1) will there be something in the resulting
image that is protected by copyright, (2) will the new image be a copy rather than
an original, and (3) will someone be able to claim infringement of copyright of their
material when they see the newly-created picture? If any of the answers are positive,
the photographer may still take the picture, but may have to restrict its use.

Of the questions above, the second one may be the hardest to answer. After all,
a photograph shows something that exists, so in a sense every photograph is a copy!
One test that judges use is the amount of copyrighted material in the photograph in
question. A photograph that contains a small part of some copyrighted material, so
small as to render it unrecognizable to the average person, may not constitute copyright
infringement, but such an opinion is up to a judge or jury, so the careful photographer
may not want to take the risk. Notice that even a blurry or a dark photograph of a
copyright protected work may be deemed infringing.

Just the fact that a photograph of an object exists, does not extend copyright
protection to the object itself. Many tourists have photographed the great basilica of
Saint Peter in Rome, but you can take your picture without risking a claim from any
of them or from the Vatican, even if your picture happens to be identical to one of the
many existing photographs.

⇧ Exercise D.7: With so many pictures circulating in the Internet, how can you tell
whether your picture is similar or identical to an existing one?

Before you decide to copy or use a copyright-protected work, you should learn about
the fair-use doctrine. Like many other features and conventions found in law, this policy
aims to balance two opposing interests; the protection of intellectual property and the
benefits to society from using protected works for free for certain purposes. When a
defendant claims fair use, the court (judge or jury) generally consider the following
questions:

The purpose of the use. Was the protected material used by the defendant for
monetary gain or was it used for education or news reporting?
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What kind of protected work is included in the claim? Can it be considered a
serious creative piece of the photographic art or is it simply a mundane snapshot?

The amount of the work claimed in the lawsuit. The less the better for the defen-
dant.

What is the e↵ect of the alleged infringement on the value of the work? If copying
or otherwise using a protected work does not a↵ect its value, there is a greater chance
that the court would consider this case a fair use.

Clearly, the law cannot define what constitutes fair use, so courts have to decide
each case individually.

Those who sue for copyright infringement should make sure their court case is non-
trivial. A judge may decide that the matter of the lawsuit is trivial and refuse to hear
the case. A typical example is a copy of an artwork made by a private individual to
hang on his wall. This doctrine, referred to as “de minimis,” is a matter of the judge’s
opinion, but any would-be litigant should know about it and make his own decision
before filing an expensive lawsuit.

An important “work” that is definitely protected by copyright is trademarks. Trade-
marks are important in commerce and a company’s trademark may have a huge intrinsic
value to its owners. Thus, trademark protection covers features of products as well as
the more obvious names and logos. The name Coca-Cola and the well-known logo asso-
ciated with it are part of a trademark that also includes the familiar shape of the bottle.
However, a trademark can apply only to a business or trade, not to an individual. You
cannot simply choose a symbol or text and try to prevent others from using it. Also,
a trademark must be su�ciently distinct from other, existing trademarks. Pepsi-cola is
judged distinct from Coca-cola, but a court may decide that, for example, moca-cola is
too similar and cannot be registered as a trademark. As if this is not enough, a new
trademark must be used, not just registered to prevent others from having it.

Trademark infringement cases normally involve usage rather than copying. The
owner of a trademark T may claim that someone was trying to confuse and deceive
the public by using a trademark similar to T to advertise their products. Thus, merely
copying a trademark and showing or displaying it privately or for an educational purpose
does not constitute an infringement.

We generally agree that it is important to protect trademarks, but this also requires
a balancing act on the part of lawmakers. Can someone claim the shape of Big Ben as
his trademark and prohibit us from photographing this famous landmark? Courts have
adopted the rule that if you build a house shaped like an egg, you can register its shape
as a trademark, but you also have to use this shape, over time and in a consistent
manner, for the law to protect your right to it.

It has been established many times that trademarks can be used legally in artistic
works, provided that there is no risk of confusing people. This fact is important to a
photographer. Marilyn Monroe never registered her likeness as a trademark, which is
why Andy Warhol was able to legally paint it in 1962. (Another well-known painting of
Warhol is Campbell’s Soup Cans. This painting includes protected trademarks, but the
Campbell company considered the picture good publicity and never sued Warhol. He
was also known as a soup lover.)
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Enough about trademarks. What about animals photography? There are laws
against cruelty to animals and to prevent harassment of protected animal species. In
some locals, it is even unlawful to harass or even to distress wildlife, whether protected
or not. The actual forcing of such laws depends on several government agencies and
their workers. A zealous warden may give the laws a broad interpretation and himself
harass wildlife photographs for seemingly innocuous acts. This is why photographers
should keep in mind simple rules and avoid feeding, patting, approaching closely, and
blocking the escape of protected animals. Even confusing such animals may be consid-
ered harassment. More and more countries now publish brochures and guidelines that
photographs should consult and obey.

What about tattoos? Imagine a photographer asking and getting permission from
Bob to shoot Bob’s portrait. Bob, however, has a tattoo on his body. Does the photog-
rapher have to ask permission from the tattoo artist too?

In most cases, the answer seems to be No. The tattoo artist was paid for his work,
and had a reasonable expectation that his artwork would be seen by others. The artist
still owns the design, but he has given Bob an implicit license to display his tattoo in
public, even in places where there may be cameras.

But things may get complicated. If the tattoo happens to be on the body of a
celebrity, its design may become well known, and it may be copied, duplicated, and
sold for profit. It may, for example, become part of a popular video game, in which
case the tattoo artist may want to receive royalties from the game maker. The artist,
or his lawyer, may claim that tattoos are creative works that fall under the purview of
intellectual property law and are copyrightable. By using the design, the game maker
has violated the tattoo’s copyright.

The game maker, however, may claim that even though a tattoo is artwork, the
medium on which this art is displayed is someone’s body. The tattoo bearer has owner-
ship of his own skin, which complicates the issue of tattoo design ownership. The case
of a tattoo copyright is di↵erent from, for example, a book, which can be copied and
distributed. Naturally, the lawyer for the tattoo artist is not ready to give up. He now
claims that once his client has placed a tattoo on a person’s body, the tattoo has lead
to a diminution of that person’s exclusive right to their own body. My client, claims the
lawyer, still retains the right to the design of his tattoo.

So far, tattoo artists have sued in a few cases only, because design copying is nor-
mally considered in the tattoo industry a form of flattery and increased publicity. Also,
having a celebrity as a client may bring the tattoo artist more business than any uncer-
tain royalties he may or may not receive after a long, protracted lawsuit, with its heavy
legal expenses.

From Tatooine to tattooing. Tatooine is a fictional planet in the Star Wars series of
movies, so it is no wonder that every time another movie in this series is released, more
fans decide to get Star Wars-related tattoos. Darth Vader, Chewbacca, Princess Leia,
and Yoda are favorites, as is also the famed Jedi motto “may the force be with you.”
So far, neither George Lucas nor the Disney company (the present owner of Star Wars)
have announced plans to sue.
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Actually, I’m not all that interested in the subject of photography. Once the picture
is in the box, I’m not all that interested in what happens next. Hunters, after all,
aren’t cooks.

—Henri Cartier-Bresson.

D.4 Protect Your Work

Much as others don’t want you to use or copy their works, you may not want others to
do this to your work. Perhaps the two best ways to protect your intellectual property
are to copyright it and to include watermarks in your images.

In the United States, a work must be registered within three months of its creation,
and certainly before filing an infringement action (see www.copyright.gov). Make sure
you keep a copy of any copyrighted photograph. We generally have backups of our
important files, but it may still happen that an image is lost. If you plan to bring legal
action because of copyright infringement, make sure you still have the image in question
and can find it. The Introduction presents some ideas on archiving and naming images.
The following quotation appears in the Introduction:

Of course, we now have to worry about digital file backup, and the reports of less-than-
stellar longevity of user-recorded CD-RW and DVD-RW disks are not encouraging.
The only solution seems to be that adopted by librarians: LOCKSS (Lots of Copies
Keeps Stu↵ Safe).

—Nelson H. F. Beebe
Once you copyright a work of yours, others may not copy it, but they are still

allowed to create works based on your ideas or the subject you used. Chapter 5 discusses
high dynamic range (HDR). You may take an original HDR picture that depicts, say,
penguins, which are black and white, against a white and black background. Others are
not allowed to copy this image, but they can take similar pictures that show penguins on
a similar background. Your particular work is protected by law, but others are allowed
to build on it and perhaps to improve and extend your original idea and approach.

The key to understanding copyright is to think of it as property. A copyright is
intangible; it cannot be seen, touched, or smelled, but it can be sold, loaned, inherited,
and licensed. The owner of a copyright is the only one who can copy, distribute, sell, and
display the work. The owner also has the right to control derivative works. If you want
to use a photograph as the basis for a painting, you need permission from the owner of
the photograph. Stealing a copyright is referred to as infringing.

That said, a work that is eligible for copyright protection must feature some creativ-
ity. Works, even artworks, that are based on skill and labor alone, without any creative
spark, cannot be copyrighted. Photography is an art, but it is not enough to point the
camera and press the shutter release. In order to show creativity, a photograph must
be composed, meaning the photographer should consider the light, the subjects being
photographed, the foreground, and the background of the scene. A photograph of a
painting, even a great photograph of a great painting, does not qualify, because it lacks
the element of creativity.
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Sometimes, it may not be clear who holds the copyright to a certain photograph.
Generally, it is the photographer, but when that person was hired to take certain pic-
tures, the copyright for those images belongs to the employer, not the employee (the
photographer). Many photographers are freelance. Such a person ties to sell his pictures,
and he may be willing to sell the copyright with the image. In such a case, the original
photographer is the author of the work and the buyer is its owner (or claimant). It is
also possible to assign only part of the copyright for a work, such as when the owner
agrees for an image to appear in a newspaper, but retains the right to sell individual
images in the future.

Those who display their work on the web can simply use low-resolution, small
images. Typical values are a resolution of 72 dpi, and vertical dimensions of 600 pixels
for images and 150 pixels for thumbnails. Such images display well on an LCD screen,
but look bad and pixelated when printed.

Watermarking is a very common technique used to deter others from casually copy-
ing images. A digital watermark is an overlay pasted on a digital image. The watermark
may consist of text, a logo, or even a complete copyright notice. The watermark should
be semi-transparent, so the original image is visible under it, but should be large enough
to make it impractical to remove.

Today, in the age of computers, there is also an invisible watermark, often referred
to as a digital watermark. This watermark is a digital code (a smaller image or a binary
string) that is invisibly embedded in an image, thereby making it easy to positively
identify in case of copyright infringement. Such a watermark is a special application of
the large field of steganography (data hiding). Researchers have developed methods to
hide a small data file (the payload) inside a larger file (the cover) in such a way that the
payload is invisible, but those who know the method can extract it.

In case of a copyrighted digital image, the payload may be a short text informing
the reader that this work is copyrighted and giving the name of the copyright owner.
However, data hiding has other applications, not the least of which is secret commu-
nications. Sensitive, private messages sent between individuals and organizations have
traditionally been encrypted, but cryptography experts have long realized that secret
codes, even the most sophisticated ones, have been broken throughout history. In fact,
experts claim that a person developing a secret code deludes himself if he thinks that his
code is unbreakable, and that this may be the most common type of delusion. This is
why modern secret communication often relies on data hiding techniques rather than on
encryption. From time to time we hear claims that terrorists use data hiding methods
to communicate and that terror-fighting organizations find this type of secure commu-
nications harder to break than encryption.

Here is perhaps the simplest method of hiding binary data in an image. Given an
image in raw format, we assume that the three color components of each pixel are stored
in three consecutive bytes and the pixels are recorded in the file row by row, from the
top-left corner to the bottom-right corner. Suppose that the string 101110101. . . is to
be hidden in this image. We store each bit of this string as the least-significant bit of
the next byte in the raw image file. Thus, if the file starts with the following bytes
01011110|00110011|11100001|00111100|01010110|00110001|00001100|11101101|10001101,
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then the method changes them to

01011111|00110010|11100001|00111101|01010111|00110000|00001101|11101100|10001101.

Notice that only some of the bytes have actually been modified. On average, we expect
about half the bytes of the raw image file to end up with di↵erent least-significant bits,
or about half the pixels to have slightly di↵erent colors. A typical 16 Mpixel raw image
file consists of 3⇥ 16 = 48 million bytes, making it easy to hide 48 Mbits (or 6 Mbytes)
in such an image.

Small changes in the colors of certain pixels would normally be invisible, but may
be noticeable if the pixels are located in a uniform area of the cover image. Thus, the
cover should be an image with few, small uniform areas. Also, if the cover image is
compressed after the payload is hidden, the compression must be lossless (JPEG, of
course, is highly lossy).

This basic method can be made more secure, especially if its users can agree on a
key. The key is a number that should be changed periodically and should be kept secret.
Here are a few possible modifications and extensions:

Instead of scanning the cover image row by row and storing bits of the payload,
scan it in zigzag sequence, as shown in Section E.4.1.

Break the key into groups of two bits each and use each group to compute a skip
between the current hidden payload bit and the next one. Thus, if the key is, say,
10|11|01|10|00| . . . |10|1, then the first bit is hidden in byte 1, the next two bytes (102 =
210) are skipped and the next bit is hidden in byte 4. The next three bytes (112 = 310)
are skipped and the next bit is hidden in byte 8, and so on. When you get to the end
of the key (in our case, the single bit 1), wrap around to the beginning, to end up with
the 2-bit groups 11|01|10|11 . . .. This spreads the payload in the cover nonuniformly and
makes this method a bit more di�cult to break.

Use the bits of the key to decide in what bytes of the cover to hide bits of the
payload. Thus, if the key is 1011, then payload bits should be stored in bytes 1, 3, and
4, but not byte 2, then in bytes 5, 7, and 8, but not in byte 6, and so on.

Use the bits of the key to determine where in a byte to store the bits of the payload.
If the next key bit is 0, store the next payload bit in the least-significant bit of a byte;
otherwise, store it in the second bit from the right.

Use the key as the seed of a pseudo-random number generator that generates a
sequence of small, positive, random integers ri. If we denote the cover bytes by Pi, then
payload bits would be stored in bytes P1, P1+r1 , P1+r1+r2 , and so on. This reduces the
data embedding potential of the cover while increasing security.

See chapter 11 of [Salomon 03] for more data hiding methods.

If you saw a man drowning and you could either save him or photograph the event. . .
what kind of film would you use?

—Unknown.
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Q: How do you get a group of lawyers to
smile for a photo? A: Just say, “Fees!”.

—Unknown



E
JPEG and TIFF

JPEG is perhaps the most popular image compression standard, but like many other
success stories it owes its popularity to fortuitous timing. The JPEG algorithm became
a standard in the early 1990s, when the world-wide-web was young, which is why JPEG
became the standard format for displaying images on the web. Many image compression
methods have been developed after JPEG, many of them are superior to JPEG, but
tradition and momentum are important and they guarantee that JEPG, in spite of its
age and downsides, will be the dominant image format on the Web for years to come.

This appendix attempts to provide the reader with the flavor of the JPEG algo-
rithm using a minimum of mathematics. We start with the important concept of image
redundancy.

E.1 Image Redundancy

We create images all the time with our cameras and a raw image file tends to be large,
which is why it is important to compress images. It turns out that images can be
compressed because of two reasons: (1) the raw representation of an image is highly
redundant and (2) an image tends to have much noise. Here is what these two terms
mean.

Look at the scene around you. If you are indoors, there may be walls, a ceiling,
furniture, and other objects. If you are outdoors, you may see the sky, the ground,
perhaps trees and mountains. As you move your eyes over a wall you will notice that
adjacent points tend to have similar colors. It is rare to find two adjacent points whose
colors are very di↵erent. The same is true for other surfaces such as furniture, the sky,
patches of skin, and paved areas. This fact implies that when a scene is photographed
and is converted to pixels, a pixel chosen at random would tend to be similar to its
immediate neighbors. This phenomenon constitutes redundancy in an image and it can
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be exploited to compress the image e�ciently. Image processing professionals talk about
pixel correlation. A pixel is often correlated with its immediate neighbors and the more
pixel correlation there is in an image the better the image would compress. Any e�cient
image compression method should result in decorrelated quantities.

Here is a simple example that illustrates what can be done with correlated pixels.
The following sequence of values gives the intensities of 24 adjacent pixels in a row of a
continuous-tone image:

12, 17, 14, 19, 21, 26, 23, 29, 41, 38, 31, 44, 46, 57, 53, 50, 60, 58, 55, 54, 52, 51, 56, 60.

Only two of the 24 pixels are identical. Their average value is 40.3. Subtracting pairs
of adjacent pixels results in the sequence

12, 5, �3, 5, 2, 4, �3, 6, 11, �3, �7, 13, 4, 11, �4, �3, 10, �2, �3, 1, �2, �1, 5, 4.

The two sequences are illustrated in Figure E.1.

Figure E.1: Values and Di↵erences of 24 Adjacent Pixels.

The sequence of di↵erence values has three properties that illustrate its compression
potential: (1) The di↵erence values are smaller than the original pixel values. Their
average is 2.58. (2) They repeat. There are just 15 distinct di↵erence values, so in
principle they can be coded by four bits each. (3) They are decorrelated . Adjacent
di↵erence values tend to be di↵erent. This decorrelation can be illustrated by subtracting
adjacent di↵erences, which results in the sequence of 24 second di↵erences

12, �7, �8, 8, �3, 2, �7, 9, 5, �14, �4, 20, �11, 7, �15, 1, 13, �12, �1, 4, �3, 1, 6, 1.

They are larger than the di↵erences themselves.
The term “image noise” is also important when compressing images. To say that an

image has noise means that the eye and brain often cannot tell if a pixel, or several pixels,
have been modified in an image. With text, it is often the opposite. Reading text, we
can normally tell whether a word or a letter has been changed or deleted. The fact that
images have noise allows for lossy compression of images. A lossy compression method
loses some image information while compressing the image. When decompressed, the
resulting image is di↵erent from the original image, but if lossy compression is done
properly, if the compression algorithm loses only image data to which the eye is not
sensitive, we may not be able to tell the di↵erence between the original and decompressed
images. (The term image noise also refers to random variations between neighboring
pixels, but this is not what this paragraph is concerned about.)
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E.2 Image Types

JPEG was originally designed for lossy compression of continuous-tone images, so this
section discusses several important types of images:
1. A bi-level (or monochromatic) image. This is an image where the pixels can have
one of two values, normally referred to as black and white (but also as foreground and
background). Each pixel in such an image is represented by one bit, making this the
simplest type of image.
2. A grayscale image. A pixel in such an image can have one of the n values 0 through
n � 1, indicating one of 2n shades of gray (or shades of some other color). The value
of n is normally compatible with a byte size; i.e., it is 4, 8, 12, 16, 24, or some other
convenient multiple of 4 or of 8. The set of the most-significant bits of all the pixels is
the most-significant bitplane. Thus, a grayscale image has n bitplanes.
3. A continuous-tone image. This type of image can have many similar colors (or
grayscales). When adjacent pixels di↵er by just one unit, it is hard or even impossible
for the eye to distinguish their colors. As a result, such an image may contain areas
with colors that seem to vary continuously as the eye moves along the area. A pixel
in such an image is represented by either a single large number (in the case of many
grayscales) or three components (in the case of a color image). A continuous-tone image
is normally a natural image (natural as opposed to artificial) and is obtained by taking
a photograph with a digital camera, or by scanning a photograph or a painting.
4. A discrete-tone image (also called a graphical image or a synthetic image). This is
normally an artificial image. It may have a few colors or many colors, but it does not
have the noise and blurring of a natural image. Examples are an artificial object or
machine, a page of text, a chart, a cartoon, or the contents of a computer screen. (Not
every artificial image is discrete-tone. A computer-generated image that’s meant to look
natural is a continuous-tone image in spite of its being artificially generated.) Artificial
objects, text, and line drawings have sharp, well-defined edges, and are therefore highly
contrasted from the rest of the image (the background). Adjacent pixels in a discrete-
tone image often are either identical or vary significantly in value. Such an image does
not compress well with lossy methods, because the loss of just a few pixels may render
a letter illegible, or change a familiar pattern to an unrecognizable one. Compression
methods for continuous-tone images often do not handle sharp edges very well, so special
methods are needed for e�cient compression of these images. Notice that a discrete-tone
image may be highly redundant, since the same character or pattern may appear many
times in the image.
5. A cartoon-like image. This is a color image that consists of uniform areas. Each area
has a uniform color but adjacent areas may have very di↵erent colors. This feature may
be exploited to obtain excellent compression.

Whether an image is treated as discrete or continuous is usually dictated by the depth
of the data. However, it is possible to force an image to be continuous even if it would
fit in the discrete category. (From www.genaware.com)

It is intuitively clear that each type of image may feature redundancy, but they are
redundant in di↵erent ways. This is why any given compression method may not perform
well for all images, and why di↵erent methods are needed to compress the di↵erent image
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types. There are compression methods for bi-level images, for continuous-tone images,
and for discrete-tone images. There are also methods that try to break an image up into
continuous-tone and discrete-tone parts, and compress each separately.

When you photograph people in color you photograph their clothes. But when you
photograph people in black and white, you photograph their souls!

—Ted Grant.

E.3 Summary of JPEG

JPEG is a sophisticated lossy/lossless compression method for color or grayscale still
images (not videos). It does not handle bi-level (black and white) images very well. It
also performs best on continuous-tone images, where adjacent pixels have similar colors.
An important feature of JPEG is its use of many parameters, allowing the user to adjust
the amount of the data lost (and thus also the compression ratio) over a very wide range.
Often, the eye cannot see any image degradation even at compression factors of 10 or
20. There are two operating modes, lossy (also called baseline) and lossless (which
typically produces compression ratios of around 0.5). Most implementations support
just the lossy mode (which includes progressive and hierarchical coding), so the lossless
mode is not discussed here. A few of the many references to JPEG are [Pennebaker and
Mitchell 92], [Wallace 91], and [Zhang 90].

The main goals of JPEG compression are the following:
1. High compression ratios, especially in cases where image quality is judged as very
good to excellent.
2. The use of many parameters, allowing knowledgeable users to experiment and achieve
the desired compression/quality trade-o↵.
3. Obtaining good results with any kind of continuous-tone image, regardless of image
dimensions, color spaces, pixel aspect ratios, or other image features.
4. A sophisticated, but not too complex compression method, allowing software and
hardware implementations on many platforms.
5. Several modes of operation: (a) A sequential mode where each image component
(color) is compressed in a single left-to-right, top-to-bottom scan; (b) a progressive mode
where the image is compressed in multiple blocks (known as “scans”) to be viewed from
coarse to fine detail; (c) a lossless mode (not discussed here) that is important in cases
where the user decides that no pixels should be lost (the trade-o↵ is low compression
ratio compared to the lossy modes); and (d) a hierarchical mode where the image is
compressed at multiple resolutions allowing lower-resolution blocks to be viewed without
first having to decompress the following higher-resolution blocks.

The term JPEG is an acronym that stands for Joint Photographic Experts Group.
This was a joint e↵ort by the CCITT and the ISO (the International Organization for
Standardization) that started in June 1987 and produced the first JPEG draft proposal
in 1991. The JPEG standard has proved successful and has become widely used for
image compression, especially in Web pages.

The main JPEG compression steps are outlined here, and the important steps are
then described in some detail in subsequent sections.
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1. Color images are transformed from RGB into a luminance-chrominance color space
(Section 1.6; this step is skipped for grayscale images). The eye is sensitive to small
changes in luminance but not in chrominance, so the chrominance part can later lose
much data, and thus be highly compressed, without visually impairing the overall image
quality much. This step is optional but is important because the remainder of the
algorithm works on each color component separately. Without transforming the color
space, none of the three color components will tolerate much loss, leading to worse
compression.
2. Color images are downsampled by creating low-resolution pixels from the original ones
(this step is used only when hierarchical compression is selected; it is always skipped
for grayscale images). The downsampling is not done for the luminance component.
Downsampling is done either at a ratio of 2:1 both horizontally and vertically (the so-
called 2h2v or 4:1:0 sampling) or at ratios of 2:1 horizontally and 1:1 vertically (2h1v
or 4:2:2 sampling). Since this is done on two of the three color components, 2h2v
reduces the image to 1/3 + (2/3) ⇥ (1/4) = 1/2 its original size, while 2h1v reduces it
to 1/3 + (2/3) ⇥ (1/2) = 2/3 its original size. Since the luminance component is not
touched, there is no noticeable loss of image quality. Grayscale images don’t go through
this step.
3. The pixels of each color component are organized in blocks of 8⇥8 pixels called data
units, and each data unit is compressed separately. If the number of image rows or
columns is not a multiple of 8, the bottom row and the rightmost column are duplicated
as many times as necessary. The fact that each data unit is compressed separately is one
of the downsides of JPEG. If the user asks for maximum compression, the decompressed
image may exhibit blocking artifacts due to di↵erences between blocks.
4. The discrete cosine transform (DCT) is then applied to each data unit to create an
8⇥8 map of frequency components. They represent the average pixel value and successive
higher-frequency changes within the group. This prepares the image data for the crucial
step of losing information. The DCT is mathematical, so instead of trying to go into
its details, Section E.4 explains the concept of a transform in general and illustrates the
DCT graphically, in terms of a rotation of a cloud of points.
5. Each of the 64 frequency components in a data unit is divided by a separate number
called its quantization coe�cient (QC), and then rounded to an integer (Section E.4.1).
This is where information is irretrievably lost. Large QCs cause more loss, so the high-
frequency components typically have larger QCs. Each of the 64 QCs is a JPEG param-
eter and can, in principle, be specified by the user. In practice, most JPEG implemen-
tations use the QC tables recommended by the JPEG standard for the luminance and
chrominance image components (Table E.6).
6. The 64 quantized frequency coe�cients (which are now integers) of each data unit are
encoded using a combination of run-length encoding and Hu↵man coding. The principles
of these coding methods are not covered here, but Section E.4.2 tries to illustrate them
with examples.
7. The last step adds headers and all the required JPEG parameters, and outputs the
result.

The JPEG decoder performs the reverse steps.
A digression. 4:2:0 subsampling and its relatives. We discuss chroma subsampling

and the unusual, confusing ratio-like notation 4:2:0, 4:1:1, etc.
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The YCbCr color space was developed as part of Recommendation ITU-R BT.601
(formerly CCIR 601) during the development of a worldwide digital component video
standard. The three color components of a pixel are converted to luminance Y and a
pair (Cr, Cb) of chroma components. There are several chroma subsampling formats,
such as 4:4:4, 4:2:2, 4:1:1, and 4:2:0, that are also described in the recommendation.
Subsampling is employed to reduce the amount of data required for the image, and is a
common tool in the field of image data compression.

Conversions between RGB and YCbCr are linear and therefore simple. Transform-
ing RGB to YCbCr is done by (note the small weight of blue)

Y = (77/256)R + (150/256)G + (29/256)B,

Cb = �(44/256)R� (87/256)G + (131/256)B + 128,
Cr = (131/256)R� (110/256)G� (21/256)B + 128, (E.1),

while the opposite transformation is

R = Y + 1.371(Cr � 128),
G = Y � 0.698(Cr � 128)� 0.336(Cb� 128),
B = Y + 1.732(Cb� 128), (E.2).

When performing YCbCr to RGB conversion, the resulting RGB values are usually
in the range 16–235, with possible values outside this range (even negative). The same
is true for conversions in the opposite direction. Notice that while Y, the luminance,
can be considered a shade of gray, the two chroma components Cr and Cb have no
meaning as colors. When an entire image is converted to the YCbCr color space, the
Y components can be displayed as a grayscale image, but the chroma components are
simply arrays of numbers, bitmaps.

We are now ready to look at subsampling. This important process, which is em-
ployed by several image compression methods, uses notation such as 4:2:2 and 4:2:0,
which is explained here. We start with an example. Consider a pixel with RGB values
of 22, 35, and 105 (these are out of a maximum of 255). The conversions of Equa-
tion (E.1) yield Y = 0.15, Cb = 0.15, and Cr = �0.05. The Y value can be interpreted
and displayed as a 15% shade of gray out of 256 shades, but the two chroma values are
simply numbers. They have no meaning as colors or grayscales.

Subsampling (more accurately, chroma subsampling) employs the ratio-like notation
J : a: b, for example 4:2:2, to indicate the amount of chroma data lost. We start with a
region of two rows and J columns of pixels, where J is often 4, but could have other
values. The a part of the ratio denotes the number of di↵erent chrominance samples
(Cr, Cb) in the first row of J pixels, while the b part denotes the number of changes of
chrominance samples (Cr, Cb) between the first and second rows of J pixels.

Figure E.2 illustrates our notation. The top part of the figure shows two pixels.
The pixel with RGB of (22, 35, 105) is converted to a rectangle of 85% gray, representing
Y, and another rectangle with two chroma values of �0.05 and 0.15, which do not
correspond to colors. The pixel with RGB values (183, 219, 159) becomes a Y rectangle
of 21% gray plus the two chroma values of �0.05 and �0.1. Notice that a Y value of 255
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corresponds to maximum luminance (a white rectangle), while Y = 0 corresponds to a
black rectangle. Thus, Y = 0.15 corresponds to 15% white or 85% gray (the percentages
are out of 256, not out of 100).

RGB

4:1:1 4:2:0 4:2:2 4:4:4 4:4:0

Y

CrCb

-0.05
0.150.15

22 35
105

-0.05
-0.10.21

183
219
159

RGB Y CrCb RGB Y CrCb

Figure E.2: Chroma Subsampling.

How should we subsample these two pixels? The first idea that comes to mind is to
average their chroma values, but to do this for an entire image consisting of millions of
pixels requires many calculations and is slow. A better idea is to simply select one of the
pixels and duplicate it. This is not only faster, but makes sense because a pixel in an
image tends to be similar to its near neighbors, a fact known as pixel correlation. Given
two adjacent pixels A and B, they tend to be similar, so replacing them with either AA
or BB result in only a small change in the image.

The bottom part of Figure E.2 shows five examples of chroma subsampling. Each
example consists of three 2⇥4 regions. The top region consists of eight pixels, the middle
region illustrates the Y values of each pixel, and the bottom region corresponds to the
two chroma components of the pixel. However, since the chroma components are not
colors, the colors shown in those regions are false. We start with 4:4:4 subsampling. The
top region shows eight di↵erent pixels and the bottom region also shows eight di↵erent
colors. This indicates no subsampling. We say that both the horizontal and vertical
resolutions are full and there is no loss of data, but also no compression.

The 4:2:2 part of the figure shows a top region with eight pixels where the two pixels
in each of four horizontal groups are very similar. Each of those groups is replaced with
two identical pixels, as shown in the bottom region. We say that the horizontal resolution
is 1/2 and the vertical resolution is full. Eight Y values, but only four pairs of chroma
components (Cr, Cb) need be saved, resulting in significant compression of image data.
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The 4:2:0 part of Figure E.2 shows four similar pixels on the left and four similar
pixels on the right of the region. Each group of four similar pixels is subsampled and
becomes four Y values and one (Cr, Cb) pair. We say that both the horizontal and
vertical resolutions are 1/2, and there is better compression.

The 4:1:1 part of the figure shows a region where the four pixels in the top row
of the region are similar and are subsampled to become four Y values and one pair of
chroma values. Similarly, the four pixels of the bottom row of the region are similar and
also become four Y values and one pair of chroma values. We say that the horizontal
resolution is 1/4 and the vertical resolution is full.

⇧ Exercise E.1: Use Figure E.2 to analyze the subsampling in the case 4:4:0.

End of digression.

E.4 Image Transforms

The concept of a transform is familiar to mathematicians. A transform is a standard
mathematical tool that is employed to solve problems in many areas. The idea is to
transform a mathematical quantity (a number, a vector, a function, or anything else)
to another form, where it may look unfamiliar but may have useful properties. The
transformed quantity is then used to solve a problem or to perform a computation, and
the result is finally transformed back to its original form.

A simple, illustrative example is Roman numerals (see also Section 7.12). The
ancient Romans presumably knew how to operate on such numbers, but when we have
to, say, multiply two Roman numerals, we may find it more convenient to transform
them into modern (Arabic) notation, multiply, and then transform the result back into
a Roman numeral. Here is a simple example:

XCVI⇥XII! 96⇥ 12 = 1152! MCLII.
An image can be compressed by transforming its pixels (which are correlated) to a

representation where they are decorrelated. Compression is achieved if the new values
are smaller, on average, than the original values. Lossy compression can be achieved
by cutting o↵ (quantizing) the transformed values. The decoder inputs the transformed
values from the compressed file and reconstructs the (precise or approximate) original
data by applying the inverse transform. The main types of transforms used in com-
pressing data are orthogonal and subband (also referred to as wavelet). This section
describes the DCT, an orthogonal transform, in terms of rotations of points.

Given an image, we scan its pixels in raster order (row by row, from top to bottom)
and group pairs of adjacent pixels. Because the pixels are correlated, the two pixels
(x, y) of a pair normally have similar values. We now consider each pair of pixels a
point in two-dimensional space, and we plot the points. We know that all the points
of the form (x, x) are located on the 45� line y = x, so we expect our points to be
concentrated around this line. Figure E.3a shows the results of plotting the pixels of a
typical image—where a pixel has values in the interval [0, 255]—in such a way. Most
points form a cloud around the 45� line, and only a few points are located away from it.
We now transform the image by rotating all the points 45� clockwise about the origin,
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such that the 45� line now coincides with the x-axis (Figure E.3b). This is done by the
simple transformation

(x⇤, y⇤) = (x, y)
✓

cos 45� � sin 45�
sin 45� cos 45�

◆
= (x, y)

1p
2

✓
1 �1
1 1

◆
= (x, y)R, (E.3)

where the rotation matrix R is orthonormal (i.e., the dot product of a row with itself is
1, the dot product of di↵erent rows is 0, and the same is true for columns). The inverse
transformation is

(x, y) = (x⇤, y⇤)R�1 = (x⇤, y⇤)RT = (x⇤, y⇤)
1p
2

✓
1 1
�1 1

◆
, (E.4)

(because the inverse of an orthonormal matrix is its transpose.)
It is obvious that most points end up with y coordinates that are zero or close to zero,

while the x coordinates do not change much. Figure E.4a,b shows the distributions of the
x and y coordinates (i.e., the odd-numbered and even-numbered pixels) of a grayscale
128⇥128⇥8 image before the rotation. It is clear that the two distributions don’t di↵er
by much. Figure E.4c,d shows that the distribution of the x coordinates stays about
the same (with greater variance) but the y coordinates are concentrated around zero.
The Matlab code that generated these results is also listed. (Figure E.4d shows that the
y coordinates are concentrated around 100, but this is because a few were as small as
�101, so they had to be scaled by 101 to fit in a Matlab array, which always starts at
index 1.)

Once the coordinates of points are known before and after the rotation, it is easy to
measure the reduction in correlation. A simple measure is the sum

P
i xiyi, also called

the cross-correlation of points (xi, yi).

⇧ Exercise E.2: Given points (5, 5), (6, 7), (12.1, 13.2), (23, 25), and (32, 29), rotate them
45� clockwise and compute their cross-correlations before and after the rotation.

We can now compress the image by simply outputting the transformed pixels to
become the compressed file. If lossy compression is acceptable, then all the pixels can be
quantized to the nearest integer, resulting in even smaller numbers. We can also write
all the odd-numbered pixels (those that make up the x coordinates of the pairs) on the
compressed file, followed by all the even-numbered pixels. These two sequences are called
the coe�cient vectors of the transform. The latter sequence consists of small numbers
and may, after quantization, have runs of zeros, resulting in even better compression.

It can be shown that the total variance of the pixels does not change by the rotation,
because a rotation matrix is orthonormal. However, since the variance of the new y
coordinates is small, most of the variance is now concentrated in the x coordinates. The
variance is sometimes called the energy of the distribution of pixels, so we can say that
the rotation has concentrated (or compacted) the energy in the x coordinate and has
created compression in this way.

Concentrating the energy in one coordinate has another advantage. It makes it
possible to quantize that coordinate more finely than the other coordinates. This type
of quantization results in better (lossy) compression.
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Figure E.3: Rotating a Cloud of Points.

The following simple example illustrates the power of this basic transform. We start
with the point (4, 5), whose two coordinates are similar. Using Equation (E.3) the point
is transformed to (4, 5)R = (9, 1)/

p
2 ⇡ (6.36396, 0.7071). The energies of the point and

its transform are 42 + 52 = 41 = (92 + 12)/2. If we delete the smaller coordinate (4) of
the point, we end up with an error of 42/41 = 0.39. If, on the other hand, we delete the
smaller of the two transform coe�cients (0.7071), the resulting error is just 0.70712/41 =
0.012. Another way to obtain the same error is to consider the reconstructed point.
Passing 1p

2
(9, 1) through the inverse transform (Equation (E.4)) results in the original

point (4, 5). Doing the same with 1p
2
(9, 0) results in the approximate reconstructed

point (4.5, 4.5). The energy di↵erence between the original and reconstructed points is
the same small quantity

⇥
(42 + 52)� (4.52 + 4.52)

⇤
42 + 52

=
41� 40.5

41
= 0.0012.

This simple transform can easily be extended to any number of dimensions. Instead
of selecting pairs of adjacent pixels we can select triplets. Each triplet becomes a point
in three-dimensional space, and these points form a cloud concentrated around the line
that forms equal (although not 45�) angles with the three coordinate axes. When this
line is rotated such that it coincides with the x axis, the y and z coordinates of the
transformed points become small numbers. The transformation is done by multiplying
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Figure E.4: Distribution of Image Pixels Before and After Rotation.

each point by a 3⇥ 3 rotation matrix. The transformed points are then separated into
three coe�cient vectors, of which the last two consist of small numbers. For maximum
compression each coe�cient vector should be quantized separately.

This can be extended to more than three dimensions, with the only di↵erence
being that we cannot visualize spaces of dimensions higher than three. However, the
mathematics can easily be extended. This simple transform, which is based on rotations
and is easy to visualize, is mathematically equivalent to the discrete cosine transform
(DCT) mentioned earlier.

In JPEG, the rotation transform (or, equivalently, the DCT) is performed on groups
of eight adjacent pixels. The result of rotating such a group is one large number followed
by seven small numbers. It is possible to transform larger groups, but the reader should
remember why this simple rotation succeeds in compressing the values of pixels. The
secret of this type of transform is pixel correlation. Because of pixel correlation, consec-
utive pixels have similar values, so a group of consecutive pixels corresponds to a point
about the line that makes equal angles with the coordinate axes. A group of uncorrelated
pixel would become a point far from this line, thereby resulting in no small numbers
and no compression. Limiting the size of a group to eight pixels is a reasonable choice,
because pixels that are separated by more than this distance are rarely correlated.

JPEG partitions an image into data units (blocks) of 8⇥8 pixels each and performs
16 rotations. It first rotates each of the eight rows and then each of the eight columns.
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Figure E.5 illustrates the results. In part (a) of the figure we see 64 large numbers
(L). Part (b) shows that after each of the eight rows has been rotated, it start with a
large number (L) followed by seven small numbers (S). In part (c) we see the results of
rotating the columns. There is now only one large number at the top-left corner of the
block, 14 small numbers on the top row and leftmost column, and the rest of the 8⇥ 8
block is filled with very small (s) numbers.

This double rotation produces a set of 64 transformed values, of which the first—
termed the DC coe�cient—is large, and the other 63 (called the AC coe�cients) are
normally small. Thus, this transform concentrates the energy in the first of 64 dimen-
sions.

L L L L L L L L
L L L L L L L L
L L L L L L L L
L L L L L L L L
L L L L L L L L
L L L L L L L L
L L L L L L L L
L L L L L L L L

L S S S S S S S
L S S S S S S S
L S S S S S S S
L S S S S S S S
L S S S S S S S
L S S S S S S S
L S S S S S S S
L S S S S S S S

L S S S S S S S
S s s s s s s s
S s s s s s s s
S s s s s s s s
S s s s s s s s
S s s s s s s s
S s s s s s s s
S s s s s s s s

(a) (b) (c)
Figure E.5: The Two-Dimensional DCT as a Double Rotation.

E.4.1 Quantization

After each 8⇥8 data unit of pixels is transformed by means of the DCT (or rotations), it is
quantized. This is the step where original image data is irretrievably lost. Each number
in the transformed block is divided by the corresponding number from a particular
quantization table, and the result is rounded to the nearest integer. JPEG uses three
quantization tables, for the three color components. The 64 numbers that constitute each
quantization table are all JPEG parameters. In principle, they can all be specified and
fine-tuned by the user for maximum compression. In practice, few users have the patience
or expertise to experiment with so many parameters, so JPEG software normally uses
the following two approaches:
1. Default quantization tables. Two such tables, for the luminance (grayscale) and
the chrominance components, are the result of many experiments performed by the
JPEG committee. They are included in the JPEG standard and are reproduced here as
Table E.6. It is easy to see how the QCs in the table generally grow as we move from
the upper left corner to the bottom right corner. This is how JPEG reduces the DCT
coe�cients with high spatial frequencies.
2. A simple quantization table Q is computed, based on one parameter R specified by
the user. A simple expression such as Qij = 1 + (i + j)⇥R guarantees that QCs start
small at the upper-left corner and get bigger toward the lower-right corner. Table E.7
shows an example of such a table with R = 2.

If the quantization is done correctly, very few nonzero numbers will be left in the
quantized, transformed 8⇥8 block, and they will typically be concentrated in its upper-
left region. These numbers are the output of JPEG for the block, but they are further
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16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99

Luminance Chrominance

Table E.6: Recommended Quantization Tables.

1 3 5 7 9 11 13 15
3 5 7 9 11 13 15 17
5 7 9 11 13 15 17 19
7 9 11 13 15 17 19 21
9 11 13 15 17 19 21 23

11 13 15 17 19 21 23 25
13 15 17 19 21 23 25 27
15 17 19 21 23 25 27 29

Table E.7: The Quantization Table 1 + (i + j)⇥ 2.

compressed before being written on the output file. In the JPEG literature this com-
pression is called “entropy coding,” and Section E.4.2 shows in detail how it is done.
Three techniques are used by entropy coding to compress the 8 ⇥ 8 matrix of integers
as follows:

1. The 64 numbers are collected by scanning the block in a zigzag
path. This produces a string of 64 numbers that starts with some nonzeros
and typically ends with many consecutive zeros. Only the nonzero numbers
are output (after further compressing them) and are followed by a special
end-of block (EOB) code. This way there is no need to output the trailing
zeros (we can say that the EOB is the run-length encoding of all the trailing zeros).

⇧ Exercise E.3: Propose a practical way to write a loop that traverses an 8⇥ 8 matrix
in zigzag.

2. The nonzero numbers are compressed using Hu↵man coding (Section E.4.2, but the
principles of this algorithm are not described here).
3. The first of those numbers (the DC coe�cient) is treated di↵erently from the others
(the AC coe�cients).
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She had just succeeded in curving it down into a graceful zigzag, and was going to
dive in among the leaves, which she found to be nothing but the tops of the trees
under which she had been wandering, when a sharp hiss made her draw back in a
hurry.

—Lewis Carroll, Alice in Wonderland (1865).

E.4.2 Coding

We first discuss point 3 above. Each 8⇥8 block (data unit) of quantized DCT coe�cients
contains one DC coe�cient (at position (0, 0), the top-left corner) and 63 AC coe�cients.
The DC coe�cient is a multiple of the average value of the 64 original pixels, constituting
the data unit. Experience shows that in a continuous-tone image, adjacent data units of
pixels are normally correlated in the sense that the average values of the pixels in adjacent
data units are close. The DC coe�cient of a data unit is a multiple of the average of
the 64 pixels constituting the unit, which is why the DC coe�cients of adjacent data
units don’t di↵er much. JPEG outputs the first DC coe�cient (encoded), followed by
di↵erences (also encoded) of the DC coe�cients of consecutive data units.

Example: If the first three 8⇥ 8 data units of an image have quantized DC coef-
ficients of 1118, 1114, and 1119, then the JPEG output for the first data unit is 1118
(Hu↵man encoded, see below) followed by the 63 (encoded) AC coe�cients of that data
unit. The output for the second data unit will be 1114� 1118 = �4 (also Hu↵man en-
coded), followed by the 63 (encoded) AC coe�cients of that data unit, and the output
for the third data unit will be 1119� 1114 = 5 (also Hu↵man encoded), again followed
by the 63 (encoded) AC coe�cients of that data unit. This way of handling the DC
coe�cients is worth the extra trouble, because the di↵erences are small numbers.

Coding the DC di↵erences is done with Table E.8, so first here are a few words
about this table. The rightmost column of this table contains unary codes. This code is
perhaps the simplest variable-length code for integers. The unary code of the positive
integer n is constructed as n�1 bits of 1 followed by a single 0, or alternatively as n�1
zeros followed by a single 1. The length of the unary code for the integer n is therefore
n bits.

Each row of Table E.8 has a row number (on the left), the unary code for the row
(on the right), and several columns in between. Each row contains greater numbers (and
also more numbers) than its predecessor but not the numbers contained in previous rows.
Row i contains the range of integers [�(2i�1),+(2i�1)] but is missing the middle range
[�(2i�1 � 1),+(2i�1 � 1)]. Thus, the rows get very long, which means that a simple
two-dimensional array is not a good data structure for this table. In fact, there is no
need to store these integers in a data structure, since the program can figure out where
in the table any given integer x is supposed to reside by analyzing the bits of x.

The first DC coe�cient to be encoded in our example is 1118. It resides in row
11 column 930 of the table (column numbering starts at zero), so it is encoded as
111111111110|01110100010 (the unary code for row 11, followed by the 11-bit binary
value of 930). The second DC di↵erence is �4. It resides in row 3 column 3 of Table E.8,
so it is encoded as 1110|011 (the unary code for row 3, followed by the 3-bit binary value
of 3).
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⇧ Exercise E.4: How is the third DC di↵erence, 5, encoded?

Point 2 above has to do with the precise way the 63 AC coe�cients of a data unit
are compressed. It uses a combination of RLE and either Hu↵man or arithmetic coding.
The idea is that the sequence of AC coe�cients normally contains just a few nonzero
numbers, with runs of zeros between them, and with a long run of trailing zeros. For each
nonzero number x, the encoder (1) finds the number Z of consecutive zeros preceding x;
(2) finds x in Table E.8 and prepares its row and column numbers (R and C); (3) the pair
(R, Z) (that’s (R,Z), not (R,C)) is used as row and column numbers for Table E.11; and
(4) the Hu↵man code found in that position in the table is concatenated to C (where C
is written as an R-bit number) and the result is (finally) the code emitted by the JPEG
encoder for the AC coe�cient x and all the consecutive zeros preceding it.

0: 0 0
1: -1 1 10
2: -3 -2 2 3 110
3: -7 -6 -5 -4 4 5 6 7 1110
4: -15 -14 . . . -9 -8 8 9 10 . . . 15 11110
5: -31 -30 -29 . . . -17 -16 16 17 . . . 31 111110
6: -63 -62 -61 . . . -33 -32 32 33 . . . 63 1111110
7: -127 -126 -125 . . . -65 -64 64 65 . . . 127 11111110
...

...
14: -16383 -16382 -16381 . . . -8193 -8192 8192 8193 . . . 16383 111111111111110
15: -32767 -32766 -32765 . . . -16385 -16384 16384 16385 . . . 32767 1111111111111110
16: 32768 1111111111111111

Table E.8: Coding the Di↵erences of DC Coe�cients.

The Hu↵man codes in Table E.11 are not the ones recommended by the JPEG
standard. The standard recommends the use of Tables E.9 and E.10 and says that up
to four Hu↵man code tables can be used by a JPEG codec, except that the baseline
mode can use only two such tables. The actual codes in Table E.11 are thus arbitrary.
The reader should notice the EOB code at position (0, 0) and the ZRL code at position
(0, 15). The former indicates end-of-block, and the latter is the code emitted for 15
consecutive zeros when the number of consecutive zeros exceeds 15. These codes are
the ones recommended for the luminance AC coe�cients of Table E.9. The EOB and
ZRL codes recommended for the chrominance AC coe�cients of Table E.10 are 00 and
1111111010, respectively.

As an example consider the sequence

1118, 2, 0,�2, 0, . . . , 0| {z }
13

,�1, 0, . . . .

The first AC coe�cient 2 has no zeros preceding it, so Z = 0. It is found in Table E.8 in
row 2, column 2, so R = 2 and C = 2. The Hu↵man code in position (R,Z) = (2, 0) of
Table E.11 is 01, so the final code emitted for 2 is 01|10. The next nonzero coe�cient,
�2, has one zero preceding it, so Z = 1. It is found in Table E.8 in row 2, column 1, so
R = 2 and C = 1. The Hu↵man code in position (R,Z) = (2, 1) of Table E.11 is 11011,
so the final code emitted for 2 is 11011|01.
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R

Z 1 2 3 4 5
6 7 8 9 A

0 00 01 100 1011 11010
1111000 11111000 1111110110 1111111110000010 1111111110000011

1 1100 11011 11110001 111110110 11111110110
1111111110000100 1111111110000101 1111111110000110 1111111110000111 1111111110001000

2 11100 11111001 1111110111 111111110100 111111110001001
111111110001010 111111110001011 111111110001100 111111110001101 111111110001110

3 111010 111110111 111111110101 1111111110001111 1111111110010000
1111111110010001 1111111110010010 1111111110010011 1111111110010100 1111111110010101

4 111011 1111111000 1111111110010110 1111111110010111 1111111110011000
1111111110011001 1111111110011010 1111111110011011 1111111110011100 1111111110011101

5 1111010 11111110111 1111111110011110 1111111110011111 1111111110100000
1111111110100001 1111111110100010 1111111110100011 1111111110100100 1111111110100101

6 1111011 111111110110 1111111110100110 1111111110100111 1111111110101000
1111111110101001 1111111110101010 1111111110101011 1111111110101100 1111111110101101

7 11111010 111111110111 1111111110101110 1111111110101111 1111111110110000
1111111110110001 1111111110110010 1111111110110011 1111111110110100 1111111110110101

8 111111000 111111111000000 1111111110110110 1111111110110111 1111111110111000
1111111110111001 1111111110111010 1111111110111011 1111111110111100 1111111110111101

9 111111001 1111111110111110 1111111110111111 1111111111000000 1111111111000001
1111111111000010 1111111111000011 1111111111000100 1111111111000101 1111111111000110

A 111111010 1111111111000111 1111111111001000 1111111111001001 1111111111001010
1111111111001011 1111111111001100 1111111111001101 1111111111001110 1111111111001111

B 1111111001 1111111111010000 1111111111010001 1111111111010010 1111111111010011
1111111111010100 1111111111010101 1111111111010110 1111111111010111 1111111111011000

C 1111111010 1111111111011001 1111111111011010 1111111111011011 1111111111011100
1111111111011101 1111111111011110 1111111111011111 1111111111100000 1111111111100001

D 11111111000 1111111111100010 1111111111100011 1111111111100100 1111111111100101
1111111111100110 1111111111100111 1111111111101000 1111111111101001 1111111111101010

E 1111111111101011 1111111111101100 1111111111101101 1111111111101110 1111111111101111
1111111111110000 1111111111110001 1111111111110010 1111111111110011 1111111111110100

F 11111111001 1111111111110101 1111111111110110 1111111111110111 1111111111111000
1111111111111001 1111111111111010 1111111111111011 1111111111111101 1111111111111110

Table E.9: Recommended Hu↵man Codes for Luminance AC Coe�cients.
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R

Z 1 2 3 4 5
6 7 8 9 A

0 01 100 1010 11000 11001
111000 1111000 111110100 1111110110 111111110100

1 1011 111001 11110110 111110101 11111110110
111111110101 111111110001000 111111110001001 111111110001010 111111110001011

2 11010 11110111 1111110111 111111110110 111111111000010
1111111110001100 1111111110001101 1111111110001110 1111111110001111 1111111110010000

3 11011 11111000 1111111000 111111110111 1111111110010001
1111111110010010 1111111110010011 1111111110010100 1111111110010101 1111111110010110

4 111010 111110110 1111111110010111 1111111110011000 1111111110011001
1111111110011010 1111111110011011 1111111110011100 1111111110011101 1111111110011110

5 111011 1111111001 1111111110011111 1111111110100000 1111111110100001
1111111110100010 1111111110100011 1111111110100100 1111111110100101 1111111110100110

6 1111001 11111110111 1111111110100111 1111111110101000 1111111110101001
1111111110101010 1111111110101011 1111111110101100 1111111110101101 1111111110101110

7 1111010 11111111000 1111111110101111 1111111110110000 1111111110110001
1111111110110010 1111111110110011 1111111110110100 1111111110110101 1111111110110110

8 11111001 1111111110110111 1111111110111000 1111111110111001 1111111110111010
1111111110111011 1111111110111100 1111111110111101 1111111110111110 1111111110111111

9 111110111 1111111111000000 1111111111000001 1111111111000010 1111111111000011
1111111111000100 1111111111000101 1111111111000110 1111111111000111 1111111111001000

A 111111000 1111111111001001 1111111111001010 1111111111001011 1111111111001100
1111111111001101 1111111111001110 1111111111001111 1111111111010000 1111111111010001

B 111111001 1111111111010010 1111111111010011 1111111111010100 1111111111010101
1111111111010110 1111111111010111 1111111111011000 1111111111011001 1111111111011010

C 111111010 1111111111011011 1111111111011100 1111111111011101 1111111111011110
1111111111011111 1111111111100000 1111111111100001 1111111111100010 1111111111100011

D 11111111001 1111111111100100 1111111111100101 1111111111100110 1111111111100111
1111111111101000 1111111111101001 1111111111101010 1111111111101011 1111111111101100

E 11111111100000 1111111111101101 1111111111101110 1111111111101111 1111111111110000
1111111111110001 1111111111110010 1111111111110011 1111111111110100 1111111111110101

F 111111111000011 111111111010110 1111111111110111 1111111111111000 1111111111111001
1111111111111010 1111111111111011 1111111111111100 1111111111111101 1111111111111110

Table E.10: Recommended Hu↵man Codes for Chrominance AC Coe�cients.
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⇧ Exercise E.5: What code is emitted for the last nonzero AC coe�cient, �1?

Finally, the sequence of trailing zeros is encoded as 1010 (EOB), so the output for
the above sequence of AC coe�cients is 01101101110111010101010. We saw earlier that
the DC coe�cient is encoded as 111111111110|1110100010, so the final output for the
entire 64-pixel data unit is the 46-bit number

1111111111100111010001001101101110111010101010.
These 46 bits encode one color component of the 64 pixels of a data unit. Let’s assume
that the other two color components are also encoded into 46-bit numbers. If each
pixel originally consists of 24 bits, then this corresponds to a compression factor of
64⇥ 24/(46⇥ 3) ⇡ 11.13; very impressive!

(Notice that the DC coe�cient of 1118 has contributed 23 of the 46 bits. Subsequent
data units code di↵erences of their DC coe�cient, which may take fewer than 10 bits
instead of 23. They may feature much higher compression factors as a result.)

The same tables (Tables E.8 and E.11) used by the encoder should, of course,
be used by the decoder. The tables may be predefined and used by a JPEG codec
as defaults, or they may be specifically calculated for a given image in a special pass
preceding the actual compression. The JPEG standard does not specify any code tables,
so any JPEG codec must use its own.

R Z: 0 1 . . . 15
0: 1010 11111111001(ZRL)
1: 00 1100 . . . 1111111111110101
2: 01 11011 . . . 1111111111110110
3: 100 1111001 . . . 1111111111110111
4: 1011 111110110 . . . 1111111111111000
5: 11010 11111110110 . . . 1111111111111001
...

...

Table E.11: Coding AC Coe�cients.

This coding scheme may seem complex, but newer compression methods, most no-
tably the H.264 algorithm for video compression, implement even more complex coding
in order to obtain slightly better compression of a similar sequence of 8⇥8 DCT transform
coe�cients.
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E.5 TIFF

Section 2.13.1 mentions that many raw image file formats are based on the TIFF format,
so the following sections cover the principles of this important standard.

TIFF, an abbreviation of Tagged Image File Format, is a file format for digital
images. It was originally developed by Aldus in the mid 1980’s, in order to standardize
the output of digital scanners made by di↵erent manufacturers. The original version of
TIFF, published in 1986, was intended for bilevel (black-and-white) images, where each
pixel is a single bit. TIFF became an important standard only in June 1992, with the
publication of version 6.0, where bilevel, grayscale, and color images are supported and
can be saved and optionally compressed. When Adobe acquired Aldus in 1994, it also
inherited the TIFF format and has since been responsible for it.

The main innovation of TIFF is its tags, which specify various attributes (size, def-
inition, image-data arrangement, image compression algorithm) of the image contained
in a TIFF file. A tag is a 16-bit integer, so there can be up to 216 = 65,536 di↵erent
tags. The first 215 = 32,768 tags are pre-defined and the remaining 32,768 tags are
private, a very useful feature of TIFF. Someone who has image files with special or
proprietary attributes, meaningful only to him, can apply to the TIFF administrator
(currently Adobe) for a set of private tags that only he will define and use in his TIFF
files. Because of the private tags, a TIFF decoder ignores any unfamiliar tags found in an
image file that is being decoded. The range 65,000–65,535 of private tags is considered
reusable. Anyone can use them, without the TIFF administrator’s approval.

The tag examples that follow employ hexadecimal (base 16) numbers, also called
hex for short, so here are a few words about this important notation. We normally
use decimal (base 10) numbers, which require 10 digits. Computers use binary (base 2)
numbers, which require only two digits. Numbers represented in base 16 require 16
digits, and we simply use the ten digits 0–9, followed by the six letters ABCDEF. Base 16
is useful because each hex digit corresponds to exactly four bits, which makes it easy to
convert between binary and hexadecimal. Some examples of hex digits are 7 (0111), 8
(1000), A (1001), and F (1111). Thus, for example, the 4-digit hex number A078 is the
16 bits string 1001|0000|0111|1000.

As an example of a private tag, consider the Molecular Dynamics GEL file format,
developed by AwareSystems. The details of this format are irrelevant to us, but this
company applied for several private tags for its special format. The first one is MD
FileTag (82A5). It specifies the pixel data format in GEL files. The second private tag
is MD ScalePixel (82A6), which specifies the scale factor in GEL files.

A tag in a TIFF file is followed by related fields, such as type, count (how many
values follow), and values associated with the tag. The type of a tag can be byte, ASCII,
short (two bytes), long (four bytes), and rational (two longs). Here are a few examples
of standard tags.

Tag 0106 is used for bilevel images. It specifies the values of black and white pixels.
This tag is of type short and has a count of 1 (i.e., one value follows the count field). A
value of 0 means that a zero bit corresponds to a white pixel, while a value of 1 specifies
that a zero bit is a black pixel. The actual bits for the pixels appear later in the TIFF
file.
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The short tag 0103 specifies the type of compression in a TIFF file. A value of 1
means no compression, 2 means CCITT Group 3 compression, and 32773 means PackBits
compression. (These two compression methods are designed for bilevel images and are
lossless. Group 3 is one of the international standard for the compression of fax images.)

Tag 0100 is followed by a single value, the number of columns in the image that
is contained in the TIFF file, and tag 0101 is followed by the number of rows of that
image.

Tag 0128 is important. Applications that decode a TIFF file often need to know
quickly, before decoding the entire file, how big the image is. This tag is followed by one
of the values 1 (no absolute unit of measurement), 2 (inches), or 3 (centimeters). This
information, together with the number of rows and columns, can be used by software to
figure the physical size of the image.

Once the concept of tags is clear, the format of a TIFF file is easy to understand.
Such a file starts with an 8-byte header where bytes 0–1 specify the byte order within
the file. Value 4949 for this tag means little endian, the least-significant byte is stored
first, and is followed by more-significant bytes, ending with the most-significant byte.
Value 4D4D is big-endian, the most-significant byte is first and the least-significant byte
is last. Bytes 2–3 of the TIFF header contain the arbitrary chosen number 42. This
helps any TIFF decoder to identify the file as TIFF. Bytes 4–7 of the header contain the
o↵set of the first image file directory (IFD). The o↵set is the distance from the header
to that IFD.

⇧ Exercise E.6: (A joke). What are other “uses” of the number 42 in world literature?

The TIFF file header is followed by several (but at least one) image file directories
(IFDs). The idea is that a TIFF file may contain several images, such as the pages of
a large fax transmission. Each image in a TIFF file is termed a subfile, and each IFD
contains the tags of a subfile, followed by a pointer (or an o↵set) to the next IFD. An
IFD must also contain tags that point to the locations of the image pixels. The pixel
data (raw or compressed) can be stored almost anywhere in a TIFF file, but often follow
all the IFDs. The pixel data can be stored in strips, where a strip is a number of image
rows, and an IFD for a subfile must include tags that specify the number of image rows
per strip, where each strip is located (an o↵set), and the number of bytes for each strip
(after any compression).

Compressing the image pixels is an option in TIFF. Image compression can save
much space, but then the image pixels have to be decompressed when the TIFF file is
decoded, which takes time. In the TIFF format, compression is always lossless, which
is why major camera makers have adopted this format for their raw image files. Bilevel
and grayscale images are compressed in either Group 3 (Section E.6) or in PackBits
(Section E.7). Color images are compressed in LZW (Lempel-Ziv-Welch), which is fully
described in any book on data compression and in many places on the Internet.



E JPEG and TIFF 1195

E.6 Facsimile Compression

Data compression is especially important when images are transmitted over a commu-
nications line because the user is often waiting at the receiver, eager to see something
quickly. Documents transferred between fax machines are sent as bitmaps, so a standard
data compression method was needed when those machines became popular. Several
methods were developed and proposed by the ITU-T.

The ITU-T is one of four permanent parts of the International Telecommunications
Union (ITU), based in Geneva, Switzerland (http://www.itu.ch/). It issues recommen-
dations for standards applying to modems, packet switched interfaces, V.24 connectors,
and similar devices. Although it has no power of enforcement, the standards it recom-
mends are generally accepted and adopted by industry. Until March 1993, the ITU-T
was known as the Consultative Committee for International Telephone and Telegraph
(Comité Consultatif International Télégraphique et Téléphonique, or CCITT).

CCITT: Can’t Conceive Intelligent Thoughts Today

The first data compression standards developed by the ITU-T were T2 (also known
as Group 1) and T3 (Group 2). These are now obsolete and have been replaced by T4
(Group 3) and T6 (Group 4). Group 3 is currently used by all fax machines designed to
operate with the Public Switched Telephone Network (PSTN). These are the machines
we have at home, and at the time of writing, they operate at maximum speeds of 9,600
baud. Group 4 is used by fax machines designed to operate on a digital network, such as
ISDN. They have typical speeds of 64K baud. Both methods can produce compression
factors of 10 or better, reducing the transmission time of a typical page to about a
minute with the former, and a few seconds with the latter.

Some references for facsimile compression are [Anderson et al. 87], [Hunter and
Robinson 80], [Marking 90], and [McConnell 92].

E.6.1 One-Dimensional Coding

A fax machine scans a document line by line, converting each line to small black and
white dots called pels (from Picture ELement). The horizontal resolution is always 8.05
pels per millimeter (about 205 pels per inch). An 8.5-inch-wide scan line is therefore
converted to 1728 pels. The T4 standard, though, recommends to scan only about 8.2
inches, thereby producing 1664 pels per scan line (these numbers, as well as those in the
next paragraph, are all to within ±1% accuracy).

The vertical resolution is either 3.85 scan lines per millimeter (standard mode) or
7.7 lines/mm (fine mode). Many fax machines have also a very-fine mode, where they
scan 15.4 lines/mm. Table E.12 assumes a 10-inch-high page (254 mm), and shows
the total number of pels per page, and typical transmission times for the three modes
without compression. The times are long, illustrating how important data compression
is in fax transmissions.

To derive the Group 3 code, the ITU-T counted all the run lengths of white and
black pels in a set of eight “training” documents that they felt represent typical text and
images sent by fax, and used the Hu↵man algorithm to assign a variable-length code to
each run length. (The eight documents are described in Table E.13. They are not shown
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Scan Pels per Pels per Time Time
lines line page (sec.) (min.)
978 1664 1.670M 170 2.82

1956 1664 3.255M 339 5.65
3912 1664 6.510M 678 11.3
Ten inches equal 254 mm. The number of pels
is in the millions, and the transmission times, at
9600 baud without compression, are between 3
and 11 minutes, depending on the mode. How-
ever, if the page is shorter than 10 inches, or if
most of it is white, the compression factor can
be 10 or better, resulting in transmission times
of between 17 and 68 seconds.

Table E.12: Fax Transmission Times.

because they are copyrighted by the ITU-T.) The most common run lengths were found
to be 2, 3, and 4 black pixels, so they were assigned the shortest codes (Table E.14).
Next come run lengths of 2–7 white pixels, which were assigned slightly longer codes.
Most run lengths were rare and were assigned long, 12-bit codes. Thus, Group 3 uses a
combination of RLE and Hu↵man coding.

Image Description
1 Typed business letter (English)
2 Circuit diagram (hand drawn)
3 Printed and typed invoice (French)
4 Densely typed report (French)
5 Printed technical article including figures and equations (French)
6 Graph with printed captions (French)
7 Dense document (Kanji)
8 Handwritten memo with very large white-on-black letters (English)

Table E.13: The Eight CCITT Training Documents.

⇧ Exercise E.7: A run length of 1664 white pels was assigned the short code 011000.
Why is this length so common?

Since run lengths can be long, the Hu↵man algorithm was modified. Codes were
assigned to run lengths of 1 to 63 pels (they are the termination codes in Table E.14a)
and to run lengths that are multiples of 64 pels (the make-up codes in Table E.14b).
Group 3 is therefore a modified Hu↵man code (also called MH). The code of a run length
is either a single termination code (if the run length is short) or one or more make-up
codes, followed by one termination code (if it is long). Here are some examples:
1. A run length of 12 white pels is coded as 001000.
2. A run length of 76 white pels (= 64 + 12) is coded as 11011|001000.
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3. A run length of 140 white pels (= 128 + 12) is coded as 10010|001000.
4. A run length of 64 black pels (= 64 + 0) is coded as 0000001111|0000110111.
5. A run length of 2561 black pels (2560 + 1) is coded as 000000011111|010.

⇧ Exercise E.8: There are no runs of length zero. Why then were codes assigned to runs
of zero black and zero white pels?

⇧ Exercise E.9: An 8.5-inch-wide scan line results in 1728 pels, so how can there be a
run of 2561 consecutive pels?

Each scan line is coded separately, and its code is terminated by the special 12-bit
EOL code 000000000001. Each line also gets one white pel appended to it on the left
when it is scanned. This is done to remove any ambiguity when the line is decoded on
the receiving end. After reading the EOL for the previous line, the receiver assumes that
the new line starts with a run of white pels, and it ignores the first of them. Examples:
1. The 14-pel line is coded as the run lengths 1w 3b 2w
2b 7w EOL, which become 000111|10|0111|11|1111|000000000001. The decoder ignores
the single white pel at the start.
2. The line is coded as the run lengths 3w 5b 5w 2b
EOL, which becomes the binary string 1000|0011|1100|11|000000000001.

⇧ Exercise E.10: The group 3 code for a run length of five black pels (0011) is also the
prefix of the codes for run lengths of 61, 62, and 63 white pels. Explain this.

The Group 3 code has no error correction, but many errors can be detected. Because
of the nature of the Hu↵man code, even one bad bit in the transmission can cause the
receiver to get out of synchronization, and to produce a string of wrong pels. This is
why each scan line is encoded separately. If the receiver detects an error, it skips bits,
looking for an EOL. This way, one error can cause at most one scan line to be received
incorrectly. If the receiver does not see an EOL after a certain number of lines, it assumes
a high error rate, and it aborts the process, notifying the transmitter. Since the codes
are between 2 and 12 bits long, the receiver detects an error if it cannot decode a valid
code after reading 12 bits.

Each page of the coded document is preceded by one EOL and is followed by six EOL
codes. Because each line is coded separately, this method is a one-dimensional coding
scheme. The compression ratio depends on the image. Images with large contiguous
black or white areas (text or black and white images) can be highly compressed. Images
with many short runs can sometimes produce negative compression. This is especially
true in the case of images with shades of gray (such as scanned photographs). Such
shades are produced by halftoning, which covers areas with many alternating black and
white pels (runs of length one).

⇧ Exercise E.11: What is the compression ratio for runs of length one (i.e., strictly
alternating pels)?

The T4 standard also allows for fill bits to be inserted between the data bits and
the EOL. This is done in cases where a pause is necessary, or where the total number of
bits transmitted for a scan line must be a multiple of 8. The fill bits are zeros.
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(a)

White Black White Black
Run code- code- Run code- code-

length word word length word word
0 00110101 0000110111 32 00011011 000001101010
1 000111 010 33 00010010 000001101011
2 0111 11 34 00010011 000011010010
3 1000 10 35 00010100 000011010011
4 1011 011 36 00010101 000011010100
5 1100 0011 37 00010110 000011010101
6 1110 0010 38 00010111 000011010110
7 1111 00011 39 00101000 000011010111
8 10011 000101 40 00101001 000001101100
9 10100 000100 41 00101010 000001101101

10 00111 0000100 42 00101011 000011011010
11 01000 0000101 43 00101100 000011011011
12 001000 0000111 44 00101101 000001010100
13 000011 00000100 45 00000100 000001010101
14 110100 00000111 46 00000101 000001010110
15 110101 000011000 47 00001010 000001010111
16 101010 0000010111 48 00001011 000001100100
17 101011 0000011000 49 01010010 000001100101
18 0100111 0000001000 50 01010011 000001010010
19 0001100 00001100111 51 01010100 000001010011
20 0001000 00001101000 52 01010101 000000100100
21 0010111 00001101100 53 00100100 000000110111
22 0000011 00000110111 54 00100101 000000111000
23 0000100 00000101000 55 01011000 000000100111
24 0101000 00000010111 56 01011001 000000101000
25 0101011 00000011000 57 01011010 000001011000
26 0010011 000011001010 58 01011011 000001011001
27 0100100 000011001011 59 01001010 000000101011
28 0011000 000011001100 60 01001011 000000101100
29 00000010 000011001101 61 00110010 000001011010
30 00000011 000001101000 62 00110011 000001100110
31 00011010 000001101001 63 00110100 000001100111

(b)

White Black White Black
Run code- code- Run code- code-

length word word length word word
64 11011 0000001111 1344 011011010 0000001010011

128 10010 000011001000 1408 011011011 0000001010100
192 010111 000011001001 1472 010011000 0000001010101
256 0110111 000001011011 1536 010011001 0000001011010
320 00110110 000000110011 1600 010011010 0000001011011
384 00110111 000000110100 1664 011000 0000001100100
448 01100100 000000110101 1728 010011011 0000001100101
512 01100101 0000001101100 1792 00000001000 same as
576 01101000 0000001101101 1856 00000001100 white
640 01100111 0000001001010 1920 00000001101 from this
704 011001100 0000001001011 1984 000000010010 point
768 011001101 0000001001100 2048 000000010011
832 011010010 0000001001101 2112 000000010100
896 011010011 0000001110010 2176 000000010101
960 011010100 0000001110011 2240 000000010110

1024 011010101 0000001110100 2304 000000010111
1088 011010110 0000001110101 2368 000000011100
1152 011010111 0000001110110 2432 000000011101
1216 011011000 0000001110111 2496 000000011110
1280 011011001 0000001010010 2560 000000011111

Table E.14: Group 3 and 4 Fax Codes: (a) Termination Codes, (b) Make-Up Codes.
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Example: The binary string 000111|10|0111|11|1111|000000000001 becomes

000111|10|0111|11|1111|00|0000000001

after two zeros are added as fill bits, bringing the total length of the string to 32 bits
(= 8 ⇥ 4). The decoder sees the two zeros of the fill, followed by the 11 zeros of the
EOL, followed by the single 1, so it knows that it has encountered a fill followed by an
EOL.

See http://www.doclib.org/rfc/rfc804.html for a description of group 3.
At the time of writing, the T.4 and T.6 recommendations can also be found at URL

ftp://sunsite.doc.ic.ac.uk/ as files 7_3_01.ps.gz and 7_3_02.ps.gz (the precise
subdirectory seems to change every few years and it is recommended to locate it with a
search engine).

E.7 PackBits Compression

PackBits is a simple compression method developed by Apple Inc. for the older versions
of its Macintosh operating system. It is based on the concept of run-length encoding
(RLE). The method itself is easy to describe, but the reader has to know something
about RLE and the two’s-complement method for binary numbers.

Experience shows that the pixels of an image are nor random. Often, a pixel
is similar or even identical to some of its neighbors, and this is particularly true for
bilevel images. (An image where most pixels are di↵erent from their neighbors would be
random, and so rarely worth compressing, saving, and looking at.) Figure E.15 shows
a typical printed text where one row of pixels has been selected. It is easy to see that
there are many runs of pixels. The runs of black pixels are typically short, but there are
many large runs of white pixels. (The codes of Table E.14 conform to this observation.)
Thus, significant compression can be achieved if we replace a run of pixels P with a
single copy of P plus a flag indicating the length of the run. This is the principle of
PackBits and it also works for grayscale images, where a pixel is a byte.

He had forty-two boxes, all carefully packed
Figure E.15: Run-Lengths of Bilevel Pixels.

The rule of PackBits compression is to measure the length of the next several runs
of pixels. If the next several consecutive runs are short, just one or two pixels each,
simply copy those runs into the output file, preceded by a flag, a byte that contains
their length minus 1. These runs will not be compressed. The total length of such
uncompressed (unpacked) runs should not exceed 128, which is why the flag byte will
be at most 127 = 0111|1111. Its leftmost bit will be zero, so as a signed integer this flag
will be positive. The PackBits decompressor checks the sign of each flag, and it knows
that a positive flag containing the value L will be followed by L + 1 pixel values.
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If a run is three pixels or longer, a copy of that pixel is prepared and is appended
to a flag that indicates the length of the run. That flag is a byte whose leftmost bit is
1 (negative sign), and whose value, in two’s complement, is again 1 minus the length of
the run.

The PackBits o�cial publication illustrates these rules with the following example.
Given the input file
AA AA AA 80 00 2A AA AA AA AA 80 00 2A 22 AA AA AA AA AA AA AA AA AA AA

where each pixel is a byte, it is compressed (packed) by PackBits into the five
segments listed in the table

FE AA (�(�2) + 1) = 3 bytes of the pattern AA
02 80 00 2A (2) + 1 = 3 bytes of original pixels
FD AA (�(�3) + 1) = 4 bytes of the pattern AA
03 80 00 2A 22 (3) + 1 = 4 bytes of original pixels
F7 AA (�(�9) + 1) = 10 bytes of the pattern AA

The final output is the string FE AA 02 80 00 2A FD AA 03 80 00 2A 22 F7 AA
where bytes FE, 02, FD, 03, and F7 are flags. The first run of three AAs is compacted,
the following three pixels 80 00 2A are copied into the output as is, thereby causing
a 1-byte expansion (their flag), the next four AAs are compacted and are followed by a
copy of 80 00 2A 22. Finally, the last 10 AAs become the two bytes F7 AA.

Composers imagine. Page commissioner. More
imposing case. Coin promises game. I’m a gross, nice

poem. Cop gains memories. One promises magic.

—Anagrams of image compression
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The Shape of a Lens

The fact that a spherical lens is not perfect is mentioned in this book several times,
but so far nothing has been said about the shape of a perfect lens. What shape creates
the miracle of a perfect focus point? What lens focuses all the light rays that arrive
from point A to a focus at point B? This appendix tries to answer these questions by
examining the behavior of a spherical lens and by showing why an aspherical lens has
the shape of a conic section. However, a perfect lens is an ideal concept and does not
exist in practice. In addition to its many other aberrations (Section 1.21), a real lens
focuses light rays of di↵erent wavelengths to di↵erent foci. We start this long discussion
with the paraxial approximation of lenses.

In anatomy or zoology, the word “paraxial” means “situated alongside, or on each
side of, an axis, especially the central axis of the body.” In optics and physics, this
term means “parallel to the axis of an optical system .”

Figure F.1 shows the relevant geometry. Part of the front of a convex lens is shown,
where we assume that there is air on the left and infinite glass on the right (i.e., only half
of a full lens). The indexes of refraction to the left and right are n and n0, respectively. A
ray of light leaves point P and strikes the lens at a height h above the lens axis. The ray
is bent by the lens and hits the axis at point P 0. The paraxial approximation assumes
that only the central part of the lens is used, because in this part, the curvature of the
lens is small and its surface is close to a vertical line. We denote the distance between P
and the lens by z and using our assumption, we try to compute z0, the distance between
the lens and the focus P 0.

We start by assuming that the short distance e (in green) is close to zero. In this
case u is a small angle, so sinu = h/l ⇡ u and cosu = z/l ⇡ 1 (where u is in radians,
not degrees). Thus tanu = sinu/ cosu ⇡ u. These assumptions and approximations are
known as first-order optics because they use only the first terms in the Taylor series for
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Figure F.1: The Paraxial Approximation of Lenses, 1.

the trigonometric functions. Those series are

sin ✓ = ✓ � ✓3

3!
+

✓5

5!
� ✓7

7!
+ · · ·

cos ✓ = 1� ✓2

2!
+

✓4

4!
� ✓6

6!
+ · · · .

We now add point b at distance z from point c and derive Snell’s law from the
figure. Assuming that the refraction indexes of air and glass are n and n0, respectively,
Snell’s law becomes n sin i = n0 sin i0 which, in the paraxial approximation, we can write
as n i ⇡ n0i0. Noticing that angle i satisfies i = u + a and that u ⇡ h/z, u0 ⇡ h/z0, and
a = u0 + i0 ⇡ h/r, we are ready to compute the focal distance z0.

n(u + a) ⇡ n0(a� u0)
n(h/z + h/r) ⇡ n0(h/r � h/z0)

n/z + n/r ⇡ n0/r � n0/z0.

And the surprising result is that the height h, where the ray from P strikes the lens,
cancels out! This means that regardless of h, any ray from P will be bent and sent to
the same focus point P 0; full focusing.

In the important case where z is at infinity (Figure F.2), the derivation of the focal
length z0 is simpler and yields

n/z + n/r ⇡ n0/r � n0/z0

n/r ⇡ n0/r � n0/z0

z0 ⇡ (r n0)/(n0 � n).

This is the paraxial approximation of lenses. It is possible to add a back surface, as
in Figure F.8, to the infinite glass of Figure F.1 in order to obtain a complete, two-sided
lens. It is also possible to derive the well-known lensmaker’s equation, Equation (F.6),
from this, as well as the thin-lens equation [Equations (1.2) and (1.4)], but these are
done later in this Appendix.
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Figure F.2: The Paraxial Approximation of Lenses, 2.

F.1 Spherical Lenses

Section 1.21 claims that a spherical lens does not bend all the light rays into a single focus
(see Figure 1.78a). Here, we use elementary geometry to prove this claim. Figure F.3
shows the top half of a spherical lens of radius R. Only the front, spherical surface of
the lens is shown and we assume that the lens is very thick and the image is generated
inside the lens. Thus, the rear surface of the lens does not play any role in this example.
A horizontal light ray (in blue) arrives from the left, hits the lens surface, and is bent
(the red part) toward point F . Snell’s law yields the angle � between it and the normal
(Radius R in green) as

n1 sin↵ = n2 sin� or sin� =
n1

n2
sin↵,

where n1 and n2 are the indexes of refraction of air and of the lens material, respectively.
The bent red ray continues until it intercepts the optical axis of the lens at a point located
F units from the center of the sphere. The result is a triangle (in red and green) with
angles 180 � ↵, �, and �, which tells us that � = ↵ � �. Applying the law of sines to
this triangle results in

F

sin�
=

R

sin �
or F =

R sin�

sin(↵� �)
= R

n1
n2

sin↵

sin
h
↵� arcsin

⇣
n1
n2

sin↵
⌘i .

The Mathematica code below assumes R = 1.5, n1 = 1, and n2 = 1.5. It varies ↵
in 17 steps and produces two lists.

Table[Sin[alpha]/Sin[alpha - ArcSin[Sin[alpha]/1.5]],
{alpha, 1 Degree, 81 Degree, 5 Degree}]
Table[%[[i - 1]] - %[[i]], {i, 2, 17}]

The list of focal lengths that correspond to the 17 angles is 2.9997, 2.98905, 2.96333,
2.92286, 2.86817, 2.79997, 2.71917, 2.62687, 2.52436, 2.41311, 2.29476, 2.17113, 2.04412,
1.91575, 1.78805, 1.663, and 1.54243. It is obvious that the lengths becomes shorter for
large values of ↵, but not at a fixed rate. The second list is the di↵erences between con-
secutive elements of the first list 0.0106449, 0.0257205, 0.0404673, 0.054692, 0.0682009,
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Figure F.3: Top Half of a Spherical Lens.

0.0808012, 0.092301, 0.102511, 0.11125, 0.118343, 0.123638, 0.127008, 0.12837, 0.127701,
0.125052, and 0.120565. This shows that the di↵erences start small, then get bigger,
and finally start shrinking again. Thus, we see that light rays that correspond to small
angles ↵ (i.e., those that are close to the lens axis, the so-called paraxial rays) are bent
to foci that are bunched together. It therefore makes sense to manufacture a spherical
lens, and then use only its center part. We need an equation that shows how to design
such a lens. Given an object at a distance A in front of a spherical lens with focal length
B, what radius should the lens have?

The discussion here follows the material in Volume I, Chapter 27 (Geometrical
Optics) of [Feynman et al. 64]. Figure F.4 shows a thick “lens” with a flat surface. In
order to simplify the computations we assume that the speed of light on the left of the
lens (in air) is 1 and inside the lens (in glass) it is 1/n, where n is the index of refraction
of the lens material. Thus, inside the lens, light slows down by a factor of n.

d1 h
d2

O

A B

O`

P
Air Glass

Figure F.4: Distances in a Flat Lens.

We denote the distance between an object at point O and the front of the lens by
A and the distance between the front of the lens and the focus point by B. A paraxial
ray of light is shown in green, striking the lens at point P . The total distance traversed
by the ray is d1 + d2 and the total travel time (recall that time equals distance divided
by speed) is d1/1 + d2/(1/n) = d1 + nd2. Our guiding principle is simple. It says that
in an ideal lens, the travel time of a light ray should be a constant independent of the
location of P . We restrict ourselves to paraxial rays, so we assume that P is close to
the lens axis, or alternatively, that h is much smaller than A and B.

(A word about sign conventions. The object distance d1 is positive if point O (the
origin of the light ray) is to the left of the lens surface. The image distance d2 is positive
if point O0 is to the right of the surface. The radius of a spherical lens is positive if
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the center of the sphere is to the right of the surface. These conventions are illustrated
by Figure F.5 where the lenses with positive radii are convex as seen from the left,
while the lenses with negative radii are concave as seen from the same direction. These
conventions become important later when we consider special cases and lenses with two
curved surfaces.)

1st surface2nd surface

Positive

Positive
Negative

Negative

Light ray

Figure F.5: Sign Conventions For Lens Radii.

We now compare our green ray to the red ray that proceeds straight from O to O0.
In the first part of its trip, the green ray travels a distance d1 which is longer than A
and in the second part it travels a distance d2 which is longer than B. Assuming that
the green ray is paraxial, we use an approximation to estimate its extra travel times. In
the air, this ray travels a distance of d1, compared to the red ray’s distance of A. Since
the two rays are very close, the di↵erence d1 �A is small. If this di↵erence is less than
1, then its square (d1�A)2 is even smaller and we assume that it is zero. The following
simple manipulations

(d1�A)2 = 0! d2
1�2d1A+A2 = 0! 2d2

1�2d1A = d2
1�A2 note= h2 ! 2d1(d1�A) = h2

(note, the figure makes it obvious that d2
1 = A2 + h2) produce the approximation d1 �

A = h2/(2d1). A similar expression for the green ray’s travel in glass produces the
approximation d2�B = h2/(2d2). Thus, the extra travel time of the green ray compared
to the red ray is

h2

2d1
+

nh2

2d2
.

Clearly, the flat lens is a bad choice because it is now clear that each ray takes a
di↵erent amount of time to reach O0. (The flat lens is also a bad choice because it does
not bend the light rays to a focus. We use it temporarily just to estimate the extra
travel time of the green ray.)

The solution is to use a curved lens. Figure F.6 shows a spherical lens of radius R
with a center at C. Only the top half of the lens is shown. The figure makes it clear
that the curvature of the lens has slowed down the red ray. Its travel distance in air is
now A�x and in glass it is B +x. The total travel time is therefore (A�x)+n(B +x)
and this is slower than the original travel time of A + nB by (n� 1)x = (n� 1)h2/2R.
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Figure F.6: Distances in a Curved Lens.

⇧ Exercise F.1: Where do use the fact that the lens of Figure F.6 is spherical?

In order for the lens to work properly, the extra travel time of any green ray must
equal the amount by which the curvature of the lens has slowed the red ray, which
produces the important relation

h2

2d1
+

nh2

2d2
=

(n� 1)h2

2R
or

1
d1

+
n

d2
=

(n� 1)
R

. (F.1)

In order to derive this equation, we assumed that the index of refraction of the medium
on the left of the lens is 1 and the index of refraction of the lens material is n. We can
slightly generalize Equation (F.1) by replacing these indexes by n1 and n2, respectively.
The generalized equation is

n1

d1
+

n2

d2
=

(n2 � n1)
R

. (F.2)

Thus, if we have an object at a distance A from a lens and we want a spherical lens
with a focal length B, Equations (F.2) and (F.1) tell us what radius R to choose for the
lens. Once such a lens is made, it can also be used to focus objects at other distances and
with other focal lengths, because there are infinitely many pairs of numbers A and B
that satisfy Equation (F.1) for the same R. It is also interesting to explore the behavior
of this lens for very distant objects. Equation (F.1) (F.1) implies that as d1 increases,
d2 must decrease. In the extreme case where d1 is infinitely large, the equation reduces
to n/d2 = (n� 1)/R or

d2 = R
n

n� 1
def= f 0. (F.3)

In the opposite extreme case, where d2 is infinitely large, the equation reduces to 1/d1 =
(n� 1)/R or

d1 =
R

n� 1
def= f. (F.4)

We now notice a symmetric behavior. If we divide Equation (F.3) by n (the index
of refraction in glass) and divide Equation (F.4) by 1 (the index of refraction in air),
we end up with the same result, namely either f or f 0 equals R/(n� 1). This makes it
possible to rewrite Equation (F.1) in the general form

1
d1

+
n

d2
=

1
f

. (F.5)
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This result is more useful than Equation (F.1), because most camera users are interested
in a certain focal length; only lens makers are interested in the radius of a spherical lens.
Equation (F.5) should also look familiar to the reader, because it is the well-known
thin-lens equation [Equations (1.2) and (1.4)].

The thin-lens equation holds in several special cases. Figure F.7a shows a typical
case where d1 > f , the distance of the object from the lens is greater than the focal
length. The image of the object in this case appears on the other side of the lens and is
referred to as “real.” We now examine the case d1 < f , or 1/d1 > 1/f . Equation (F.5)
implies that in this case d2 must be negative and part (b) of the figure shows the graphical
interpretation of this. The two rays coming from the object are still bent by the lens,
but they diverge. Their imaginary continuations on the left side of the lens (shown in
dashed) therefore converge, which is why the image now appears on the left side of the
lens (the same side as the object) and is therefore referred to as “virtual.”

(a) (b)

ff

ff

d
1

d
1

d
2

Figure F.7: A Virtual Image.

Another special case is a flat lens, which corresponds to an infinitely large radius
R. Equation (F.5) reduces in this case to 1/d1 + n/d2 = 0 which can be written either
as d2 = �nd1 or as d1 = �d2/n. The former implies that if we are located in a dense
medium (glass or water) then a point in a rare medium (air) would appear deeper by a
factor n. The latter version implies that if we look from air at an object located in glass
or water, it appears shallower than what it really is.

I always knew I belonged on the other side of the lens.
—Kathy Ireland

And now, for the general case of a lens with two spherical surfaces. Figure F.8 shows
such a lens, where the two surfaces have radii R1 (left) and R2 (right). The medium to
the left of the lens (air) has index of refraction n1, the medium of the lens (glass) has
index of refraction n2, and the medium to the right of the lens (air or glass, since the
lens may be part of a group of elements in a compound lens) has index of refraction n3.
Light rays (in green) are emitted from a point O0 somewhere on the left and are bent
(the red rays in the glass). We want to locate point O2 (on the right side of the lens)
where the red rays will converge.

The principle is to initially forget about the rear surface of the lens and to use
Equation (F.2) (with radius R1 and indexes of refraction n1 and n2) to determine point
O1. Once this is done, we consider the group of red rays. They move inside the lens
and would converge at O1, but they are bent when they hit the right surface of the lens.
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O0

O1O2R1

n1 n2 n3

R2

Figure F.8: A Two-Surface Spherical Lens.

Thus, we use Equation (F.2) again, but with radius �R2 and indexes of refraction n2

and n3, to locate the next focus point O2. Often, a compound lens consists of groups
of simple lenses where the lens elements of a group butt each other with no air gaps in
between. In such a case, n3 would be the index of refraction of the next lens element.

In the last example we apply Equation (F.1) to a thin meniscus lens (Figure F.9).
Because of our sign convention, the two radii of this lens are positive, and it is obvious
from the figure that a positive meniscus lens satisfies R1 < R2 because the right lens
surface must be flatter than the left surface (the reverse is true in a negative meniscus
lens). The green ray grazes the top of the lens, so its travel distance (and also travel
time) in the glass is zero. The extra travel times of the two parts of this ray in air (index
n1) are n1h2/(2d1) and n1h2/(2d2), respectively. The red ray travels a distance T in
the glass (with index of refraction n2), so the lens thickness T has to be selected to slow
down the red ray by the sum n1h2/(2d1) + n1h2/(2d2).

O1 O2

n1 n1n2

P

Q

h

T

d1

R1

d2

R2

Figure F.9: A Thin, Positive Meniscus Lens.

Applying arguments similar to the ones used to derive Equation (F.1), we end up
with

n1h
2/(2d1) + n1h

2/(2d2) = (n2 � n1)T.

It is more convenient to use the two radii instead of T , so we use the relation

T =
h2

2R1
� h2

2R2
.
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When this is substituted for T , it results in

n1

d1
+

n2

d2
= (n2 � n1)

✓
1

R1
� 1

R2

◆
.

We again note that if either O1 or O2 is at infinity, the other point will be at the focus.
If d1 is infinitely long, then the focus is denoted by f , while the focus for an infinite d2

becomes f 0. This allows us to write the well-known lensmaker’s equation, introduced by
Equation (2.2).

1
f

= (n� 1)
✓

1
R1
� 1

R2

◆
, where n = n2/n1. (F.6)

I write emotional algebra.
—Anäıs Nin.

F.2 Aspherical Lenses

What is the shape of an ideal aspherical lens? A perfect, aspherical lens is sometimes
referred to as anaclastic (from the Greek ↵⌫↵�↵�⌧◆ó&, meaning bent back or reflect).
This section approaches the problem of anaclastic lens from various directions and it
tries to show that its shape is a conic section. First, we examine two special cases where
light rays are bent into parallel, collimated beams.

The first case starts with a general curved lens, part of which is shown in Fig-
ure F.10a. Light rays are emitted from a point O1 on the lens axis and we assume that
O1 is a focus point on the left of the lens. Thus, the rays should be bent by the lens
such that they move inside the lens in parallel (they become a collimated beam). Two
indexes of refraction are involved. On the left (air) the index is n1, while inside the lens
(glass) we have index n2 such that n2 > n1. Two rays are shown, a red ray propagating
on the optical axis of the lens and a green ray that proceeds at an angle and hits the
lens surface at an arbitrary point P . The condition for an ideal lens is that all the rays
arrive at line O2 together. Alternatively we can say that the length of the path from
point O1 to line O2 must be the same number of wavelengths for all the rays.

O1 O1

O2

O2

d1

d1
d2

a
b

d2

g

n1

n1

n2
n2

P

P

(a) (b)

Figure F.10: Hyperbolic (a) and Elliptical (b) Aspherical Lenses.
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The time it takes the green ray to cover this distance is n1d1 + n2d2 and this
sum should be the same for all the rays; it should be constant. We therefore write
n1d1 + n2d2 = const which is the equation of a hyperbola with eccentricity n2/n1. In
geometry, the hyperbola is an infinite curve and has two branches, but this is irrelevant
for our discussion of lenses.

Eccentricity: how much a conic section (a circle, ellipse, parabola or hyperbola)
varies from being circular. The eccentricity of a circle is zero.

Thus, we conclude that a hyperbola is the ideal lens shape for the special case of
light rays that arrive from a focus point outside the lens. Such rays become a collimated
beam. A hyperbola is often defined by means of two semi-axes, a semi-major axis a and
a semi-minor axis b. Its parametric equation is (a sec(t), b tan(t)) for �1 < t <1. Its
Cartesian equation is x2/a2 � y2/b2 = 1 (notice the minus sign). The precise shape of
the hyperbola depends on the ratio a/b and is described by the eccentricity e, defined
as (b2/a2 + 1)1/2. The greater the eccentricity, the flatter the hyperbola. In our case
the eccentricity is given by n2/n1 and is therefore greater than 1. Thus, the larger the
di↵erence between the two indexes of refraction, the greater the eccentricity and the
flatter the lens surface should be.

The next special case of interest is where light rays are emitted from a point inside
the lens (index n2) and we want a lens that will bend them into a collimated, parallel
beam in the air (with a smaller index n1). The geometry is shown in Figure F.10b where
the travel time n2d1 + n1g of the green/blue ray should be constant, regardless of the
position of P on the surface of the lens. It turns out that the curve that satisfies this
condition is an ellipse. The major and minor semi-axes of the ellipse in the figure are
a and b, respectively. When a > b, the ellipse is prolate (horizontal, as in the figure),
while for a < b it is oblate (vertical). The case a = b reduces the ellipse to a circle.
The parametric equation of the ellipse is (a cos(t), b sin(t)) and its Cartesian equation is
x2/a2 + y2/b2 = 1.

There are several equivalent definitions of the ellipse. The most well-known is: The
ellipse is the locus of all the points P the sum of whose distances (d1 and d2) from two
fixed points (the red foci in Figure F.10b) is constant. Thus d1 + d2 = 2a. Another
definition is: The ellipse is the locus of all the points P that satisfy—the ratio of the
distances of P from a fixed point (a focus) and from a fixed line (a directrix) is constant.
In the figure, these distances are d2 and g and their ratio is d2/g. This ratio is called
the eccentricity of the ellipse. It is denoted by e and it satisfies 0 < e < 1. It can also
be shown that an ellipsoidal lens can be made free from aberrations if e = n1/n2.

With this in mind, the travel time of a light ray from focus O1 to line O2 can easily
be computed

n2d1 + n1g = n2(2a� d2) + n1d2/e = 2an2 + d2(n1/e� n2) = 2an2,

and it is constant.
The remainder of this Appendix shows why the shape of an aspherical lens must

be a conic section. This topic is approached in three ways as follows. Subsection F.2.1
derives the polar equation of a conic section from considerations of light rays travel times.
Subsection F.2.2 assumes that a perfect aspherical (anaclastic) lens must be shaped as a
conic section and explains how Equation (F.11) is derived from this assumption. Finally,
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Subsection F.2.3 derives the polar equation of a general conic section from Snell’s law.

F.2.1 Aspherical Lens in Polar Coordinates

It is di�cult and impractical to manufacture a perfect aspherical lens, but it is relatively
easy to derive its equation. More and more manufacturing is done today by computer-
controlled machines, so it seems probable that we will soon have computer-controlled
lens-making machines that would input such an equation and output a finished lens.
Figure F.11 shows the geometry of the problem. Light rays emerge from a point O1 (a
focus) to the left of a lens, only the top half of which is shown, and are bent (refracted)
by its front surface. We want the refracted rays to meet at focus O2 inside the lens.

d
n

r(θ)

A B

P

θO1 O2

Figure F.11: Aspherical Lens in Polar Coordinates.

As before, we assume that the index of refraction in air is 1 and that of the lens
material is n. The condition for a perfect lens is that the travel time d + nr(✓) of an
arbitrary ray equals the travel time A + nB of the horizontal (red) ray. Thus, we write
the condition d + nr(✓) = A + nB

def= C which should hold for any ✓. We start by
applying the law of cosines to triangle O1PO2

d2 = r(✓)2 + (A + B)2 � 2r(✓)(A + B) cos ✓ = r(✓)2 + T 2 � 2r(✓)T cos ✓,

where T = A + B. Substituting

(C � nr(✓))2 = r(✓)2 + T 2 � 2r(✓)T cos ✓,

C2 � 2nr(✓)C + n2r(✓)2 = r(✓)2 + T 2 � 2r(✓)T cos ✓,

and rearranging produces

(n2 � 1)r(✓)2 � 2(nC � T cos ✓)r(✓) + C2 � T 2 = 0,

(n2 � 1)
r(✓)2

T 2
� 2


n

C

T
� cos ✓

�
r(✓)
T

+
C2

T 2
� 1 = 0,

(n2 � 1)R(✓)2 � 2(ng � cos ✓)R(✓) + (g2 � 1) = 0,

where R(✓) = r(✓)/T and g = C/T . This is a quadratic equation in R(✓), and its two
solutions are immediately obtained. [Recall that the quadratic equation ax2 + bx + c
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has solutions (�b ±
p

b2 � 4ac)/2a.]

R(✓) =
2(ng � cos ✓) ±

p
4(ng � cos ✓)2 � 4(n2 � 1)(g2 � 1)

2(n2 � 1)

=
(ng � cos ✓) ±

p
(ng � cos ✓)2 � (n2 � 1)(g2 � 1)

(n2 � 1)
,

=
(ng � cos ✓) ±

p
�

(n2 � 1)
. (F.7)

The expression inside the square root is the discriminant �, which can be simplified as
follows

� = n2g2 � 2ng cos ✓ + cos2 ✓ � n2g2 + n2 + g2 � 1.
= n2 + g2 � 2ng cos ✓ � sin2 ✓. (F.8)

The only remaining problem is which sign of the discriminant to choose. We examine
the special case ✓ = 0 where r(0) = B, R(0) = r(0)/T = B/T , and the square root of
the discriminant reduces to

p
� =

p
n2 + g2 � 2ng =

p
(n� g)2 = ±(n� g).

If we choose the plus sign, then Equation (F.7) reduces to

R(0) =
(ng � 1) + (n� g)

n2 � 1
=

g(n� 1) + (n� 1)
n2 � 1

=
(g + 1)(n� 1)
(n� 1)(n + 1)

=
g + 1
n + 1

,

which implies g = R(0)(n + 1) � 1. Choosing the minus sign instead, reduces Equa-
tion (F.7) to

R(0) =
(ng � 1)� (n� g)

n2 � 1
=

g(n + 1)� (n + 1)
n2 � 1

=
(g � 1)(n + 1)
(n� 1)(n + 1)

=
g � 1
n� 1

,

implying g = R(0)(n� 1) + 1 = (B/T )(n� 1) + 1.
It takes only a short step to show that we should select the minus sign. Using this

sign for the discriminant, we get g = R(0)(n�1)+1 = (B/T )(n�1)+1, but g is defined as
C/T . Thus, C/T = (B/T )(n�1)+1 or C = B(n�1)+T = B(n�1)+(A+B) = A+nB,
in accord with the original definition of C.

⇧ Exercise F.2: Choose the plus sign, do a similar computation, and show why this
choice is wrong.

Once we choose the minus sign, Equation (F.7) becomes

R(✓) =
(ng � cos ✓)�

p
�

(n2 � 1)
,

=
(ng � cos ✓)�

p
n2 + g2 � 2ng cos ✓ � sin2 ✓

(n2 � 1)
,



F The Shape of a Lens 1213

and produces the final result

r(✓) = TR(✓) =
T (ng � cos ✓ �

p
�)

(n2 � 1)
, (F.9)

where � is given by Equation (F.8) and g = R(0)(n � 1) + 1 = (B/T )(n � 1) + 1.
Equation (F.9) expresses r(✓) in polar coordinates, as a function of ✓, with n, A, and B
as parameters (because T = A + B and g depends on B and T ).

Figure F.12 shows the complete shape of the aspherical lens computed for A = 10
in two groups. In the first group B varies over 1, 3, 5, 8, and 10, and in the second
group it receives values 20, 30, 50, 80, and 100. The lenses in the first group, where
A � B, are very similar, but not identical, to ellipses, while those in the second group,
where A < B, are much bigger and feature “sharp” tails, similar to hyperbolas with low
eccentricity.

The Mathematica code for the computations is also included, but notice the fol-
lowing: (1) The code uses an index of refraction n = 1.2. (2) Variable t is included as
a parameter in all the functions. This is not strictly necessary, since t is only a local
variable for the plots, but not including it as a parameter triggered a warning from
Mathematica. (3) In practice, only the front half of the lens, which is produced for
0.5⇡  t  1.5⇡, has to be manufactured, and this half is very similar to half an ellipse
in both groups of plots.

F.2.2 Aspherical Lens as a Conic Section

This section derives the equation of an aspherical lens as a general conic section. We start
with three preliminaries: (1) The rudiments of the curvature and the radius of curvature
of a curve. (2) The ellipse, its parametric representation and radius of curvature. (3)
General conic sections and the conic constant.

Curvature and radius of curvature. The curvature of a curve is a useful
entity that is easy to understand intuitively and is also defined rigorously. Intuitively,
the curvature should be a number that measures by how much the curve deviates from a
straight line at any point. It should be large in areas where the curve wiggles, oscillates,
or makes a sudden direction change; it should be small in regions where the curve does
not deviate much from a straight line. It is also useful to associate a direction with the
curvature, i.e., to make it a vector.

Often, a curve is represented by its Cartesian equation, which can be either ex-
plicit y = f(x) or implicit F (x, y) = 0. Examples are the exponential curve y = ex

and the circle x2 + y2 � R2 = 0. However, curves (and also surfaces) can be repre-
sented parametrically and this is commonly done in computer graphics applications.
The parametric representation of a curve in two dimensions (a plane curve) has the
form P (t) =

�
x(t), y(t)

�
. It is a pair of functions of the parameter t, and the curve can

be computed and plotted when t is varied over a certain range. A point is computed for
each t value, and the points are connected with short, straight segments and plotted.
The parametric representation of a curve in three dimensions (a space curve) is similarly
a triplet of functions of the parameter t. Most texts on computer graphics discuss the
properties of the parametric representation, and here we concentrate on one feature,
namely, the radius of curvature.
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(* Aspherical lens polar coordinates, A and B *)
Clear[n, g, d, r, t, A, B];
n = 1.2;
g[p_] := p (n - 1) + 1;
d[p_, t_] := n^2 + g[p]^2 - 2 n g[p] Cos[t] - Sin[t]^2;
r[A_, B_, t_]:=(A + B)(n g[B/(A + B)] - Cos[t] - Sqrt[d[B/(A + B), t]])/(n^2-1);
SetOptions[PolarPlot, BaseStyle -> (FontFamily -> "Times")];
PolarPlot[{r[10,1,t], r[10,3,t], r[10,5,t], r[10,8,t], r[10,10,t]}, {t,0,2Pi}]
PolarPlot[{r[10,20,t],r[10,30,t],r[10,50,t],r[10,80,t],r[10,100,t]}, {t,0,2Pi}]

Figure F.12: Aspherical Lens in Polar Coordinates.
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Given a parametric curve P (t) and a point P (i) on it, we compute the first two
derivatives with respect to t, namely Ṗ (i) and P̈ (i) of the curve at the point. We then
construct a circle that has these same first and second derivatives and place it so it
grazes the point. This circle is called the osculating circle of the curve at the point. The
radius of this circle is referred to as the radius of curvature of the curve at P (i). The
curvature of the curve at P (i) is defined as the vector (i) whose direction is from point
P (i) to the center of this circle and whose magnitude is the reciprocal of the radius of
the circle.

It can be shown that the radius of curvature R of the parametric curve P (t) =�
x(t), y(t)

�
is given by

R =
�
ẋ2 + ẏ2

�3/2

ẋÿ � ẏẍ
.

From the first moment I handled my lens with a tender ardour.
—Julia Margaret Cameron

Radius of curvature of the ellipse. The parametric equation of the ellipse is�
a cos(t), b sin(t)

�
, where t varies in the interval [0, 2⇡]. The first two derivatives of x(t)

and y(t) with respect to t are ẋ(t) = �a sin(t), ẏ(t) = b cos(t), ẍ(t) = �a cos(t), and
ÿ(t) = �b sin(t). The radius of curvature of the ellipse is therefore

R =
�
a2 sin2(t) + b2 cos2(t)

�3/2

ab
�
sin2(t) + cos2(t)

� =
�
a2 sin2(t) + b2 cos2(t)

�3/2

ab
.

For t = 0, the ellipse is at point P (0) = (a cos(0), b sin(0)) = (a, 0). The radius of
curvature at this point is

R(a, 0) =
�
a2 sin2(0) + b2 cos2(0)

�3/2

ab
=

b3

ab
=

b2

a
.

In an ellipse with major semi-axis a and minor semi-axis b, the two extreme points
on the major axis have the smallest radius of curvature of the ellipse b2/a. (The ellipse
has the most curvature at these points.) The two extreme points on the minor axis
correspond to the flattest parts of the ellipse and therefore feature the largest radius of
curvature a2/b, of any points of the ellipse.

⇧ Exercise F.3: Prove the last claim.

Newton was seeking better methods—more general—for finding the slope of a curve
at any particular point, as well [as] another quantity, related but once removed, the
degree of curvature, rate of bending, “the crookedness in lines.” He applied himself
to the tangent, the straight line that grazes the curve at any point. The straight line
that the curve would become at that point, if it could be seen through an infinitely
powerful microscope.

—James Gleick, Isaac Newton (2003)



1216 F.2 Aspherical Lenses

General conic sections. The conic sections are a family of curves that includes
the ellipse, circle, parabola, and hyperbola. There is a vast amount of information on
these important curves in books and on the Internet, so here we discuss only the e↵ect of
varying the conic constant. The conic constant (sometimes known as the Schwarzschild
constant) is denoted by K and is not exactly a constant. It is a parameter whose value
determines the shape of any given conic section. The conic constant is defined by the
general equation y2 � 2Rx + (K + 1)x2 = 0 where R is the radius of curvature of the
conic section. This formula is an implicit representation of a curve whose shape depends
on the value of K. Positive K values result in an oblate (vertical) ellipse, zero produces
a circle, and values in (0, 1) yield a prolate (horizontal) ellipse. Similarly, K = �1
generates a parabola, and smaller negative values correspond to hyperbolas. Negative
values of K also equal the square of the eccentricity of the conic section. Figure F.13
illustrates nine conic sections and their values of K. Notice that these curves are not
canonical; they are not centered on the origin, but are shifted to the right, so each curve
has its apex at the origin of the coordinate system.

0 5 10 15 20 25 30

0

5

10

−5

−10

Oblate ellipses

Circle
Prolate ellipses

Parabola

Hyperbolas

2 1 0.5 0 −0.25 −0.65

−1−�2−4

(* General Conic Sections *)
R = 5;
cs[K_] := y^2 - 2 R x + (K + 1) x^2;
ContourPlot[{cs[2]==0, cs[1]==0, cs[0.5]==0, cs[0]==0,
cs[-0.25]==0, cs[-0.65]==0, cs[-1]==0, cs[-2]==0,
cs[-4]==0}, {x, 0, 30}, {y, -10, 10}, AspectRatio -> Automatic]

Figure F.13: E↵ects of Varying the Conic Constant.
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Once these preliminaries are out of the way, we are ready to derive the expression
of an aspherical lens as a conic section. We do not trace light rays and do not compare
their travel times. We simply assume that the shape of an aspherical lens is a conic
section. Figure F.14a shows a general aspherical lens where the coordinate axes are
labeled z and r instead of the usual x and y. Our aim is to derive z as a function of
r, with the radius of curvature R and the conic constant K as parameters. (Strictly
speaking, the equation of the lens surface should express r as a function of z. When z
is expressed as a function of r, z is called the sag (or sagitta). It is the displacement of
the lens surface from the vertical at distance r from the axis.)

Sagitta
1. The distance from the midpoint of an arc to the midpoint of its chord.
2. The larger of the two large otoliths found in the ear of most fishes.
3. The chief genus of Chaetognatha including the largest and several common arrow-
worms.

z

z

r

r

z

r

(a) (b)

b

a

Figure F.14: An Aspherical Lens.

Figure F.14b shows an ellipse in the zr plane with semi-axes a (minor) and b (major)
and with its flatter apex at the origin. The equation of this ellipse is (z�a)2/a2+r2/b2 =
1. We are interested in the left half of this ellipse (in cyan), which is obtained for
0  z  a. We already know that the smallest radius of curvature R = b2/a of an oblate
ellipse occurs at its top apex. The conic constant K of this type of ellipse equals minus
the square of its eccentricity. Thus, K = �e2 = (b2 � a2)/a2. These relations yield
1 + K = b2/a2 = R2/b2, and a = R/(1 + K), thereby allowing us to write the equation
of the half-ellipse above as

(z � a)2

a2
+

r2

b2
= 1,

R2

a2


z � R

1 + K

�2

+
R2

b2
r2 = R2,

(1 + K)2

z � R

1 + K

�2

+ (1 + K)r2 = R2,
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(1 + K)

z2 � 2Rz

1 + K
+

R2

(1 + K)2

�
+ r2 =

R2

1 + K
,

(1 + K)z2 � 2Rz +
R2

(1 + K)
+ r2 =

R2

1 + K
,

r2 � 2Rz + (1 + K)z2 = 0,
r4

R2z2
� 2r2

Rz
+ (1 + k)

r2

R2
= 0,

(1 + k)
r2

R2
=

2r2

Rz
� r4

R2z2
,

1� (1 + K)
r2

R2
=


r4

R2z2
� 2r2

Rz
+ 1

�
=


r2

Rz
� 1

�2

,

r
1� (1 + K)

r2

R2
=

r2

Rz
� 1,

z =
r2

R


1 +

q
1� (1 + K) r2

R2

� . (F.10)

Equation (F.10) expresses z (the sag) as a function of r, with R and K as param-
eters. It can be used to manufacture an aspherical lens in the form of a conic section.
The slightly more general form below appears commonly in the professional literature
on optics and lenses.

z =
r2

R


1 +

q
1� (1 + K) r2

R2

� + ↵1r
2 + ↵2r

4 + ↵3r
6 + · · ·

= Conic(r) + ↵1r
2 + ↵2r

4 + ↵3r
6 + · · · , (F.11)

where the ↵i coe�cients are used when we want the surface to deviate from the conic
section specified by R and K.

Equation (F.10) was derived from an ellipse, but as mentioned earlier, other conic
sections can be obtained by varying the conic constant K. Positive values of K result
in an oblate ellipse, zero is the value for a circle, values in (0, 1) correspond to prolate
ellipses, K = �1 is a parabola, and negative values K < �1 create various hyperbolas.
Figure F.15 illustrates the dependence of z on r for various values of K.

Note again that these plots do not reflect the shape of the lens, because z is the sag
at r. To plot the shape of the lens, we need the inverse function (r as a function of z).
In general, a function and its inverse are symmetrical about the 45� line y = x, which
implies that if g(x) is the inverse of f(y), then their derivatives (or slopes) are related
by

g0(x) =
1

f 0
�
g(x)

� . (F.12)

⇧ Exercise F.4: Show examples of functions and their inverses.
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(* Aspherical lens as a conic section *)
R = 5;
z[K_] := r^2/(R (1 + Sqrt[1 - (1 + K) r^2 /R^2]));
Plot[{z[-.6], z[-.3], z[-.1], z[.1], z[.3], z[.6]}, {r, 0, 7},
AspectRatio -> Automatic]

Figure F.15: Sagging in an Aspherical Lens for Various Conic Constants.

F.2.3 Aspherical Lens From Snell’s Law

The equation of an aspherical lens as a conic section is derived in this section again, but
this time by looking at a light ray that hits the lens surface and is refracted according
to Snell’s law. Figure F.16 shows the geometry of the problem. The top half of a thick,
aspherical lens is shown, with its apex at the origin of the xy coordinate system. We
assume that the index of refraction of the lens material is n and that of air is 1. A
horizontal green ray hits the lens at an arbitrary point at an angle ✓i to the normal to
the lens surface. The ray is refracted (in blue) at an angle ✓r to the normal, and the
condition for a perfect lens is that the ray end up at the focus f regardless of where it
hit the lens.

The sag (the distance from the y axis to where the ray hits at the left surface of
the lens) is expressed by the unknown function g(y). We denote the equation of the lens
by q(x). The figure shows that q(x) and g(y) are inverse functions. When one increases
the other decreases such that their graphs are mirror images about the 45� line y = x
(Figure Ans.23). Thus, their derivatives are related by Equation (F.12). The figure
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Figure F.16: A Ray Refracted in an Aspherical Lens.

shows that the slope of q(x) is tan(90� � ✓i), so we conclude that the slope of g(y) is

g0(y) =
1

tan(90� � ✓i)
=

1
cot ✓i

= tan ✓i.

The figure also tells us that

tan(✓i � ✓r) =
y

f � g(y)
,

but a trigonometric identity implies that

tan(✓i � ✓r) =
tan ✓i � tan ✓r

1 + tan ✓i tan ✓r
.

Next, another application of trigonometry yields

sin2 ✓i =
sin2 ✓i

cos2 ✓i + sin2 ✓i
=

sin2 ✓i/ cos2 ✓i

1 + sin2 ✓i/ cos2 ✓i
=

tan2 ✓i

1 + tan2 ✓i
=

[g0(y)]2

1 + [g0(y)]2
.

We also need Snell’s law, which in our case states that sin ✓i = n sin ✓r. Armed with
these relations, we start with

1
tan2 ✓r

=
1� sin2 ✓r

sin2 ✓r
=

1
sin2 ✓r

� 1 =
n2

sin2 ✓i
� 1 = n2 1 + [g0(y)]2

[g0(y)]2
� 1,

implying that

tan ✓r =
1q

n2 1+[g0(y)]2

[g0(y)]2 � 1
,

and therefore

y

f � g(y)
=

g0(y)� 1q
n2 1+[g0(y)]2

[g0(y)]2
�1

1 + g0(y)q
n2 1+[g0(y)]2

[g0(y)]2
�1

.
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After some rearranging, this becomes

y

f � g(y)
=

g0(y)
q

n2 1+[g0(y)]2

[g0(y)]2 � 1� 1q
n2 1+[g0(y)]2

[g0(y)]2 � 1 + g0(y)
.

This horrible looking expression is a di↵erential equation for g(y), expressing it in
terms of its derivative g0(y) with n, y, and f as parameters. This is far from trivial to
solve, so we approach its solution in two steps. We first rearrange it to isolate g0(y) in
the left-hand side and then solve that di↵erential equation by transforming its unknown
g(y).

The first step requires algebraic manipulations, some of which can be performed by
the sophisticated Mathematica software. It results in

g0(y) =
ny

n
�
f � g(y)

�
±

p
(f � g(y))2 + y2

. (F.13)

A rubber band pistol was confiscated from algebra class, because it was a weapon of
math disruption.

—Seen on the Internet.
The second step employs a transform, so before reading ahead the reader is referred

to Section E.4 for a short discussion of this important mathematical tool.
Our transform expresses the lens equation in polar coordinates and is illustrated in

Figure F.17, which is very similar to Figure F.16. In addition to the lens surface and
the paths of the light rays, the figure shows the geometric meaning of ✓, r(✓), r(✓) cos ✓,
and r(✓) sin ✓.

y

x
r.cosθ

r.sinθ

r(
θ)

g(y)

θ f

Refracted ray

f−g(y)

Figure F.17: A Ray Refracted in an Aspherical Lens.

We start with the two relations

r(✓) cos ✓ = f � g(y), and r(✓) sin ✓ = y.

The initial conditions r(0) cos(0) = f � g(0)! r(0) = f and r(0) sin(0) = y0 ! y0 = 0
are used later. The function g(y) is unknown, but we can now express it in terms of r(✓)
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and ✓ as

g(y) = f � r(✓) cos ✓ ) dg

d✓
= r(✓) sin ✓ � r0(✓) cos ✓,

y = r(✓) sin ✓ ) dy

d✓
= r(✓) cos ✓ + r0(✓) sin ✓.

The derivative g0(y) can now also be expressed in terms of r(✓) and ✓ as

g0(y) =
dg

dy
=

dg
d✓
dy
d✓

,

but the same derivative is given by Equation (F.13), which allows us to write

g0(y) =
r(✓) sin ✓ � r0(✓) cos ✓

r(✓) cos ✓ + r0(✓) sin ✓
=

nr(✓) sin ✓

nr(✓) cos ✓ ± r(✓)
=

n sin ✓

n cos ✓ ± 1
.

Thus, we obtain the important relation

g0(y) =
dg

dy
=

dg
d✓
dy
d✓

=
n sin ✓

n cos ✓ ± 1
,

that can be simplified to

nr(✓) sin ✓ cos ✓ ± r(✓) sin ✓ � nr0(✓) cos2 ✓ ⌥ r0(✓) cos ✓ = nr(✓) sin ✓ cos ✓ + nr0(✓) sin2 ✓,

or

±r(✓) sin ✓ = r0(n ± cos ✓) and finally
r0

r
=

± sin ✓

n ± cos ✓
.

Amazing! We have simplified our earlier, horrible equation to such an extent that
it can now be automatically solved by software. The single Mathematica statement
Dsolve[r’[t]==r[t] Sin[t]/(n+Cos[t]), r[t], t] produces the solution

r(✓) =
ec

n ± cos ✓
, (F.14)

where c is an integration constant and e ⇡ 2.718 is the well-known Euler constant, not
the eccentricity of the surface. Equation (F.14) is the equation of a general conic section
in polar coordinates. The equation often found in the scientific literature is

r(✓) =
l

1� e cos ✓
,

where e is not the Euler constant but the eccentricity of the curve and l is half its
latus rectum (the chord parallel to the directrix and passing through the focus, red in
Figure F.18).
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Directrix Directrix

Focus
Latus rectum

Figure F.18: The Latus Rectum of a Conic Section.

As has already been mentioned, function g(y) is the sag of the lens surface. What
we are really interested in is the shape q(x) of the surface, and this is given by Equa-
tion (F.14), which can now be written as

r(✓) =
ec/n

1 ± 1
n cos ✓

.

The value 1/n is the eccentricity of our curve and half its latus rectum is ec/n. For
✓ = 0, this reduces to r(0) = ec/(n ± 1), but the initial condition of our transform was
r(0) = f , which implies ec/(n ± 1) = f and allows us to determine the value of c from
those of f and n. Figure F.19 shows how all the major conic sections can be obtained
by varying the eccentricity.

Thus, the complex computations of this section again suggest that the perfect lens
must have the shape of a conic section, but as has been mentioned earlier in this ap-
pendix, perfect lenses do not exist, which is why the corrections shown in Equation (F.11)
are important in practice.

(* Polar equation of a conic section *)
Clear[n, t, r, c];
c=1;
r[t_,n_]:=E^c/(1+Cos[t]/n)/n;
PolarPlot[{r[t,2], r[t,1.5], r[t,1.2], r[t,1], r[t,0.9], r[t,0.7]}, {t, 0, 2 Pi}]

Figure F.19: Conic Sections in Polar Coordinates.
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Look and think before opening the shutter. The
heart and mind are the true lens of the camera.

—Yousuf Karsh.



G
Pixels

This appendix is devoted to pixels, their history, their properties, and what they mean.
Section G.1 introduces the term “point sample.” Section G.2 explains the way real
optical devices, such as scanners and cameras, digitize a real image and generate a
digital image. Sections G.3 through G.8 discuss various interpolation methods that are
routinely used to compute new pixels as part of zooming or scaling an image. Finally,
Section G.9 introduces the sampling theorem and shows how it is possible, in principle,
to compute any mathematical point in the original (continuous) image from a finite
number of pixels.

Reference [Lyon 13] is a lively survey of the history of the term “pixel.” Reference
[Smith, Alvy Ray 13] argues for a pixel as a point sample instead of the traditional
image of a pixel as a small square.

G.1 Point Samples

An image is a continuous two-dimensional function. We can think of it as the continuous
function f(x, y) = color(x, y), where (x, y) is any point in the image. A pixel Px,y is the
color (i.e., the value of f) at a point (x, y) in the image. A pixel is therefore a point
sample (the color of the image at a point). The number of mathematical points in even
the smallest image is infinite, but a practical device such as a camera or a scanner must
finish its job in finite time and output a finite result, so it must limit itself to a finite
number of points (Figure G.1). Such a device scans the original image, samples the
colors at a finite number of points, and produces a set of point samples; pixels.

The term “pixel” has a wide meaning. Its most common usage is as the smallest
single component of a digital image, but it may also mean the following:

A printed pixel on a page. This is the smallest unit of the printed text. Each
character of text may consist of many pixels.
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Figure G.1: Pixels as Point Samples.

A number in an image file. When an image is stored in a raw format, each of its
pixels becomes a number (or three numbers). The numbers are sent electronically and
may end up stored in memory or saved on a disk/CD/DVD.

The smallest unit of a display device. In a color display, a pixel may be represented
by three LCDs that correspond to the three color components. Each LCD is therefore
a subpixel.

A photosite in an image sensor.
The number of pixels in an image is often referred to as the image resolution,

but I prefer the terms “count,” “capacity,” or “dimensions,” because to me the term
“resolution” implies density, meaning pixels per unit length. Section 1.22.2 talks about
resolutions expressed in DPI (dots per inch) and PPI (pixels per inch).

The dimensions of an image are often expressed as a single number, as in a “16-
megapixel digital camera.” However, a single number is not enough to specify the shape
(aspect ratio) of a rectangle, which is why it is preferable to use a pair of numbers, as
in a 640⇥ 480 display.

In the field of video compression, the term “pel” is used instead of pixel. The same
term is also used for the smallest element of a fax image.

A mathematical point has no dimensions, and any finite set of such points has no
dimensions either. In order to be able to see the image, each point has to be printed or
displayed as a small square or rectangle; a box. This is why a pixel is generally assumed
to be a small box. The process of replicating a point sample until it becomes a box is
referred to as reconstructing an image by box filters. This is illustrated by Figure G.2.

Figure G.2: Image Reconstruction by Box Filters.
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Figure G.3 illustrates two important attributes of pixels, namely geometry and
pitch. Triangular, stripes, and diagonal pixel geometries are shown, and it is easy to see
which is which. Pixel pitch is the smallest distance between pixels of the same color,
indicated in the figure by black arrows. A color display often has three pixels for one
color dot of the image, and in this case, the three pixels are sometimes referred to as
subpixels.

TV CRT (stripes) PC CRT (triangular)

XI-1 LCD (diagonal) LCD (stripes)

Figure G.3: Pixel Geometry and Pitch.
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G.2 Real Optical Devices

In principle, a pixel is the color of a mathematical point on the object being photographed
or scanned. In practice, an image is generated by lenses and apertures, which is why
a real pixel expresses the color of a small area, not a single point, on the object. The
shape of the area may be a square or may have the shape of the diaphragm opening
(often a pentagon or a hexagon). The size of the area depends on the size of a photosite
and the magnification of the lens as illustrated by Figure G.4.

f

a

p
d0

di

O
bj

ec
t Sensor

Figure G.4: Pixels as Small Areas.

Equation (1.3) expresses the magnification factor M of a lens as f/(d0 � f) where
f is the focal length of the lens and d0 is the distance between the lens and the subject.
Typical values may be f = 50 mm and d0 = 3,000 mm (three meters or about nine
feet). These values yield M = 50/(3,000 � 50) ⇡ 0.017. Assuming that a photosite
is a square of side p, the light that falls on the photosite comes from a square area of
side a = p/M on the subject being photographed or scanned. Page 344 shows that
a typical photosite size in current image sensors is 6 µ (where µ, a micron, equals
10�6 m). This implies that the value of a typical pixel is the average color of a small
square of size a = p/M ⇡ 6/0.017 ⇡ 353 µ. Assuming that the sensor consists of
4,000 ⇥ 4,000 = 16 Mega photosites, each row or column of 4,000 photosites receives
light from 4,000⇥ 353 = 1,412,000µ or about 1.4 m of the subject. In old sensors, there
may be narrow gaps between the photosites, causing some light from the subject to be
lost.

A scanner generates a digital image by shining light on a narrow stripe of the original
image (which is normally printed on paper) and projecting the reflection on a row of
photosensors. Either the paper or the sensors are then moved to the next stripe. Each
photosensor receives light from a small area of the paper and generates an intensity that
is the average of the brightness across that area.
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G.3 Pixel Interpolation

Interpolation is the process of estimating the intermediate values of a continuous event
from discrete samples. Section G.1 teaches us that an image is a continuous two-
dimensional function f(x, y) = color(x, y) that is used to select point samples. In-
terpolation is the opposite problem. Given the values of a function f(x, y) = color(x, y)
at a finite number of data points, we want to compute (or estimate) its value at any
mathematical point (x, y) between the data points.

This section presents an intuitive explanation of interpolation. The following sec-
tions explain how to perform bilinear and bicubic interpolations.

We start with an intuitive discussion of the term interpolation. Given two numbers
a and b, their average (a+b)/2 is always located midway between them, so we can use the
average to interpolate them. However, given four numbers a, b, c, and d, their average
(a+ b+ c+d)/4 is not a good interpolation, because it is not located “midway” between
the four. A simple example is the four numbers 1, 1, 1, and 100. Their average is close
to 25 and does not seem to be “in the middle” of the four numbers. Interpolating four
numbers is therefore done by (1) converting the numbers to two-dimensional points, (2)
calculating a smooth, polynomial curve that passes through the points, and (3) finding
the midpoint of the curve.

Any numbers a, b, c, and d can be converted to the points (1, a), (2, b), (3, c), and
(4, d). It is intuitively clear that the midpoint (x, y) of a smooth curve that passes
through those points is a good candidate for the title “the interpolation of the four
points.” The y coordinate of the midpoint becomes the interpolation of the four numbers,
and the x coordinate is disregarded.

This method is called one-dimensional interpolation and is described in detail in
Subsection G.8.1. It can be extended to more than four numbers, and also to pixels,
where it becomes two-dimensional interpolation. Section G.8 describes the important
bicubic interpolation method, which employs a group of 4 ⇥ 4 neighboring pixels to
predict the value of the image point P located at the center of the group. The main
steps of bicubic interpolation are: (1) consider the 16 neighbor pixels a set of 4 ⇥ 4
equally-spaced three-dimensional points, (2) assign the value (color) of each of the 16
pixels as the z coordinate of “its” point, and (3) derive the parametric equation P(u,w)
of the surface patch that passes through all 16 points. The value (color) of the image
point P at the center of the 4⇥4 group can then be found by computing the height
of the center point P(0.5, 0.5) of that surface. Mathematically, this surface is the two-
dimensional polynomial interpolation of the 4⇥ 4 three-dimensional points.

Consider the common operation of zooming or scaling an image. A user examining
an image may often want to see more detail, which is why any graphics software includes
a zooming tool or command. It seems intuitive that magnifying an image is more di�cult
than shrinking it, because the former requires the determination of new pixel values,
while the latter is achieved by deleting pixels. Thus, in the next few sections we discuss
methods for magnifying images.

First, we discuss the meaning of the magnification factor. An image is made of
pixels, so its size is measured in pixels, not in inches or centimeters. When an image has
to be displayed or printed, it often has to be scaled to fit the available space. Scaling can
be up or down. Scaling up (or zooming in) enlarges the image, while scaling down (or
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zooming out) reduces it. Both types of scaling are important, they represent di↵erent
problems, and are often implemented di↵erently.

The amount of scaling is an important term that should be discussed first. We start
with one-dimensional scaling. When a straight segment of length L is left as is, we say
that its length has increased by 0%. When it is stretched to 2L, we say that its size has
increased by 100%. Because the length has doubled (and because the word “double” is
associated with the integer 2) we also say that the segment has been stretched or scaled
by a factor of 2. Similarly, when the segment is stretched to 3L, it has been scaled by a
factor of 3 (because 3L/L = 3) or by 200%. This may be confusing, and the confusion
increases when we consider non-integer scaling, when we take into account shrinking,
and when we discuss images, which are two dimensional.

When a segment is stretched to three times its length, it has been scaled by 200%,
because the di↵erence in lengths 3L � L equals 2L. This answers the question what if
a segment has been stretched from L to 2.35L? We simply subtract 2.35L� L = 1.35L
and say that the length has increased by 135% or by a factor of 2.35.

When a segment is shrunk to 0.4L, it makes sense to claim that its length has
increased by 0.4L � L = �0.6L or �60% (or by a factor of 0.4L/L = 0.4). We find it
more convenient, however, to talk about 60% shrinking or scaling down by 0.4.

When an image of size m ⇥ n is left alone, it makes sense to say that it has been
scaled by 0%. When both its dimensions have doubled, we say that it has been scaled
by a factor 2 or by 100%. The point is that the area of the image is now four times
what it used to be, but the terms “factor” and “percent” refer to the increase in the
linear dimensions, not the area. In principle, the height and width of an image may be
scaled by di↵erent amounts, and in such a case we have to use two numbers (factors or
percentages) to express the amount of scaling. Thus, increasing the height of an image
from H to 2.35H and decreasing its width from W to 0.4W is considered scaling by the
pair (135%,�60%) or by (2.35, 0.4).

Graphics software employs the following approaches to image scaling:

Replicate rows and columns of the image as needed (or remove some of them for
shrinking). This is the topic of Sections G.4 and G.5.

Generate new pixels by assigning them the values of original pixels. This is better
than simply replicating entire rows or columns and is also fast, because pixels are simply
copied and no computations are needed. This approach is not discussed here but can be
found in section 2.8 of [Salomon 11].

Use interpolation to compute values for new pixels. Each new pixel becomes a
weighted average of several of its near neighbors (which are either original pixels or
themselves computed earlier by interpolation). This approach involves many calculations
and is therefore slow, but it normally produces better results than simply replicating
rows or individual pixels. See Sections G.7 and G.8.

Use one of the approaches above, but also examine the original pixels for any edges
in the image and try to preserve them. Pixels on or close to an edge should be treated
di↵erently from pixels located away from a sharp edge. Such techniques are more time
consuming, but may produce better results, especially for large scale factors.
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G.4 Replicating Rows/Cols

A simple way to scale an image is to stretch it. This is done by replicating rows and
columns several times. To stretch an image to three times its width and twice its
height, replicate each column three times and replicate each row twice, creating six
identical target pixels for each source pixel. This is simple, but the result is a coarse,
pixelated image, visibly made of large rectangular blocks. To shrink an image (by
negative stretching) to a third of its width and half its height, delete one-third of its
columns and every other row. Leave the rest of the original image untouched. This is also
fast, but the resulting image may be missing important details and may be noticeably
di↵erent from the original image.

G.5 Replicating Pixels

Instead of stretching an image by replicating entire columns and rows, the approach
described here generally achieves better results by replicating individual pixels. When
a small image U is scaled up to become a larger image V , each of its pixels is replicated
several times to become a small, uniform, rectangular region in V . Notice that these
regions cannot all be the same size. If we start from an image with P pixels and replicate
each pixel into a small region of size Q, then the resulting scaled image will consist of
P ·Q pixels, but the user may want a di↵erent target size. Any algorithm that scales by
replicating pixels is given the dimensions of the original and final images, and it has to
generate regions of di↵erent dimensions (but not very di↵erent) that together will have
the required dimensions of the final image.

This approach is illustrated here by an algorithm due to [Andres et al. 96], which
has two important properties (1) it can scale an image up by any rational factors (and
they can be di↵erent for the rows and columns) and (2) it is reversible.

The main advantage of such an algorithm is its simplicity, which translates to
speed. Replicating a pixel several times is much faster than interpolating values. When
an image is scaled by selecting it in a graphics software and dragging one of its corners
with the computer mouse, the software normally displays an empty outline that follows
the mouse. The scaled image is computed and displayed only when the dragging is
complete. When this method is used, the software may be able to compute and display
the scaled image several times per second, while also following the mouse.

We assume that a small image UK,L is to be scaled to a bigger image VM,N . The
pixels of U are denoted by (x, y) and the pixels of V are denoted by (x0, y0). Figure G.5 il-
lustrates the basic parameters involved in this process and it shows that a pixel in U with
row and column coordinates (x, y) should be moved to location (x0, y0) = (Mx/K,Ny/L)
in V . However, coordinates of pixels must be integers, so we modify the above to
(x0, y0) = (bMx/Kc, bNy/Lc). Because of the use of the floor (integer truncation) op-
eration it is obvious that several values of x may yield the same x0, and this fact is the
basis for the reverse transformation.

The reverse transformation, from V to W , is extremely simple. Given a pixel (x0, y0)
in V , it is moved to become pixel

(x, y) = (bK x0/Mc, bLy0/Nc) , (G.1)



1232 G.5 Replicating Pixels
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Figure G.5: Relation of x0 to x.

in U . This moves all the (identical) pixels in a rectangular region of V to the same
location in U .

Mathematical experience, combined with a little thinking, produces the forward
transformation. Given a pixel (x, y) in U , we want to determine the region in V where
it should be replicated, i.e., the region of pixels (x0, y0) that will be transformed to this
particular (x, y) by equation (G.1). A little tinkering yields the inequalities

�
Mx + K � 1

K

⌫
 x0 

�
Mx + M � 1

K

⌫
or C0(x)  x0  C1(x)

and�
Ny + L� 1

L

⌫
 y0 

�
Ny + N � 1

L

⌫
or R0(y)  y0  R1(y).

The scaling algorithm is now obvious. It loops over the pixels of U and for each
pixel (x, y) it computes C0(x), C1(x), R0(y), and R1(y) from the equations above. It
then fills that region of V bounded by rows R0(y) and R1(y) and by columns C0(x) and
C1(x) with copies of pixel (x, y). The rectangular regions in V can have the four sizes

[bM/Kc ⇥ bN/Lc], [(bM/Kc+ 1)⇥ bN/Lc],
[bM/Kc ⇥ (bN/Lc+ 1)], [(bM/Kc+ 1)⇥ (bN/Lc+ 1)].

When the reverse transformation is applied to V , all the pixels of a region are moved to
the same location in U . This scaling algorithm is perfectly reversible.

Example: Given the small image U4,3, we scale it to become the large V15,13. The
scale factors are 15/4 (vertical) and 13/3 (horizontal). The bounds of the regions in V
are

C0(x) =
�

15x + 3
4

⌫
, C1(x) =

�
15x + 14

4

⌫
, R0(y) =

�
13y + 2

3

⌫
, R1(y) =

�
13y + 12

3

⌫
.

Thus, for example, pixel (3, 2) of U is transformed as follows:

(3, 2)!
�

48
4

⌫
,

�
59
4

⌫�
⇥

�
28
3

⌫
,

�
38
3

⌫�
= [12, 14]⇥ [9, 12].
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This pixel is therefore replicated 12 times into the 3⇥ 4 region of V that is bounded by
rows 12 through 14 and by columns 9 through 12.

Figure G.6 shows the 12 regions of V and the pixel of U that is replicated in each
region. This figure also illustrates the main downside of this algorithm. Scaling factors
of more than 2–3 result in a pixelated image.

U

V

Figure G.6: Image Scaling by Pixel Replication.

G.6 More About Image Scaling

If high-quality results are important, the new pixels should be calculated from the orig-
inal ones, not simply copied. To expand an n ⇥ m-pixel image with scale factors of,
say, 3⇥4, we need to create 3n⇥4m = 12nm new pixels. Let P [i, j] represent the value
of the pixel at row i and column j of the original image. The 12 new pixels generated
from P [i, j] should be computed by interpolating the values of P [i, j] and its three near
neighbors. The neighbor on the right of P [i, j] is P [i, j +1] and the two neighbors below
it are P [i+1, j] and P [i+1, j +1]. Each of the 12 new pixels is computed as a weighted
average of these four pixels, where the weights (which add up to 1) are given by Ta-
ble G.7. The table consists of 12 subtables, each of size 2 ⇥ 2. They are arranged in
three columns and four rows. Each entry in the table equals the product of the weights
of its row and column. The four entries of each subtable add up to one. Each of the 12
new pixels is calculated as a weighted sum of the 4 pixels

P [i, j], P [i, j + 1],
P [i + 1, j], P [i + 1, j + 1],

where the weights are taken from the corresponding subtable.
The first of the 12 new pixels should thus be

1⇥ P [i, j] + 0⇥ P [i, j + 1] + 0⇥ P [i + 1, j] + 0⇥ P [i + 1, j + 1].

The last one is

1
12

P [i, j] +
2
12

P [i, j + 1] +
3
12

P [i + 1, j] +
6
12

P [i + 1, j + 1].
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1 0 2/3 1/3 1/3 2/3

1: 1 0 2/3 1/3 1/3 2/3
0: 0 0 0 0 0 0

3/4: 3/4 · 1 3/4 · 0 3/4 · 2/3 3/4 · 1/3 3/4 · 1/3 3/4 · 2/3
1/4: 1/4 · 1 1/4 · 0 1/4 · 2/3 1/4 · 1/3 1/4 · 1/3 1/4 · 2/3
1/2: 1/2 · 1 1/2 · 0 1/2 · 2/3 1/2 · 1/3 1/2 · 1/3 1/2 · 2/3
1/2: 1/2 · 1 1/2 · 0 1/2 · 2/3 1/2 · 1/3 1/2 · 1/3 1/2 · 2/3
1/4: 1/4 · 1 1/4 · 0 1/4 · 2/3 1/4 · 1/3 1/4 · 1/3 1/4 · 2/3
3/4: 3/4 · 1 3/4 · 0 3/4 · 2/3 3/4 · 1/3 3/4 · 1/3 3/4 · 2/3

Table G.7: Interpolation Weights for 3⇥ 4 Scaling.

To shrink an image by factors of n⇥m, we have to replace a group of n⇥m original
pixels by a single pixel. This pixel is simply computed as an average of the original
n⇥m pixels.

An important point that should be mentioned is that the values of the pixels of
an image are not always the intensities or colors of the pixels. In some images, these
values may be pointers to a color lookup table. In such a case, the interpolation weights
of Table G.7 should be performed on the pixel values in the lookup table, not on the
pointers.

If the scale factors are not integers, then a simple, fast algorithm can be developed
to determine how the new pixels depend on the original ones. We present the basic
ideas assuming that an image is to be expanded by copying each original pixel several
times. When we think of expanding an image, we normally imagine it to be stretched
from all sides until it fits the new, larger space. To understand the algorithm, we should
think of the expansion process as starting with a grid consisting of a few, large pixels
and creating another grid with the same area as the original, but with more, smaller
pixels. Figure G.8a shows an example of an original 4 ⇥ 4 image (whose pixels are
numbered 1 through 16) and an expanded image of 10⇥ 10 pixels superimposed on it.
Both images are the same size, which suggests that each original pixel has to be copied
10/4 = 2.5 times. In practice, a pixel will be copied either two or three times to obtain
the required scaling. Our algorithm uses the quantity 4/10 = 0.4 to determine how
many copies of a pixel to generate. A variable diff (for di↵erential) is set to zero and
is incremented by 0.4 each time a pixel is copied. Each time diff crosses an integer
boundary, the algorithm moves to the next original pixel and starts copying it. The
process is summarized in Table G.9. It shows how pixels 1 and 3 are copied three times
each, while each of pixels 2 and 4 is copied twice. Figure G.8b shows the final 100 pixels.

The discussion above assumes an expansion, but this method also works for shrink-
ing, where the scale factor is less than 1. Shrinking a 10⇥10 image to, for example, 4⇥4
is done by incrementing diff by 10/4 = 2.5. The results are summarized in Table G.10.

⇧ Exercise G.1: Show the original 10 ⇥ 10 image (with pixels numbered 1 to 100) and
the final 4⇥ 4 image using a diagram similar to Figure G.8b.
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1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

1 1 1 2 2 3 3 3 4 4

1 1 1 2 2 3 3 3 4 4

1 1 1 2 2 3 3 3 4 4

5 5 5 6 6 7 7 7 8 8

5 5 5 6 6 7 7 7 8 8

9 9 9 10 10 11 11 11 12 12

9 9 9 10 10 11 11 11 12 12

9 9 9 10 10 11 11 11 12 12

13 13 13 14 14 15 15 15 16 16

13 13 13 14 14 15 15 15 16 16

(a) (b)

Figure G.8: Image Scaling.

diff: 0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 3.2 3.6
Pixel: 1 1 1 2 2 3 3 3 4 4

Table G.9: A 10/4 Expansion by Copying.

diff: 0 2.5 5 7.5
Pixel: 1 3 6 8

Table G.10: A 4/10 Shrinking by Copying.

Isn’t life a series of images that change as they repeat themselves?
—Andy Warhol.

diff:=round(1000/scale);
accum_diff:=0;
j:=1;
for y:=1 to N do
Q[x,y]:=P[i,j];
a:=baccum_diff/1000c;
accum_diff:=accum_diff+diff;
b:=baccum_diff/1000c;
j:=j+(b-a);
endfor;

Figure G.11: Scaling One Scan Line.
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In general, diff is incremented by the inverse of the scale factor, but the main point
is that both diff and the amount it is incremented by should be integers, since floating-
point operations are considerably slower than the same operations on integers. We there-
fore declare diff an integer and increment it by the rounded value of “1000/scale factor.”
Each time diff crosses another multiple of 1000, we move to the next pixel in the orig-
inal image and start replicating it. Figure G.11 is a pseudo-code algorithm for scaling
one scan line. It copies pixels from the original image P[i,j] to a scaled image Q[x,y]
where each scan line is N pixels wide. The values of i and x don’t change in this example.

The code of Figure G.11 can be extended to loop over scan lines. Another pair of
diff and accum_diff variables is needed, since the scaling factors in the horizontal and
vertical directions may be di↵erent. The loop shown in Figure G.11 now becomes the
inner loop of a double-loop algorithm whose outer loop goes over the scan lines. Once
the inner loop creates the first scan line Q[1,y], the outer loop copies it as many times
as necessary, using the vertical di↵erential. It should be mentioned that this algorithm,
which uses integers and a di↵erential, is termed a DDA algorithm (for Digital Di↵erential
Analyzer, or Discrete Di↵erential Analyzer).

G.7 Bilinear Interpolation

The principle of bilinear interpolation is to compute the value of a new pixel as an average
of four of its nearest neighbors. Figure G.12 illustrates this process in the simple case of
scaling by a factor of 2. Both the number of rows and the number of columns have to be
doubled, resulting in an image that has four times the original area. Thus, three-fourths
of the pixels of the new image have to be computed and only one-fourth are the original
pixels. The figure shows a 4 ⇥ 5 image (in blue) and the first step is to double the
number of columns. The new columns are shown in green and they are computed by a
linear (not yet bilinear) interpolation. Thus, the pixel labeled 5 was computed as the
average of its two near blue neighbors. The rightmost (green) column presents a special
problem and the simplest solution is to make it identical to the blue column on its left.
Thus, the two pixels labeled 1 are identical.

1 1
1 1

1 1

2 35
5

4
a

ab

b
x

Figure G.12: Scaling by Bilinear Interpolation.

The second step is to double the number of rows. Pixel 2 was computed as the
average of its two neighbors above and below, but pixel 3 was computed as the average
of its four diagonal (blue) neighbors. Pixel 4 was computed in the same way, but from
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four green neighbors, which themselves were computed in the previous step from original
(blue) pixels. Thus, pixels 3 and 4 are computed by bilinear interpolation.

Sometimes a new pixel x should be computed by bilinear interpolation from four
neighbor pixels that are located at di↵erent distances from it. In such a case, each of the
four neighbors should be assigned a weight that is inversely proportional to its distance
from x. The interpolation itself is a weighted sum of the four neighbors. Imagine, for
example, that we want to compute a value for pixel x in Figure G.12 from its neighbors a
and b. The two a pixels are closer to x than the b pixels and should therefore be assigned
larger weights. If we denote the distance between x and a by 1, then the distance between
x and b should be (according to the Pythagorean theorem)

p
12 + 22 ⇡ 2.2. To compute

the weights, we start with the inverses of the four distances 1, 1, 1/2.2, and 1/2.2, and
normalize them by dividing each by their sum 1+1+1/2.2+1/2.2 = 2.9. The resulting
normalized weights are 1/6.4, 1/6.4, 2.2/6.4, and 2.2/6.4. Notice that they add up to 1.
The value computed for pixel x by bilinear interpolation is the weighted sum

x =
a

6.4
+

a

6.4
+

2.2b
6.4

+
2.2b
6.4

.

In general, given a pixel x and four of its neighbors at distances d1, d2, d3, and
d4 from it, we first invert the distances and then compute the normalized weights by
dividing each distance di by the sum

P
1/di. The value computed for x by bilinear

interpolation is the sum of the four neighbors, each multiplied by its normalized weight.
Exercise G.6 explains why the weights should be normalized.

G.8 Bicubic Interpolation

This section shows how to predict the value of a new pixel, when an image is stretched,
from the values of 16 of its near neighbors by means of a two-dimensional bicubic in-
terpolating polynomial. The method is best visualized graphically. Given the values of
4 ⇥ 4 = 16 pixels, we consider the pixels a grid of 4 ⇥ 4 points located on a plane in
three-dimensional space and we consider the pixels’ values the heights (z coordinates) of
the points above the plane. We then derive the parametric equation of a smooth surface
patch that passes through the 16 points. The bicubic interpolation of the original 16
pixels is then obtained as the height of this surface patch at its midpoint.

A surface can be viewed as an extension of a curve, so we start by deriving a one-
dimensional polynomial (a curve) that interpolates four points, and then extend it to a
two-dimensional polynomial (a surface) that interpolates a grid of 4⇥ 4 points.

G.8.1 One-Dimensional Interpolation

Given four points P1, P2, P3, and P4, we look for a polynomial that will pass through
them. In general, a polynomial of degree n in x is defined as the function

Pn(x) =
nX

i=0

aix
i = a0 + a1x + a2x

2 + · · · + anxn, (G.2)
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where ai are the n + 1 coe�cients of the polynomial and the parameter x is a real
number. For each value of x, the polynomial Pn(x) is a number. The one-dimensional
interpolating polynomial that is of interest to us is special, and di↵ers from the definition
above in two respects as follows:

1. This polynomial goes from point P1 to point P4. Thus, for each value of its
parameter, the value of the polynomial itself should be a point, not a number. Also, the
length of our polynomial is finite. As a result, it is better to describe this polynomial as
the function

Pn(t) =
nX

i=0

ait
i = a0 + a1t + a2t

2 + · · · + antn; where 0  t  1.

This is the parametric representation of a polynomial. We want this polynomial to go
from P1 to P4 when its parameter t is varied from 0 to 1.

2. The only given data are the four points. There is nothing else that we can use
to calculate all n + 1 coe�cients of the polynomial. This suggests the value n = 3 (a
polynomial of degree 3, a cubic polynomial; one that has four coe�cients). The idea is
to set up and solve four equations, with the four coe�cients as the unknowns, and with
the four points as known quantities. Thus, we use the notation (T indicates transpose)

P(t) = at3 + bt2 + ct + d = (t3, t2, t, 1)(a,b, c,d)T = T(t) ·A. (G.3)

The four coe�cients a,b, c,d are shown in boldface because they are not numbers. Keep
in mind that the polynomial has to pass through the given points, so the value of P(t)
for any t must be the three coordinates of a point. Each coe�cient should therefore be
a triplet. T(t) is the row vector (t3, t2, t, 1), and A is the column vector (a,b, c,d)T .
Computing the curve therefore involves finding the values of the four unknowns a, b, c,
and d. P(t) is called a parametric cubic (or PC) polynomial.

It turns out that degree 3 is the smallest one that is still useful for an interpolating
polynomial. A polynomial of degree 1 has the form P1(t) = ct + d and is therefore a
straight line, so it can be used only in special cases. A polynomial of degree 2 (quadratic)
has the form P2(t) = bt2+ct+d and is a conic section, so it can take only a few di↵erent
shapes. A polynomial of degree 3 (cubic) is therefore the simplest one that can take on
complex shapes, and can also be a space curve.

⇧ Exercise G.2: Show that a quadratic polynomial must be a plane curve.

Our ultimate problem is to interpolate pixels. Pixels are always spaced uniformly,
so we assume that the two interior points P2 and P3 are equally spaced between P1

and P4. The first point P1 is the start point P(0) of the polynomial, the last point P4

is the endpoint P(1), and the two interior points P2 and P3 are the two equally-spaced
interior points P(1/3) and P(2/3) of the polynomial.



G Pixels 1239

We therefore write P(0) = P1, P(1/3) = P2, P(2/3) = P3, P(1) = P4, or

a(0)3 + b(0)2 + c(0) + d = P1,

a(1/3)3 + b(1/3)2 + c(1/3) + d = P2,

a(2/3)3 + b(2/3)2 + c(2/3) + d = P3,

a(1)3 + b(1)2 + c(1) + d = P4.

These equations are easy to solve, and the solutions are:

a = �9/2P1 + 27/2P2 � 27/2P3 + 9/2P4,

b = 9P1 � 45/2P2 + 18P3 � 9/2P4,

c = �11/2P1 + 9P2 � 9/2P3 + P4,

d = P1.

Substituting into Equation (G.3) gives

P(t) =(�9/2P1 + 27/2P2 � 27/2P3 + 9/2P4)t3

+ (9P1 � 45/2P2 + 18P3 � 9/2P4)t2

+ (�11/2P1 + 9P2 � 9/2P3 + P4)t + P1,

which, after rearranging, becomes

P(t) =(�4.5t3 + 9t2 � 5.5t + 1)P1 + (13.5t3 � 22.5t2 + 9t)P2

+ (�13.5t3 + 18t2 � 4.5t)P3 + (4.5t3 � 4.5t2 + t)P4

=G1(t)P1 + G2(t)P2 + G3(t)P3 + G4(t)P4

=G(t) ·P, (G.4)

where

G1(t) = (�4.5t3 + 9t2 � 5.5t + 1),

G3(t) = (�13.5t3 + 18t2 � 4.5t),

G2(t) = (13.5t3 � 22.5t2 + 9t),

G4(t) = (4.5t3 � 4.5t2 + t);
(G.5)

P is the column (P1,P2,P3,P4)T , and G(t) is the row vector

�
G1(t), G2(t), G3(t), G4(t)

�
.

The functions Gi(t) are called blending functions, because they create any point on
the curve as a blend of the four given points. Note that they add up to 1 for any value of
t. This property must be satisfied by any set of blending functions, and such functions
are called barycentric. We can also write

G1(t) = (t3, t2, t, 1)(�4.5, 9,�5.5, 1)T
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and, similarly, for G2(t), G3(t), and G4(t). In matrix notation this becomes

G(t) = (t3, t2, t, 1)

0
B@
�4.5 13.5 �13.5 4.5
9.0 �22.5 18 �4.5
�5.5 9.0 �4.5 1.0
1.0 0 0 0

1
CA = T(t) ·N. (G.6)

The curve can now be written P(t) = G(t) ·P = T(t) · N · P. N is called the basis
matrix (or a Hermite matrix), and P is the geometry vector. From Equation (G.3) we
know that P(t) = T(t) ·A, so we can write A = N ·P.

The word barycentric is derived from barycenter, meaning “center of gravity,” because
such weights are used to calculate the center of gravity of an object. Barycentric
weights have many uses in geometry in general and in curve and surface design in
particular.

—From Dr. Dobbs Journal, March 2000.

Given the four points, the interpolating polynomial can be computed in two steps:
1. Set-up the equation A = N ·P and solve it for A = (a,b, c,d)T .
2. The polynomial is P(t) = T(t) ·A.

G.8.2 Example

This example is in two dimensions, each of the four points Pi and each of the four
coe�cients a, b, c, and d is a pair. For three-dimensional curves, the method is the same,
except that triplets should be used instead of pairs. Given the four two-dimensional
points P1 = (0, 0), P2 = (1, 0), P3 = (1, 1), and P4 = (0, 1), we set up the equation

0
B@

a
b
c
d

1
CA = A = N ·P =

0
B@
�4.5 13.5 �13.5 4.5
9.0 �22.5 18 �4.5
�5.5 9.0 �4.5 1.0
1.0 0 0 0

1
CA

0
B@

(0, 0)
(1, 0)
(1, 1)
(0, 1)

1
CA ,

which is easy to solve

a = �4.5(0, 0) + 13.5(1, 0)� 13.5(1, 1) + 4.5(0, 1) = (0,�9),
b = 19(0, 0)� 22.5(1, 0) + 18(1, 1)� 4.5(0, 1) = (�4.5, 13.5),
c = �5.5(0, 0) + 9(1, 0)� 4.5(1, 1) + 1(0, 1) = (4.5,�3.5),
d = 1(0, 0)� 0(1, 0) + 0(1, 1)� 0(0, 1) = (0, 0).

Thus P(t) = T ·A = (0,�9)t3 + (�4.5, 13.5)t2 + (4.5,�3.5)t.

It is now easy to calculate and verify that P(0) = (0, 0) = P1, and

P(1/3) = (0,�9)1/27 + (�4.5, 13.5)1/9 + (4.5,�3.5)1/3 = (1, 0) = P2,

P(1) = (0,�9)13 + (�4.5, 13.5)12 + (4.5,�3.5)1 = (0, 1) = P4.
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⇧ Exercise G.3: Calculate P(2/3) and verify that it is equal to P3.

⇧ Exercise G.4: Imagine the circular arc of radius 1 in the first quadrant (a quarter
circle). Write the coordinates of the four points that are equally spaced on this arc.
Use the coordinates to calculate a PC interpolating polynomial approximating this arc.
Calculate point P(1/2). How far does it deviate from the midpoint of the true quarter
circle?

The main advantage of this method is its simplicity. Given the four points, it is
easy to determine the PC polynomial that passes through them.

⇧ Exercise G.5: This method makes sense if the four points are (at least approximately)
equally spaced along the curve. If they are not equally spaced, the following may be
done: Instead of using 1/3 and 2/3 as the intermediate values, the user may specify
values ↵, � such that P2 = P(↵) and P3 = P(�). Generalize Equation (G.6) such that
it depends on ↵ and �.

G.8.3 Two-Dimensional Interpolation

The PC polynomial, Equation (G.3), can easily be extended to two dimensions by means
of a technique called Cartesian product. The polynomial is generalized from a cubic
curve to a bicubic surface.

A one-dimensional PC polynomial has the form P(t) =
P3

i=0 aiti. Two such curves,
P(u) and P(w), can be combined by means of this technique to form the surface:

P(u,w) =
3X

i=0

3X
j=0

aiju
iwj

= a33u
3w3 + a32u

3w2 + a31u
3w + a30u

3 + a23u
2w3 + a22u

2w2 + a21u
2w + a20u

2

+ a13uw3 + a12uw2 + a11uw + a10u + a03w
3 + a02w

2 + a01w + a00

= (u3, u2, u, 1)

0
B@

a33 a32 a31 a30

a23 a22 a21 a20

a13 a12 a11 a10

a03 a02 a01 a00

1
CA

0
B@

w3

w2

w
1

1
CA , where 0  u,w  1. (G.7)

This is a double cubic polynomial (hence the name bicubic) with 16 terms, where
each of the 16 coe�cients aij is a triplet. Note that the surface depends on all 16
coe�cients. Any change in any of them produces a di↵erent surface. Equation (G.7)
is the algebraic representation of a bicubic surface. In order to use it in practice, the
16 unknown coe�cients have to be expressed in terms of the 16 known, equally-spaced
points. We denote these points by

P03 P13 P23 P33

P02 P12 P22 P32

P01 P11 P21 P31

P00 P10 P20 P30.
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To determine the 16 unknown coe�cients, we write 16 equations, each based on one of
the given points:

P(0, 0) = P00 P(0, 1/3) = P01 P(0, 2/3) = P02 P(0, 1) = P03

P(1/3, 0) = P10 P(1/3, 1/3) = P11 P(1/3, 2/3) = P12 P(1/3, 1) = P13

P(2/3, 0) = P20 P(2/3, 1/3) = P21 P(2/3, 2/3) = P22 P(2/3, 1) = P23

P(1, 0) = P30 P(1, 1/3) = P31 P(1, 2/3) = P32 P(1, 1) = P33.

Solving, substituting the solutions in Equation (G.7), and simplifying produces the ge-
ometric representation of the bicubic surface

P(u,w) = (u3, u2, u, 1)N

0
B@

P33 P32 P31 P30

P23 P22 P21 P20

P13 P12 P11 P10

P03 P02 P01 P00

1
CANT

0
B@

w3

w2

w
1

1
CA , (G.8)

where N is the Hermite matrix of Equation (G.6).
The surface of Equation (G.8) can now be used to predict the value of a pixel as a

bicubic interpolation of 16 of its near neighbors. All that is necessary is to substitute
u = 0.5 and w = 0.5. The following Mathematica code

Clear[Nh,P,U,W];
Nh={{-4.5,13.5,-13.5,4.5},{9,-22.5,18,-4.5},
{-5.5,9,-4.5,1},{1,0,0,0}};
P={{p33,p32,p31,p30},{p23,p22,p21,p20},
{p13,p12,p11,p10},{p03,p02,p01,p00}};
U={u^3,u^2,u,1};
W={w^3,w^2,w,1};
u:=0.5;
w:=0.5;
Expand[U.Nh.P.Transpose[Nh].W]

does that and produces

P(0.5, 0.5)
= 0.00390625P00 � 0.0351563P01 � 0.0351563P02 + 0.00390625P03

� 0.0351563P10 + 0.316406P11 + 0.316406P12 � 0.0351563P13

� 0.0351563P20 + 0.316406P21 + 0.316406P22 � 0.0351563P23

+ 0.00390625P30 � 0.0351563P31 � 0.0351563P32 + 0.00390625P33,

where the 16 coe�cients are the ones used in Table G.13.
Table G.13 shows the 16 weights that should be used when we want to predict a

pixel by a weighted average of 16 of its nearest neighbors. These weights are calculated
by bicubic polynomial interpolation and are normalized such that they add up to 1.
(Notice that in Table G.13a the weights are not normalized; they add up to 256. When
these integer weights are used, the weighted sum should be divided by 256.) To predict
a pixel near an edge of the image, where some of the 16 neighbors do not exist, only
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1
�9 �9

�9 81 �9
1 81 81 1
�9 81 �9
�9 �9

1

0.0039
�0.0351 �0.0351

�0.0351 0.3164 �0.0351
0.0039 0.3164 0.3164 0.0039

�0.0351 0.3164 �0.0351
�0.0351 �0.0351

0.0039

Table G.13: 16 Weights. (a) Integers. (b) Normalized.

those neighbors that exist are used, and their weights are renormalized, to bring their
sum to 1.

⇧ Exercise G.6: Why do the weights have to add up to 1?

⇧ Exercise G.7: How can this method be used in cases where not all 16 points are known?

⇧ Exercise G.8: The center point of the surface is computed as a weighted sum of the
16 equally-spaced data points. It makes sense to assign small weights to points located
away from the center, but our result assigns negative weights to eight of the 16 points.
Explain the meaning of negative weights and show what role they play in interpolating
the center of the surface.

G.9 The Sampling Theorem

This section introduces the sampling theorem, one of those magical, unexpected mathe-
matical results that a↵ect and improve our lives even though most of us are not aware of
their existence. The sampling theorem claims that we can scan an image, convert it into
pixels, and still be able to compute the colors of image points between pixels. This is
possible if the image is scanned at a high-enough resolution. Images are two dimensional,
so we first illustrate the sampling theorem with audio, which is one dimensional.

The following exchange is typical:
John: “No, o�cer, I didn’t say that. I said I thought it was him, but it was dark

and I couldn’t be sure.”
O�cer: “I heard you say you saw him.”
Anna: “No, o�cer. I’m sure he only said he may have seen him.”
Sound is fleeting. You say something and it is immediately gone. People hear

you, they think they understand you, but just a few seconds later they may not agree
on exactly what they have heard. This is why the invention of the phonograph (by
Thomas Edison in 1877), was so revolutionary. For the first time in history it became
possible to record sound, store it indefinitely, and play it back. Following Edison, many
engineers and inventors developed advanced techniques and media for sound recording
and constantly improved the results. Sound was recorded on wax cylinders, electrical
wires, steel tape, magnetic disks, and magnetic tapes, but all these devices were analog.
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The first successful digital sound recording was the CD format, developed and adopted
by a consortium of several manufacturers in the 1980’s. For the first time, it became
possible to record sound at a high fidelity and copy it many times without loss of quality.

The main shortcoming of any analog representation is the gradual degradation of
copies. You write something on paper, place it in a Xerox machine and copy it easily, but
the copy is not as sharp as the original, and copies of this copy feature more and more
degradation. On the other hand, if you write text on the computer, and save it as a text
file, you can copy it and copy its copies indefinitely without any loss of quality. Each
copy is identical to the original file. Thus, a chief advantage of a digital representation
is the ability to make true copies.

Sound is a wave in the air. When we generate sound, air molecules move back and
forth, forming a wave in the air. This sound wave is an analog representation of the
sound. When a microphone picks up a sound wave, it converts it to an electrical wave,
a voltage that varies with time according to the sound. This wave is another analog
representation of sound. Digitizing sound, converting its representation from analog to
digital, is done by measuring the amplitude (the voltage) of this wave many times each
second. Each voltage measurement is converted to a number, an audio sample, and
those numbers constitute an audio file.

Figure G.14 illustrates a simple example. A very small part of a sound wave is
sampled and is converted to about two dozen audio samples. The magnitude of each
sample is indicated in red. It is clear that there are not enough samples to reconstruct
the original sound wave. Many parts of the wave (some are marked by green boxes)
cannot be predicted from our samples. Thus, the most important question in digitizing
sound is how often to sample a given sound wave.

Figure G.14: Sampling a Sound Wave.

It is intuitively clear that the sampling rate must depend on the frequency of the
sound, as illustrated by Figure G.15. The figure shows a simple sine wave that is sampled
several times. In part (a) of the figure, the wave is sampled once per period, the samples
are identical, and the simplest reconstruction (in green) is a constant signal. This is
very di↵erent from the original sine wave. In part (b) of the figure, three samples are
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taken for every two periods of the wave, and the most obvious reconstruction is a sine
wave with a frequency that is much lower than that of the original. Part (c) shows what
happens when two samples are taken in each period of the wave. The result is a sine
wave with the same frequency but a much smaller amplitude. Only part (d), where eight
samples are taken, seems promising. At least, it is not immediately clear how anything
other than the original sine wave can be reconstructed from those samples.

A digression. The black and green waves of parts (a) through (c) of Figure G.15
are di↵erent, but because of the low sampling rate they cannot be distinguished. Given
the set of samples, we can use it to reconstruct either wave. This is a case of aliasing.
Here is what wikipedia has to say about this term “In signal processing and related
fields, aliasing is an e↵ect that causes di↵erent signals to become indistinguishable (or
aliases of one another) when sampled.” Thus, when a sound wave is sampled at a rate
that is too low, the reconstructed sound is di↵erent from the original sound and features
low frequencies. When an image is sampled (scanned or photographed) at a low rate,
its reconstruction also features low pixel frequencies. Such frequencies are associated
with important image features, which is why aliasing causes distortions. In his lectures
on photography, Marc Levoy defines aliasing as high frequencies masquerading as low
frequencies due to insu�ciently closely-spaced samples (lecture 7 of [Levoy 16]).

⇧ Exercise G.9: Show simple examples of spatial and temporal aliasing (aliasing in space
and in time). The former should be a simple image where high frequencies combine to
form low frequencies. The latter should be a simple system that moves one way in time,
but seems to slowly go back in time when we sample it at a low rate.

End of digression.
The Shannon-Nyquist sampling theorem [Nyquist 15] is due mostly to Harry Nyquist

and Claude Shannon. Later researchers put this result on a more solid theoretical foun-
dation, but its basic claim hasn’t changed. The sampling theorem states that any wave
can be reconstructed perfectly from a finite set of samples if the sampling rate is greater
than twice the maximum frequency (the cuto↵ frequency) of the wave.

The proof of this theorem is outside the scope of this book, but its claim is simple
and it comes as a surprise. We intuitively feel that a perfect reconstruction of a wave
requires infinitely many samples, but the theorem says that a wave with low frequency
can be fully reconstructed from a relatively small number of samples. The following
discussion sheds more light on the meaning of the sampling theorem.

Imagine that we convert each audio sample to a two-dimensional point as follows.
The value of the sample becomes the y coordinate of the point, while its x coordinate
is the time the sample was taken. The original sound wave can be visualized as a
two-dimensional curve with time as the x axis, and the problem of reconstructing the
sound wave is now equivalent to finding all the curves that pass through the points and
selecting the right one.

Given a sound wave whose frequency is less than 1,000 Hz, we sample it at 2,000 Hz
and end up with 2,000 samples for each second of sound. The theorem guarantees that
this number of samples would be exactly enough to fully reconstruct the wave, because
out of all the curves that pass through all the sampled points, there would be only one
curve whose frequency is less than 1,000 Hz.

Often, it is not known in advance what frequencies are included in a wave and
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(a)

(b)

(c)

(d)

Figure G.15: Sampling a Sine Wave.
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what its maximum frequency is. In such a case, the best that we can do is to estimate,
digitize the wave, and try to reconstruct it. Sound waves are all di↵erent and each may
consist of a mixture of many frequencies. We don’t know in advance what frequencies
are included in a given sound wave, but we can use our knowledge of human physiology
to solve this problem.

The range of human hearing is typically from 16–20 Hz to 20,000–22,000 Hz, de-
pending on the person and on age. When sound is digitized at high fidelity, it should
therefore be sampled at a little over the Nyquist rate of 2⇥22,000 = 44,000 Hz. This is
why high-quality digital sound is based on (at least) a 44,100-Hz sampling rate. Any-
thing lower than this rate results in distortions, while higher sampling rates do not
improve the reconstruction (playback) of the sound significantly. We can consider the
sampling rate of 44,100 Hz a lowpass filter, since it e↵ectively removes all the frequencies
above 22,000 Hz.

Applying the sampling theorem to audio is simple, because audio is one dimensional.
Our interest, however, is in images, which are two dimensional. It turns out that images
also feature frequencies and therefore obey the sampling theorem. The concept of pixel
frequencies is easy to understand when we consider bi-level (black-and-white) images.
Figure G.16 shows a small, 5⇥8 bi-level image that illustrates pixel frequencies. The
top row of this image is uniform, so we can assign it zero frequency. The following rows
feature increasing pixel frequencies as measured by the number of color changes along a
row. The four waves on the right roughly correspond to the frequencies of the four top
rows of the image.

a
b

c

d

Figure G.16: Image Frequencies.

A digression. Image frequencies are important because they make it possible to
distinguish between important features of an image and features that are mere details.
Low pixel frequencies correspond to the important image features, while high frequencies
correspond to the details of the image, which are generally less important. This fact is
the basis of image compression by means of transforms. (End of digression.)

Today, bi-level images are fairly rare and most digital images are in color. A pixel
in a color image consists of three parts, for the three color components. Given a color
image, we start by separating the three parts and considering each a grayscale image.
Thus, we need to consider how to measure pixel frequencies in a grayscale image. We
assume that a grayscale image is given where a pixel can have values from 0 (black) to
255 (white). The frequencies of pixels in this image can be measured in two ways as
follows:

If each row of the image consists of the n pixels P1 through Pn, we first convert
them to the two-dimensional points (1, P1) through (n, Pn) and then compute the degree-
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(n � 1) Lagrange polynomial that passes through the points. Fourier analysis is then
used to break down this curve into its constituent sine waves.

The Lagrange polynomial (see, for example, section 10.2 of [Salomon 11]) is con-
structed in such a way that it passes through any given set of two-dimensional points.
Fourier analysis breaks down any given curve into a set of sine and cosine functions
whose sum (which may be infinite) is identical to the curve.

Apply the discrete cosine transform (Section E.4) to all the 8 ⇥ 8 blocks of the
image. In each block, the 63 AC coe�cients of this transform indicate the strengths of
the various pixel frequencies in the block. Specifically, if a certain pixel frequency does
not appear in the block, its AC coe�cient will be zero. This makes it easy to choose the
maximum pixel frequency of each block.

The two approaches above are not very practical. In practice, both digital cameras
and scanners capture images on image sensors, which consist of discrete photosites.
Thus, instead of measuring pixel frequencies, we consider the smallest detail that we
want to be able to distinguish in an image. Similarly, instead of computing a sampling
rate that is greater than twice the maximum pixel frequency, we compare the size d of the
smallest detail to the size f of a photosite. Once we migrate from pixel frequencies to a
size d and from sampling rates to the photosite size f , the sampling theorem becomes the
simple relation d > 2f . The image must be scaled (or zoomed) such that the smallest
detail we are interested in covers more than two photosites. Figure G.17 illustrates
various relations between d (the diameter of the white circle, our detail) and f (the size
of the square photosites).

In part (a) of the figure, the smallest detail is the same size as a photosite. The
detail is captured as a single square photosite, very di↵erent from a circle. This capturing
of the small detail is also inaccurate on the right-hand side of part (a), where the circle
falls on the intersection of photosites. The circle is captured as a large, dim square
because its light energy is now split among four pixels.

In part (b) of the figure, the smallest detail (the white circle) is the size of two
photosites. On the left-hand side, the circle is captured by four pixels, resulting in a
large gray square, significantly di↵erent from the circle. On the right side, however, the
circle is centered on a photosite and is captured by a group of 3 ⇥ 3 pixels that better
approximates its round shape.

In part (c) of the figure, the smallest detail (the white circle) is the size of three
photosites. Its round shape is captured on both sides of part (c). On the left, it is
centered on a photosite and is captured by a group of 3 ⇥ 3 pixels. On the right, it is
centered on the intersection of four photosites and its shape is reflected even better by
a group of 4⇥ 4 pixels.

The advantage of the sampling theorem is now obvious. This theorem makes it
possible to enlarge images to any size and without any loss of detail. If the original
image was photographed or scanned at high-enough resolution, it is possible to compute
the image intensity and color at any point between adjacent pixels and in this way to
create as many new pixels as desired. The end result of such a process is a large image
that is as close to the real, continuous image as desired. A surprising, unexpected, and
useful result.
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(a)

(b)

(c)

Figure G.17: Three Scan Resolutions.

Think of the endless cruelties visited by the inhabitants of one
corner of this pixel on the scarcely distinguishable inhabitants of
some other corner, how frequent their misunderstandings, how

eager they are to kill one another, how fervent their hatreds.

—Carl Sagan, Pale Blue Dot, (1994)
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Answers to Exercises
A good goal is like a strenuous exercise, it makes you stretch.

—Mary Kay Ash.

1: Used photographic equipment in good condition fetches high prices, often up to 90%
of the price of new equipment. Because of this, it makes financial sense to start with a
low-end camera and lenses and later sell them and buy more advanced equipment.

2: (1) Someone who shoots passport photos all day in his studio. (2) A police inves-
tigator who photographs crime scene evidence. (3) A photographer for an insurance
company who similarly takes pictures of damaged and burned properties for insurance
claims.

Intro.1: A snapshot is a photograph that is taken spontaneously and quickly, trying
to preserve a moment rather than produce a masterpiece (see year 1900 in Section 6.11).
The peripheral elements in a snapshot often dominate the image and obscure the central
subject. In contrast, a photograph (an artistic, good, or great photograph), is an image
that captures the viewer’s attention and directs his eye to the central subject. It also
tells a story or conveys some sense to the viewer. Perhaps the best way to describe
a photograph, a great photograph, is to say that it touches anyone who views it with
attention.

Intro.2: There is an important di↵erence between photography and digital art. The
former is created by a camera, while the latter is created on a computer. Digital art is
a broad class of art. It includes art done completely on a computer, perhaps with the
help of a mouse or a tablet, but without a camera. It also includes photographs that are
edited, processed, manipulated, or collaged by software. We may be lenient and agree
that minimal editing of images, such as varying brightness and saturation, is still in the
realm of photography, but this still leaves a wide gap between photography and digital
art. Currently, there are sophisticated algorithms that can turn a photograph into a
painting and can do that in various styles. Thus, it is possible to convert a photograph
into a watercolor or oil painting, pencil strokes, or several other styles of painting. It
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is not clear whether such conversion deserves the name photograph or digital art. The
reader should examine the many image editing examples of Figure 8.76 and should judge
for himself whether some of them deserve to be considered digital art rather than image
editing.

Intro.3: Just append the word photography to the following: Autoradio, ballistics,
botanical, cave, chrono, dental (our favorite), endoscopic, fine art, fluorescence, geolog-
ical, kirlian, military, ophthalmic, pet, and time-lapse.

Intro.4: Taking 50 images a day for 50 years produces 50⇥365⇥50 = 912,500 images,
fewer than a million.

Intro.5: First and foremost, bad focus. This cannot be repaired in post-editing (at
least not at present). Other reasons are duplicate images, very bad exposure (slightly
bad exposure can often be su�ciently improved by software), bad composition (slanted
horizon, empty sky, missing body parts), distraction (unexpected subjects accidentally
appear in the image)—noisy, too bright, or too dark background—and plain awkward
images (eyes of main subject closed, crooked mouth).

Intro.6: Currently, in 2018, the following are the most important image editing pro-
grams: Apple Photos, DXO Photo Lab, Microsoft Photos, Luminar 2018, Photo Me-
chanic, Corel Paintshop Pro, Corel Draw, GIMP, Blender, Aurora HDR, Adobe Light-
room Classic CC, Adobe Photoshop CC, Adobe Photoshop Elements, ACDSee Systems,
On1, Capture One Pro, Paint.Net, Pixlr.com, and A�nity Photo.

Intro.7: A familiar landscape. A landscape that is either familiar to the viewer (from
personal experience or from a movie/television) or that the viewer wants to visit.

Intro.8: To spend several days getting to a remote, interesting place, and then hours
waiting for the right light to shoot the picture of a lifetime, only to discover that the
camera does not work because of a stupid reason such as a dead battery or an SD card
left at home.

Intro.9: Perhaps the greatest advantage of photography over other leisure activities
is its lasting e↵ect. The products of photography, the photographs, serve to remind us
of important points, milestones, and events in our lives. Looking at old photographs is
like traveling back in time. We recall what we did, where we lived and traveled, how we
looked (was this really me), and who we used to know. This is especially true in our age
of digital photography, where we can shoot vast numbers of pictures without the need
to consider the price of film.

Intro.10: Luck is crucial in wildlife photography, where the photographer has to wait
for wild animals to do what he wants.

Intro.11: Not spending enough time to find the perfect WB settings. Neglecting
to check your sensor for dust. Stopping a shoot once you obtain the first good shot.
Chimping (checking every photo on the camera screen immediately after capture). Self
Doubt; waiting for others to say whether your picture is good. Not taking your camera
everywhere with you. Remember: The best camera is the one you have with you.
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Intro.12: Here are some ideas: (1) Start with a macro shot of an insect, a flower, or a
small, familiar household item and crop it heavily, leaving just one part of the original
object. Make sure that part looks strange and unfamiliar. (2) In a furniture store, find
a corner with several mirrors and shoot the multiple reflections they create. (3) Using
a second camera, take a picture of yourself taking a picture. (4) Take a macro shot
of an object with an interesting texture. There are plenty of such objects in your own
backyard. To find them, you need to get down low, close to the ground, and look around
in di↵erent directions and from di↵erent perspectives. There is a good chance you would
find textures that you never knew existed and that would look unfamiliar and intriguing
to your class mates. (5) Check the techniques proposed at [fstoppers 14] for a levitation
photo. These are always impressive.

Intro.13: The prairie dog. Wikipedia says: “Prairie dogs (genus Cynomys) are her-
bivorous burrowing rodents native to the grasslands of North America . . .Prairie dogs
are named for their habitat and warning call, which sounds similar to a dog’s bark.”
They are often described as cute and provide many shooting opportunities, but for a
good composition you may have to lie on the ground (Figure Ans.1).

Figure Ans.1: Prairie Dogs, Courtesy Dusan Smetana, unsplash.com.

Intro.14: Mostly inertia, old age, and nostalgia, but here is a neat idea that might
attract certain photographers. Buy an old, used Polaroid camera and start using its
instant, pull-apart, black-and-white film. You will notice that as the film develops in
front of your eyes, the part that is eventually thrown away is a perfectly good negative.
With the equipment that virtually every photographer has, it is possible to scan this
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negative and then use image processing software to process it in creative ways. With
a few clicks of the mouse it is easy to convert this negative to a positive, change its
exposure, and employ adjustment layers to control the appearance of parts of the image.
Naturally, all this can be done with a scanned positive, but you will discover that a
scanned negative has interesting texture that doesn’t exist in the smooth positive.

Intro.15: The term “stop” means to double or halve. The integer 1 equals 20, so when
we double it 18 times we end up with 218 = 256K ⇡ 250,000, a little more than five
orders of magnitude.

1.1: Many. Two well-known examples are Ray Romano and Ray Donovan.

1.2: The weight of an object is an example of an extrinsic attribute, because it depends
on the strength of the gravitational field surrounding the object. The density of an
object, however, is an intrinsic property.

1.3: Current theory maintains that mammals spent the first part of their evolutionary
history as nocturnal animals, to avoid dinosaurs, so natural selection did not favor
mammals with many cones (sensitive color vision). Birds, on the other hand, have
many cones because they had nothing to fear from dinosaurs and have always been
diurnal.

1.4: The color of an object is the color it reflects, the color it does not absorb. A
perfect mirror reflects all colors equally and does not absorb any color, so its own color
is the color of the light that happens to shine on it. A real mirror, however, is made of
glass and glass tends to absorb some of the light that falls on it. It best reflects light at
about 510 nm, which corresponds to green. Thus, the color of a real mirror is slightly
green, and we can see this when we place two mirrors in parallel and let each reflect
the image of the other. This simple mirror tunnel produces infinitely many images that
look more and more greenish.

1.5: Figure Ans.2 illustrates the geometry of the problem. Substituting R = 6371, a
simple geometric derivation shows that the desired distance (the short red segment) is
obtained by

[R/ sin(60�)]�R = 985.597 km (about 620 miles).

However, in principle, as we move our eyes from the center of the earth disk to its
periphery, we see fewer details. A line of sight from our eyes to the center of the disk
hits it vertically, but a line of sight to the periphery only grazes the edge of the disk.
Because of the curvature of the earth, the disk that we see is actually a half-sphere.

1.6: Black, so their clothes do not reflect stray light on the subject. This is especially
true for portrait and macro photographers.

1.7: The color temperature of a match light is 1700–1800 K, while that of a quartz
light is 3200–3500 K.
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Figure Ans.2: 120� Field of View.

1.8: Royland Grindlewald Biverston Jr.

1.9: Beauty, as we all know, is in the eye of the beholder, and so is ugliness. However,
the ugliest color has been chosen by market researchers and is now o�cially the Pantone
448 C, titled “drab dark brown,” which is part of the Pantone color system. In 2016, in
order to deter smoking, this color was chosen in Australia as the standard for tobacco
and cigarette packaging. This turned out to be a successful move, convincing other
countries to follow suit and select this color for the same purpose. See reference [ugliest
color 20] for more information.

The components of this interesting color in various color spaces are
RGB (74, 65, 42), HEX 4A412A, CMYK (39, 47, 81, 67), HSV (43�, 43%, 29%), HSL
(43�, 28%, 23%). No sample of this color is shown here because it would appear di↵erent
on di↵erent screens and printers. However, it is easy to generate a sample on your
computer, using the specifications above in a painting, drawing, or illustration software.

1.10: Place your finger in front of your face and focus on it. It is easy to see that any
distant objects are blurry.

1.11: It is true that the image of a distant star in a telescope, even the biggest telescope,
it a point. Even the image of distant galaxies are points or at most small, fuzzy nebulas.
However, the images of nearby galaxies and of the moon and the planets are bigger
than what we see with the naked eye (although they are much smaller than the planets
themselves) and therefore show details not otherwise visible.

1.12: First we recall the definition of the parabola. A parabola (from the Greek
⇡↵⇢↵�o�⌫) is a flat (two-dimensional) mirror-symmetrical, infinite curve whose shape
resembles a U. Figure Ans.3a illustrates its definition. Given a straight line L (the
directrix) and a point F (the focus) not on L, they define a unique plane P . The
parabola defined by L and F is the locus of points in P that are equidistant from both
the directrix and the focus. Part (b) of the figure shows how we can move the directrix
(parallel to itself) any distance to the other side of the focus and now all the paths
Qi ! Pi ! F have the same length.
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Figure Ans.3: Definition of a Parabola.

Now to the mirror. Imagine rays of light leaving a star at the same time. They
travel in space until they hit the directrix L of Figure Ans.3b. In order to obtain a
sharp image of the star, those rays should arrive at the focus F simultaneously, and this
happens if the mirror is parabolic because all the paths from L, to the parabola, and
reflected to F have the same length.

1.13: The figure shows a bandage on his right ear, but that image was painted by him,
while looking at a mirror. Thus, it is his left ear that is bandaged.

1.14: We see her face reflected in the mirror, so it seems that this is also what she
sees. But in the reflection she is looking at us, which is why she sees us (actually, the
photographer). A similar reflection is illustrated in the well-known 1647 painting Venus
at her Mirror, by Diego Velázquez.

1.15: Figure Ans.4 illustrates the simple geometry of the problem. The red light ray
is refracted on exiting the glass. The short blue ray hits the eye, causing the brain to
reverse its direction and imagine the green straw translated.

1.16: We use Figure Ans.5, where the vertical distance between the light source and
the observer is y1 + y2 and the horizontal distance is L. The only variable is x, the
horizontal distance between the light source and the point of incidence. It is easy to
see that when x gets smaller, ↵ gets smaller and � gets bigger. The problem is to find
that value of x for which the travel time of the ray along the two paths D1 and D2 is
minimal.

Before we start, we prepare the auxiliary relations
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The travel times of the ray along the two paths are
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To find the minimum, we equate d
dx(t1 + t2) = 0, which yields sin↵/ sin� = C1/C2.

1.17: A typical home mirror is made of glass coated with a thin layer of aluminum.
Such mirrors reflect up to around 85–90% of the light. Reflectivities of around 95% can
be obtained with silver or gold coatings instead of aluminum.

High-end mirrors have antireflection coatings that can increase the reflectivity to
more than 99.9%, but they also decrease the range of wavelengths that are reflected by
the mirror.

1.18: Meniscus, plural menisci, comes from the Greek µ⌫�◆�o&, meaning crescent.

1.19: At its longest focal length, a zoom lens is very sensitive to small vibrations which
may result in a blurry picture. This is why cameras with a very wide zoom range often
incorporate hardware for image stabilization. Another drawback of many superzoom
lenses is the variable range of apertures (or, equivalently, of f-stops). As an example,
the Canon SX40 has a superzoom range of 35x. At its widest angle, this lens has f-stops
from 2.8 to 8, but at its extreme telephoto, the f-stop range is only from 5.8 to 8. In
contrast, the Sony RX10, with a large zoom range of 8.5x, features a constant-aperture
zoom. It maintains its f-stop range all the way, so it o↵ers f/2.8 even at its telephoto
settings.

1.20: The only di↵erences are that (1) w varies in the intervals [0, 90�] (for the top
half of space) and [270�, 360�] (for the bottom half) and (2) the entire radius-k circle,
not just half of it, is now devoted to the hemisphere of space in front of the viewer. As
a result, the new table (Ans.6) has just two rows.

w r r interval u sinw

0! 90 k sinw [0, k] top 0! 1
270! 360 �k sinw [k, 0] bottom �1! 0

Table Ans.6: Two Cases of w, r, and u.

1.21: This point corresponds to w = 0� (implying r = 0), and the pair of polar
coordinates (0, u) corresponds to the center of the radius-k circle regardless of u. This
special point is therefore mapped to the center of the circle.

1.22: Imagine a straight segment parallel to the x axis (Figure Ans.7a). The angle w is
the same for all the points of this segment, so a point in direction (u,w) on the segment
is projected on the circle into a point with polar coordinates (k

2 sinw, u). The result is a
set of points with polar coordinates (r, u), where r is constant (i.e., a circular arc). When
this straight segment is slightly perturbed, as in Figure Ans.7b, its projection does not
vary much and it remains a curve. On the other hand, when a straight segment passes
through the viewer’s line of sight, as in Figure Ans.7c, all its points have the same angle
u. The projection of such a segment is a set of points (r, u), where r normally varies but
u is constant, i.e., a straight segment.
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Figure Ans.7: Straight Segments in the Fisheye Projection.

1.23: If possible, try to back up. Also, check various wide-angle lenses to find one
that captures the entire building. Otherwise, you can try to lift the camera, but you
would have to lift the camera up all the way to the center of the building. Such lifting
also changes the perspective. You’d see the top sides of lower-floor balconies and the
bottoms of higher-floors balconies. For various amounts of lifting, try the following, in
this order: Climb up another building, right opposite yours; stand on a chair; step on a
ladder; climb a pole; send a drone up carrying your expensive lens; or rent a helicopter
(just joking).

1.24: A large landscape scene where there is flat terrain close to the camera and
mountains in the distant background. In order to cover the entire large scene, the
camera has to be tilted up slightly, which may result in some parts of the image being
out of focus. Tilting the lens down a few degrees can compensate and produce a fully
focused image.

1.25: (1) It is the only lens I have. (2) I was too lazy to reach in my camera bag and
bring the correct lens.

1.26: It is the same 3438, but in the expression dpmm = 3438/d, the term d should
be in millimeters.

1.27: An old 3 Mpixel camera may produce 2048 ⇥ 1536-pixel images that we want
to print on a 16 ⇥ 24 inch sheet. The diagonal size of the print is 28.84, so we assume
a viewing distance of 43 inches. The actual ppi is the smaller of 2048/24 = 85.33 and
1536/16 = 96. The ppi needed is 3438/43 ⇡ 80. The two values are very close, so we
can expect good print quality.

1.28: Direct calculations using matrix D44 produce the areas shown in Figure Ans.8.
The three areas have black pixel percentages of 1/16, 2/16, and 16/16, respectively.
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A[x, y] = 0 1 15
10001000. . .
00000000. . .
00000000. . .
00000000. . .

10001000. . .
00000000. . .
00100010. . .
00000000. . .

11111111. . .
11111111. . .
11111111. . .
11111111. . .

Figure Ans.8: Ordered Dither: Three Uniform Areas.

1.29: A direct application of Equation (1.7) yields

D88 =

0 32 8 40 2 34 10 42

48 16 56 24 50 18 58 26

12 44 4 36 14 46 6 38

60 28 52 20 62 30 54 22

3 35 11 43 1 33 9 41

51 19 59 27 49 17 57 25

15 47 7 39 13 45 5 37

63 31 55 23 61 29 53 21

.

1.30: A checkerboard pattern. This can be seen by manually simulating the algorithm
of Figure 1.93b for a few pixels.

1.31: We assume that the test is
if p � 0.5, then p := 1 else p := 0; add the error 0.5� p to the next pixel q.

The first pixel is thus set to 1 and the error of 0.5 � 1 = �0.5 is added to the second
pixel, changing it from 0.5 to 0. The second pixel is set to 0 and the error, which is
0� 0 = 0, is added to the third pixel, leaving it at 0.5. The third pixel is thus set to 1
and the error of 0.5� 1 = �0.5 is added to the fourth pixel, changing it from 0.5 to 0.
The results are

.5 .5 .5 .5 .5! 1 0 .5 .5 .5! 1 0 1 0 .5! 1 0 1 0 1

1.32: Direct examination shows that the barons are 62 and 63 and the near-barons are
60 and 61.

1.33: A checkerboard pattern, similar to the one produced by di↵usion dither. This
can be seen by manually executing the algorithm of Figure 1.95 for a few pixels.

1.34: Classes 14, 15, and 10 are barons. Classes 12 and 13 are near-barons. The class
numbers in positions (i, j) and (i, j + 2) add up to 15.

2.1: Adjusting the aperture, focusing a lens, flipping the mirror, and operating the
shutter are three important functions that are sometimes performed by motors (more
often by electromechanical actuators).

2.2: I was wearing my auto-darkening eyeglasses. A few seconds after the sun came
out, they automatically darkened. I was the blind one, not the camera.
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Figure Ans.9: A Leaf Shutter.

2.3: Figure Ans.9 shows a possible design with four rotating leafs.

2.4: No, because the lens creates an upside-down image of the scene on the sensor.
When the slit between the shutter curtains starts moving at the top, it actually exposes
the lower parts of the scene, which is why in the final image, these parts appear slightly
older than the top parts. Things are not always what they seem.

2.5: Vertical curtains have to travel a shorter distance (24 mm instead of 36 mm in
35 mm film or a full-frame sensor) and can therefore move at a slower speed.

2.6: By using a Neutral density (ND) filter, as shown in Section 2.21.

2.7: Live view feeds an image to the screen continually, and therefore shortens the
battery’s life.

2.8: If you notice a silly face in the image just shot, simply say “now let’s take another
shot with all silly faces.” After a few such shots, you say “and now, all serious.” This
usually works. Another option is to take several serious shots and in post-processing
select, for each subject, the best head, and combine those heads.

2.9: Stationary subjects. When the subject does not move, there is no need to freeze
its motion or to blur it. Any shutter speed for which there is an appropriate aperture
can be selected in such a case.

2.10: Even 1/8000 s is not enough. All the stunning pictures of frozen bullets are done
with a flash. The duration of a flash is from about 1/20,000 to 1/10,000 s.

2.11: The primary cause of camera shake is muscle shaking, more precisely neuro-
muscular tremor. This may repeat 8–12 times a second and its strength increases when
muscles become tight, in cold weather, when the person is tired, is subject to emotions,
or is under the e↵ect of stimulants (no co↵ee on the morning of shooting?). Secondary
causes of camera shake are the reflex mirror in an SLR, the shutter, strong wind, and a
cheap, lightweight tripod. Shakes become more noticeable when a long focal length lens
is used, with long exposures, with a very heavy or a very lightweight cameras.

2.12: They are 21/3 ⇡ 1.26 and 22/3 ⇡ 1.587.
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2.13: A typical lens is designed to generate a high-quality image in the central 24 ⇥
36 mm area. Outside this area, image quality drops o↵ quickly. Also, a circular sensor
would require a bigger shutter and a bigger mirror (both would have to be squares with
43 mm sides) as well as a bigger pentaprism, resulting in a bigger camera. Consider
also that monitor screens and sheet paper are rectangular, which means that somewhere
along the line, the circular image would have to be cropped to a rectangle, e↵ectively
wasting parts of the circular image sensor.

2.14: If the camera is left in the M (Manual) mode, then each time it is turned on it
sets the aperture and shutter speed to their most recent values. Naturally, these values
may be completely wrong for the current situation, which is why I recommend to leave
the camera in the Av (aperture priority) mode. The aperture size may be wrong for
the current situation, but the camera will compensate by choosing the correct shutter
speed. The exposure would be correct and the wrong aperture may only cause a wrong
depth-of-field.

Being right, [Jane] Austen taught me, might get you a pat on the head, but being
wrong could bring you something more valuable. It could help you find out who you
are.

—William Deresiewicz, A Jane Austen Education, April 2012.

2.15: We may naively think that two lenses with identical focal lengths and apertures
(i.e., identical f numbers) would transmit the same amount of light, but di↵erences in
glass quality, number of lens elements, and light scattering and absorption in the air
inside the lenses result in di↵erent lens transmittance and di↵erent amounts of light
coming out of the lenses. The Transmittance factor of most lenses is only 60–90%,
depending on the number of lens elements. Normally, super zoom lenses have more
elements and therefore lower transmittance. This is why there may be a big di↵erence
in the correct shutter speeds of lenses that are set to the same f number.

As an example, imagine two zoom lenses with focal ranges of 18–55 mm and 10–
24 mm. We set both to a 20 mm focal length, and set both apertures to f/4. When
we try to shoot the same scene with these lenses and settings, the camera may require
di↵erent shutter speeds.

2.16: We denote the (unknown) focal length by F and the three apertures by Ai.
In the first case (f/4 and exposure time 1/250 s) the e↵ective area of the lens is
⇡R2 = ⇡(A2

1/2) = ⇡(F/8)2, so the total amount of light is proportional to the product
⇡(F/8)2/250 = ⇡F 2/16000. In the second case, the total amount of light is proportional
to ⇡(F/11.2)2/125 = ⇡F 2/15680, which is 98% of the first case. It is easy to show that
the third case results in almost the same amount of light.

2.17: Because the rightmost pattern, the one labeled (?), cannot be obtained by a lens.
DOF patterns in a camera can produce a sharp center surrounded by blurry foreground
and background, but cannot produce a blurry center surrounded by sharp foreground
and background. It is also easy to see that only one ruler was photographed and four
copies of this image were placed side by side. This is because the leaves appear in the
same positions on the ground in all four parts.
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2.18: Twenty inches equal 490 mm and 1/7 = 0.142857. The ratio 0.142857/490 equals
0.0002915, while one minute of arc equals 2⇡/(360⇥ 60) = 0.0002908 radian.

2.19: Figure Ans.10 shows a red pixel on the scene (on the left of the lens) and its
image on the right. A small, green occluder is placed near the axis of the lens. When
the aperture is large (black aperture in the figure), the DOF is shallow, many light rays
reach the image from the red pixel, but only a few of them are green, from the occluder.
Thus, the occluder degrades the color of the image pixel somewhat, but it does not block
our view of the original, red pixel. When the aperture is shrunk (red in the figure), the
DOF is large, and the percentage of green rays from the occluder is increased. The
occluder is now more noticeable.

aperture

Figure Ans.10: An Occluder with Large (Black) and Small (Red) Apertures.

2.20: Just use a pinhole camera and everything will be in focus; infinite DOF.

2.21: Yes, by being more lenient (or less lenient) in your judgement of what is and
isn’t in focus).

2.22: The simple computation (180/⇡) · (60/1000) yields approximately 3.43 arc min-
utes.

2.23: Reversing the steps would mean less accurate digitizing, because digitizing a
low voltage results in fewer integers. Assume that the voltage read from the capacitor
is between zero and 2.5 volts and we digitize it in steps of 0.01 volts. Any voltage in
the interval [0, 0.01) would be converted to the integer 0. Any voltage in [0.01, 0.02)
would become 1, and so on, up to voltages in [2.49, 2.5), which would be converted to
the integer 249. The result would be 8–bit integers, not very accurate.

However, if we amplify the voltage by a factor of 100 and then digitize it, then there
would be 25,000 small (0.01 volt) intervals between zero and 250 volts. These would
be digitized to 15-bit integers between zero and 24,999 (although only 76% of all the
15-bit integers). This kind of accurate analog-to-digital conversion is the key to accurate
demosaicing and correct colors of the final image.

The discussion here is in terms of voltage, but what is amplified in an image sensor
is the electrical charges of the individual photosites, not their voltages.

All photos are accurate. None of them is the truth.
—Richard Avedon.
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2.24: We list six reasons as follows:
1. Getting the Shot. The reason so many of the great pictures of the past exist is

because the photographers had high ISO film that could produce good-quality images
under di�cult lighting conditions. Imagine an amazing scene unfolding in front of you,
but the light is low and tricky. Do you wish you had brought a tripod to get this shot,
or do you set your camera to its highest ISO and then shoot? Choose the latter and you
might get that great award winning shot; choose the former and you might regret it.

2. Capturing Gritty Realism. Graininess may be used to portray realism and
emotions in an image, much as film grain was used in the past to convey ugly realism,
particularly in documentary photography. Examples of such images are war scenes and
images of urban decay. The appearance of grain in an image is translated by our minds
to convey a tough, ugly scene of situation.

3. Compression artifacts as noise. It is common to have several degrees of JPEG
compression even in the cheapest low-end cameras, but high compression introduces
unwanted artifacts that somewhat resemble image noise. In order to avoid those artifacts,
the user should select either low JPEG compression or raw format.

4. Realistic portraits. Photographic resources (books, manuals, videos) often dis-
cuss and demonstrate in detail how to use image processing software to remove blemishes
from an image, especially from portraits. A photographer who strives for realism, how-
ever, may decide to leave such blemishes and wrinkles alone and even add to them by
introducing image noise, thereby ending up with a portrait of a real person, not a doll.

5. HDR (Chapter 5) is very much in fashion today, but some contrarian photog-
raphers may feel that the colors in HDR images are saturated and they may decide
to shoot in black-and-white (actually, in grayscale) instead. It is easy to imagine that
images of storm clouds, rainy landscapes, and bare trees in winter stand out and are
more e↵ective in black-and-white than in saturated colors.

6. You are involved in a car accident at night. You want to immediately take
pictures of the damage. Becaue of the darkness, you must set your camera’s ISO to
its maximum, resulting in grainy pictures. This is the best that you can do under the
circumstances, so it is acceptable.

2.25: Adam and Eve, Hansel and Gretel, Lewis and Clark, Yin and yang, Abercrombie
and Fitch, and peanut butter and jelly are a few examples.

2.26: A love triangle. The children’s game rock, paper, scissors. The triangle of
production whose vertices are time, money, and quality (choosing any two of these can
help us predict the third one). The three basic colors RGB, CMY, or others. Ohm’s
law V = I · R, relating voltage, current, and resistance. This is one of the foundations
of electricity.

2.27: As a joke we may say: go to the moon and shoot to your heart’s content. There
will be no fog to hinder you. Now seriously. Being the brightest object in the night sky,
the moon attracts both novice and experienced photographers. In addition, the moon,
as seen from the ground, is constantly changing, so pictures taken during the same
night may di↵er considerably, thereby making the moon an attractive subject to shoot.
Often, good shots of the moon may be obtained in early morning and late afternoon.
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For better composition, it is possible to combine the moon with other objects such as a
utility pole, tree branches, a balloon, or an airplane (Figure Ans.11). The following are
a few guidelines.

Moonrise and moonset are the best times for successful moon photography. At these
times, the moon is just above the horizon, which makes it easy to have distant hills, a
nearby lake, houses, people, or other foregrounds in your composition. Around the time
of full moon, the moon often rises and sets during the golden hour, when colors are
particularly rich (Exercise 8.3). However, the full moon is very bright, possibly causing
the other parts of the image to appear too dark.

Use site lightpollutionmap.info to select a location that is free of light pollution
and where the moon will be visible for at least a few hours, enabling you to take many
shots. Find the moonrise and moonset times (try timeanddate.com/astronomy/ or a
similar service). If you use a compass to angle your camera, make sure to take into
account magnetic declination (the di↵erence between true north and magnetic north).
Check for clouds. A few clouds may add drama to the composition. A single thin cloud
in front of the moon is perfect. Overcast should be avoided. A nearby lake or sea may
reflect moonlight and contribute to the e↵ectiveness of your composition.

A DSLR or mirrorless camera is preferable. Small cameras (compacts or phone
cameras) have a wide-angle lens and a small sensor, causing the moon to appear a blurry
bright dot in the sky. The flash should be turned o↵. A long-zoom lens of 200 mm or
above is very useful. Zooming is like telescoping, so it brings the moon closer, revealing
details of its surface.

Instead of trying to automatically meter the moonlight, use the camera’s manual
mode, set ISO to 100 and the aperture to f/16 or f/22 to obtain a large DOF. The main
unknown is the shutter speed, which depends on the phase of the moon and atmospheric
conditions. Start with a reasonable 60 and then try much longer exposures. If you are
not sure about the exposure, try to underexpose rather than overexpose. High image
resolution is important! Use raw, or at least the highest quality JPEG.

It is important to prevent vibrations. Use a tripod, a shutter release cable, a timer,
or remote control from a smartphone.

Shoot many images, varying the aperture and shutter speeds. Watching your results
in large format on a computer, you may discover that one or two pictures are perfect.
Editing may also help. Sometimes, simple operations such as cropping, adding contrast,
or changing colors may make significant di↵erences.

Website moonconnection.com o↵ers a calendar of moon phases and can be very
useful to astrophotographers, to those who want to use the moon as their main source
of light, and to those who want to photograph other celestial objects and need moonless
nights.

While we are at it, what about the sun? Is it safe to point your camera at the
sun? Camera makers warn us often not to include the sun directly in pictures, because
this may damage the image sensor. However, experience shows that in early morning,
just before sunset, and under foggy conditions, the glare from the sun is low enough, so
pointing the camera directly at the sun is safe.
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Figure Ans.11: Various Moon Images.

2.28: There are always ripples on a large body of water, so you should first try a fast
shutter speed. Don’t hesitate to increase the ISO if this is necessary. However, large
ripples may better be frozen by slowing the shutter speed, which requires a tripod. Next,
make sure the composition draws the eye of the viewer to the reflections in the water, and
this generally requires a large DOF. Remember that about half the final image would
appear in the water, so make sure the horizon is located lower than normal, about the
middle of the image. This way, the reflections would occupy about half the image.
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Another important fact is that the water would be darker than the sky and other
objects that it reflects, so try to use a graduated neutral density filter (GND) to darken
the top half of the image. Such a filter can be added later in image processing software.
Another option is to shoot three images at di↵erent exposures and use software to
combine them later into a single high dynamic range (HDR) image (Section 4.6 and
Chapter 5).

There are always two people in every picture: the photographer and the viewer.
—Ansel Adams

2.29: No. The dynamic range of the scene depends on the di↵erence between the
smallest and largest electrical charges collected in the photosites. Digitizing the charges
into 14-bit numbers makes it possible to distinguish 214 light intensities, numbers in the
range [0,16383], while 12-bit numbers can only have 212 = 4096 values.

2.30: The Kodak RGBW filter is shown in Figure Ans.12. It has a wide dynamic
range.

Figure Ans.12: The Kodak RGBW Color Filter Array.

2.31: The red component is simply the value at 53. The green component is the
average of positions 43, 63, 52, and 54. The blue component is the average of array
positions 42, 44, 62, and 64.

2.32: We denote the dimensions (width and height) of the two sensors by w1, h1, w2,
and h2. The areas of the sensors are a1 = h1w1 and a2 = h2w2. They share the same
aspect ratio r, which implies

r =
w1

h1
=

w2

h2
implying w1 = rh1, w2 = rh2.
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The diagonals satisfy d1 =
p

h2
1 + w2

1 and d2 =
p

h2
2 + w2

2. The crop factor c is the ratio
d1/d2, so its square is

c2 =
d2
1

d2
2

=
h2

1 + w2
1

h2
2 + w2

2

=
h2

1 + rh2
1

h2
2 + rh2

2

=
h2

1

h2
2

.

The ratio of the areas is

a1

a2
=

h1w1

h2w2
=

rh2
1

rh2
2

=
h2

1

h2
2

= c2.

2.33: The 50 MP Kodak KAF-50100 CCD sensor has dimensions of 49.1 ⇥ 36.8 mm
and an area of 1807mm2, more than twice the area of a full-frame sensor. Both the
Hasselblad H5D-60 and the Mamiya Leaf Credo have a 54 ⇥ 40 mm sensor (with a
67 mm diagonal). The Pentax 645D boasts a 44 ⇥ 33 sensor (a 55 mm diagonal), and
the Leica S has a 45 ⇥ 30 mm sensor, whose diagonal is 54 mm long. Larger sensors,
normally for special applications, are being developed all the time. In September 2010,
Canon announced its largest CMOS image sensor, measuring 202⇥ 205 mm (the pixel
count was not released). This is about 40 times the area of a full-frame sensor. It is
interesting to compare these dimensions to the dimensions of a view camera, whose film
size is 4⇥ 5 in or 102⇥ 127 mm, resulting in a 162 mm diagonal (but this camera uses
film and is not digital)

For an even larger sensor, consider the 111 megapixel (10,560⇥ 10,560) astronomy
CCD sensor, fabricated by DALSA Semiconductor. This is the first image sensor to
exceed the 100 megapixel mark. The sensor’s active area measures 95 ⇥ 95 mm or
approximately 4⇥ 4 inches.

2.34: The camera bag. When carrying a camera and equipment in a bag while travel-
ing, much dust may accumulate in the bag and later find its way into the camera. Check
you camera bag before each trip.

2.35: During a shot, the mirror swings out of the way, so dust on it will not show up
in the image, but will be noticeable in the viewfinder. However, it is easy and safe to
clean the mirror. Use either a small brush or a blower.

2.36: Because the two green photosites measured slightly di↵erent green intensities in
our example, and 123 is their average. Naturally, we expect these two photosites to have
identical or very similar values. Values that are very di↵erent indicate a problem, such
as a bad piezo actuator that has moved the image sensor too much.

2.37: The principle is illustrated in Figure Ans.13. A grid of 3⇥ 3 photosites is shown
16 times with a small red square displaced in steps of one-half photosite. The scanning—
which should be followed by the reader in a left to right, top to bottom order—follows
the shape of the well-known Hilbert space-filling curve, a large version of which is shown
in the background in green. This results in 16 pixels that are numbered 1,1 through 4,4
in the figure. Each pixel is either identical to one of the four gray photosites located at
the bottom-left corner of the grid or is an average of two or four photosites in the grid.
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1,1

1,2

1,3

1,4

2,1

2,2

2,3 2,4

3,1 3,2

3,3

3,4

4,1 4,2

4,3 4,4

Figure Ans.13: Multishot by the Hilbert Space-Filling Curve.

2.38: You take many pictures in your child’s birthday party. You want to save them in
raw format for a future photo competition, but you also want to immediately display the
images on the Internet. Saving each image in both formats makes sense in this situation.

2.39: I believe that raw format is preferable. The precise way a camera saves an image
in JPEG is controlled by the camera maker and is built into the camera; normally,
the user can control only the amount of compression (low, medium, or high). On the
other hand, once an image has been saved in the camera in raw, no data has been
lost due to lossy compression, and much software is available for the user to process,
convert, compress, and print the image outside the camera. DCRaw (open source),
Adobe Photoshop, Lightroom, and Camera raw, Apple Aperture, iPhoto, and OS X,
are only a few options available to camera users to manipulate images in raw.

2.40: Examine the image in the camera’s screen and zoom all the way in such that a
pixel in the image becomes a pixel (an LED) on the screen. Check several parts of the
image in this way.
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2.41: Here is a typical example of an out-of-focus situation. We focus our camera
and check and recheck the focus. We then take a shot and find out that the image is
out of focus. This happened because the distance between the subject and the camera
has changed just before the shot was taken. Someone or something has moved before
the shutter opened. Blurring, on the other hand, occurs when a subject or the camera
moves while the shutter is open (remember that movement is relative). Thus, blur is
caused by movement, while out-of-focus is caused by changing distance.

Both focusing and blurring can be minimized by (1) using a tripod to stabilize the
camera, (2) setting a fast shutter speed to freeze motion, or (3) freezing motion with a
flash. If a tripod is not available, try to hold the camera close to your eye, look through
the viewfinder, not the LCD screen, and stop breathing when pressing the shutter.

This is a week of incalculable historical significance, but in spite of the vast literature
on it, the leading players remain hazy, still tantalizingly out of focus.

—Nicholas Shakespeare, Six minutes in May, (2017).

One of the many rules of thumb in photography says that in order to freeze motion,
the shutter speed should be at least the same as the focal length of the lens. Thus,
for example, with a 50 mm lens, we should use a shutter speed of 1/50 sec or faster.
Freezing motion while using a telephoto lens therefore requires very fast shutter speeds.

2.42: A low-resolution image sensor is more lenient to less-than-ideal focusing. Losing
sharpness is less noticeable because the image quality is never high.

2.43: Here are a few such examples:

You want to take a series of portraits of a person, but they should be o↵-center.
You frame the face at the center of your screen, focus with the back button, and then
take your thumb o↵ the button, pan the camera to bring the face where you want it,
and take pictures. The back button makes it easier to lock and focus.

A child playing in the sand. You use the back button to focus, take your finger o↵
the button and wait for the right moment to shoot (when the child looks at the camera,
smiles, or makes an unusual gesture). The back button makes it easier to time your
shots.

You want sharp macro pictures of a collection of small objects. Precise focusing is
important because macro shooting features a shallow DOF. You use the back button
to focus at a certain point in this collection, and then take your finger o↵ the button,
concentrate on one of the objects, move the camera slightly back or forth until that
object is in sharp focus, take a shot, and repeat for the next object. The back button
makes it easy to pre focus on a group of objects.

2.44: The field of view is only 5� wide (Figure 1.46), so the camera can be panned at
most 2.5� in each direction. Assuming d = 500 meters and a maximum pan, the error
is e = 500(1 � cos(2.5�)) ⇡ 0.476 meter. Thus, after recomposing, the focus plane is
located 48 cm behind point P1. To find out how significant this is, we need to compare
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48 cm to the DOF in front of P2. This quantity is given by Equation (2.6)

u� un =
Ncu(u� f)

f2 + Nc(u� f)
=

8 · 0.02 · 500000 · (500000� 500)
5002 + 8 · 0.02 · (500000� 500)

⇡ 121120 mm,

(assuming a CoC diameter of 0.02 mm). Thus, about 121 meters in front of P2 are in
sharp focus, and the small error of 48 centimeters can safely be ignored.

2.45: Figure Ans.14 shows the icons used by five camera makers for their metering
modes.

Multi-
segment

Spot

Olympus Fuji Pentax SonyPanasonic

Center
weighted

Figure Ans.14: Icons for Metering Modes.

2.46: Half the area of each of the images is 50% gray and the other half is white. The
histograms are therefore identical. Each has two spikes, one on the right (white) and
the other in the middle (50% gray). This simple example shows that histograms are
non-invertable; it is impossible to reconstruct an image from its histogram.

2.47: Display them in an art exhibition instead of or together with the original pictures.
After all, many modern paintings are not much di↵erent from histograms (tongue in
cheek).

2.48: The image is shown in Figure Ans.15. It seems very di↵erent from what its
histogram suggests, but notice that yellow is a combination of red and green.

2.49: The random image contains only two colors, black and white, each occurring in
about half the pixels. Its histogram therefore consists of two thin columns, for black and
white pixels, located at the two ends of the graph. The gradient consists of the same
number of pixels (say, p) for each shade of gray, so its histogram has a column of height
p for each shade. Together, these columns form a rectangle of height p that occupies the
bottom part of the graph.

2.50: The diameter of the moon is about 2160 miles, and its average distance from the
earth is 239,000 miles. The size of the thumb of an average person is about 0.75 inches
and an arm length is about 29 inches. Based on these numbers. the Mathematica code
below produces the angle of view of the moon as 0.517816� and the angle subtended by
a thumb held at arm length as 1.4817�, about three times bigger.
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Figure Ans.15: A Surprise.

2ArcTan[2160/(2 239000.)]/Degree
2ArcTan[0.75/(2 29.)]/Degree

2.51: No. 35 mm photography is used as a standard only because it was so popular
for many years and because even today many photographers are used to the 35 mm ter-
minology, specifications, and usage. (See history of 35 mm photography in Section 6.5.)

2.52: Here are some possible comments from photographers.
Looks like a good idea, but it would take a lot of convincing to change the mind

and habits of so many photographers.
Old timers who used film cameras for years are familiar with the 35 mm standard

and the meaning of the various focal lengths. It may be impractical to teach such old
users new tricks. Old timers also tend to be old, and may not be familiar with the angle
of view for various popular lenses.

I am a young person, but an experienced photographer. I like the terms focal length
and equivalent focal length and they don’t confuse me. Why change?

You forgot about interchangeable lenses. When you move a lens from a full-frame
camera to an APS-C camera, its focal length remains the same, but the crop factors of
the two sensors would result in di↵erent views. How could the user figure out the AOV?

When considering a new camera, a careful buyer still wants to know the sensor
dimensions, regardless of the AOV.

2.53: A lens hood is designed for a specific lens, and when it is mounted on that lens,
the lens perceives the unusual shape of the hood as a rectangle.

2.54: To save the camera and lens when they are accidentally dropped, especially on
concrete. On 20 May 2020, I noticed the following on uglyhedgehog.com.
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I’ve only ever had but one drop. The lens hood saved the lens.

My big dog blasted out the door to see me, knocked my Nikon with 24–120 out of
my hand and onto the concrete, lens first. Only the lens hood was broken.

Sitting outside enjoying the evening on 2020-5-15 had a glass of wine. It was getting
dark, I got up, picked up the chair next to me to move it into the garage, and dropped
my Nikon Z7 and 28–300 mm lens right on the concrete. This buggered up the lens hood
pretty good, but did not break the lens glass. Zoom and focus seem OK. No scratches
on the camera or visible damage.

2.55: This is common in sports photography, where each shot should ideally be taken
from several directions. The photographer sets up several cameras, all fired by the same
radio remote.

2.56: Long, sharp feet are ideal when shooting in mud or sand. Such feet can be buried
deep in the ground to provide a stable platform for long shots.

2.57: Here are several important hints and tips on how to get the maximum from a
tripod.

Weight is a common problem and nuisance for the traveling photographer. Some
professionals recommend to (1) buy a lightweight camera, because even the cheapest
mirrorless cameras produce excellent pictures, (2) try to carry the lightest lens that
would do the job for you, but (3) make sure your tripod is solid regardless of its weight.

A stone bag is a simple, useful tripod accessory. It attaches to the legs of the tripod
and makes it easy to increase its weight and stability. Just place some of your equipment
in the bag and add several heavy rocks.

When extending the legs, start with the lowest segment. This way, you can make
any final adjustments on the upper legs, saving you the e↵ort of bending. However, if
the tripod is cheap, with spindly legs, try to use the upper, thicker, and more stable
legs as much as possible. Some users recommend to pull out an equal length of each leg
segment, because this uses only the strongest parts of the segments.

The most-stable point in a tripod is where the three legs are connected, so this is
where your camera should be mounted. If there is an extension tube that can be raised,
try not to use it if at all possible. A raised extension reduces the stability of any tripod.

When your photo session is over, fold the tripod in the following steps: (1) Take
the camera o↵ the tripod, (2) tighten all the clamps and nuts on the tripod head, (3)
turn the tripod upside down, and (3) fold each leg by loosening all its clamps and then
pushing in all its segments with one smooth movement. This is quick and easy. However,
if the legs are wet, especially with salt water, keep them extended until you can take
them apart, wash them, lubricate the threads, and dry them thoroughly. Any wetness
remaining in the legs may cause rust.

The leg segments of most tripods have turning locks to lock and unlock each seg-
ment. Those should be treated with respect. To unlock a segment, turn its lock a
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quarter of a turn. There is no need to turn it all the way. To lock a segment, turn its
lock until you feel resistance. Don’t use much force to torque the lock. A good quality
tripod handled in this way will give you many years of faithful service.

2.58: The user’s manual of the camera should list the range of safe temperatures.
Before starting to shoot in unsafe cold temperatures, make sure you are familiar with
the following risks:

1. The main problem in shooting in cold weather is condensation. Walking into a
warm room after shooting outside in cold weather can cause condensation to form inside
the camera, resulting in long term damage. The best solution is to place the camera in
a plastic bag before entering the room and let it stay in the bag until it reaches room
temperature.

2. A less obvious problem is the liquid crystals that constitute the LCD screen.
In very cold weather, they may freeze and render the screen blank. This kind of dam-
age is normally short term and disappears slowly when the camera returns to higher
temperatures.

3. When you raise the camera and look through the viewfinder, the warmth of your
breath and face may fog the small screen.

4. In addition, all kinds of small, electronic components may shrink and stop
working temporarily because of intense cold. Battery life may also be shortened by cold.

5. Finally, you may slip and fall on slippery surfaces, injuring yourself in addition
to damaging your equipment. The least that you can do is to screw a UV filter to the
lens. This may protect it and prevent scratches and breakage.

2.59: The following are several advantages of monopods. They are not well known, so
read carefully and experiment.

A monopod is easy to set up because there is only one leg to extend. In contrast,
it is not enough to just extend the three legs of a tripod. They also have to be adjusted
so they have the same length. On uneven terrain, tripod legs may have to be set to
di↵erent lengths to end up with a level camera.

Having just one leg, a monopod is more cost e↵ective than a tripod.

Mobility. Outdoor and sports photographers must remain highly mobile, which is
why they prefer monopods.

Image stabilization is a common feature today, but was non-existent in the past.
Lacking this useful technology, the great photographers of the past trusted to their
tripods and monopods, and so can you.

Many big telephoto lenses have a tripod collar to help balance the lens and camera
on a tripod. Such a collar can be used with a monopod to get the weight of the lens o↵
the hands of the photographer.

A monopod can serve as a human tripod. To compensate for the lack of two legs,
a monopod user may use his own legs. Spread your legs apart, place the monopod in
front, and then tilt it back toward you as if it were the third leg of a tripod.
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Easy panning. In sports photography and bird watching, it is often important to
pan the camera fast. However, in these situations, the photographer normally uses a
heavy telephoto lens, which makes it di�cult to pan. A common solution is to support
the heavy lens, with the camera mounted at its end, on a monopod. This takes the
weight o↵ the photographer’s hands and makes it easy to pan the camera quickly.

Movie script writers and directors know the advantages of a crane. A camera
mounted on a crane can produce striking sequences that sweep from low to high and
can also pan in very wide circles. A monopod with a gimbal attached can serve as a
substitute to a commercial, expensive crane.

If you walk much or have knee issues, you can use your monopod as a walking stick.

2.60: No, because the gorillas move constantly. A tripod or a monopod would simply
be in the way. Better use a light camera with large zoom, stay safely away, and place
the camera on a solid object such as a rock.

2.61: Sunglasses absorb the di↵erent colors of light unequally. This is the reason for
the word “neutral” in neutral density filters.

2.62: It is great for images with the sun directly in the frame.

2.63: (1) Cars on the highway at night. The lights of oncoming cars illuminate the
bottom of the image, while the sky on top is dark. (2) White water gushing in a river
create an image with a bright bottom half. If the top half is covered with dark trees or
an overcast sky, then it is dark. (3) Flood lights illuminate an area on the ground at
night. Figure Ans.16 shows examples.

2.64: The main suspects are the following:

An improperly mounted lens hood. Look in your viewfinder before taking the shot.

The filter holder. Remove the filter(s) and take a shot. If you still get vignetting,
it could be that the holder is improperly mounted, is too far out from the lens, or is
incompatible with the particular lens you are using.

Stacked ND filters could also be the cause.

2.65: Yes, long exposure photography without filters is possible, and here are three
options.

In low light situations, such as in twilight, setting a small aperture and low ISO
may result in a long shutter speed of up to several seconds.

With a bright sky and dark foreground, a photographer can shoot two images, one
exposed for the sky and the other exposed for the foreground. Image processing software
can later combine the good parts from each image.

Use multiple exposures, as discussed in Section 8.3.3. Many cameras o↵er this useful
feature which is often used to create artistic e↵ects. The following steps should be taken
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Figure Ans.16: Images with Dark Top and Bright Bottom.

in order to produce a long-exposure picture without a filter. The camera should be
placed on a tripod and should be triggered with a cable or remotely from a smartphone.
Exposure should be set to the longest possible time. Setting the shutter release to
one second, shooting 15 multiple exposures, and letting the camera average them, is
equivalent to taking a single 15 second exposure and it produces the same result. The
only di↵erence is that the single long exposure requires a filter.

2.66: Here are three photographic possibilities:

A favorite is shooting the milky way and the circular tracks of stars at night (Fig-
ure Ans.17 top).

Another opportunity to practice long exposure is to remove unwanted moving ob-
jects from an image. Imagine a tourist standing in front of an attraction, with people
moving in and out in front of him. By mounting an ND filter and setting a very long
exposure, most of those people would become ghosts, while others may completely dis-
appear.

Intentionally blurring a moving object in daylight in order to create a feeling of
movement. A combination of small aperture and an ND filter may extend the exposure
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Figure Ans.17: Examples of Long Exposures.

time enough to slightly blur even slow-moving objects (Figure Ans.17 bottom).

3.1: I don’t know the precise answer, but the probability in question must be very low
since it is generally agreed that only 10% of the population (of humans) is left handed,
and not much is known about left-handedness in monkeys. The little-known painting
the licentious kitchen maid (c. 1665) by Pieter van Roestraten depicts such a scene, but
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this must be because the painter used a camera obscura to project the scene onto his
canvas and then trace it before painting the picture.

3.2: Here are four reasons why composing with the large screen of a DSLR is preferable.

Street photographers try to remain invisible, to blend in with the crowd, yet there
are times when you prefer to look like the stereotypical tourist instead of a professional
street photographer. In such a case, composing with the screen is preferable, because
people generally feel that professional photographers have large cameras and they com-
pose by putting their eye to the viewfinder. When they see you holding the camera with
both hands, away from your eye, they immediately think, a tourist.

While looking at the LCD screen, you also notice your surroundings. You notice
what goes on around you, and may decide to change your location, your orientation, or
your point of view based on what you see outside the screen.

Many current cameras have an articulating screen, which can be a big advantage in
composing. With such a screen you can lift the camera over your head in a crowd, face
it in any direction, and adjust the screen so you can see it clearly. This increases your
creativity by allowing you to compose from many positions, directions, and heights.

It is possible to set the LCD screen to display in black-and-white (B&W). This
again increases your options when composing a scene. You can see the scene in color,
then in B&W, and finally decide which is better. Scenes that feature high contrasts,
much texture, sharp boundaries around objects, and moody shadows are candidates for
successful B&W images.

3.3: The body of a DSLR has to be large. It must have room for the mirror and the
pentaprism as well as allow the mirror space to swing and move out of the way. Space is
also needed for the viewfinder. All this adds weight to this type of camera. Because the
mirror is located in front of the sensor, the lens cannot be placed close to the sensor; it
has to be far from the focal plane, which implies a big lens (a small lens may not project
enough light to the distant sensor). The result is more weight and bulk.

3.4: Each wheel, spring, screw, and any other piece of hardware included in an image
stabilization system increases its price, and camera makers have decided that camera
movements and shakes in the fore-aft direction have only a small e↵ect on image sharp-
ness, except perhaps in macro photography.

3.5: Someone who takes snapshots as a hobby, without making any money from it, may
be considered an amateur photographer or, equivalently, a hobbyist or an enthusiast.
If such a person earns some of his income from photography, while his main profession
is di↵erent, he may be considered a semi-professional. A professional photographer is
someone who does photography as his main (although not necessarily only) occupation.

3.6: (There is a partial answer elsewhere in this section.) An Internet search indicates
that this title may belong to the Panasonic Lumix GM1, a micro 4/3 released in 2013
which is no longer being made (Figure 3.18). Its dimensions (w⇥h⇥d) are 98.5⇥54.9⇥
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30.4 mm or 3.88 ⇥ 2.16 ⇥ 1.2 inches. The body weight is 174 gr (0.38 lb. or 6.1 oz.)
but an SD card, battery, and a 1:3.5–5.6 lens increase this weight to 274 gr (0.6 lb. or
9.6 oz.).

The chief positive features of this camera are a shutter speed of up to 1/16,000 sec,
16 MP CMOS sensor with maximum resolution 4,592⇥ 3,448, ISO range of 200–25,600,
5.8 fps continuous shooting, face detection focus, AF touch, AF tracking, built-in wireless
to control the camera with a smartphone, time-lapse recording, 1080 video, and 23 focus
points. The main negative features of the GM1 are no hot shoe, no image stabilization,
and no viewfinder.

The Panasonic Lumix GM5 is slightly bigger and heavier. It has a viewfinder,
hotshoe (ideal for outdoors flash photography), and a built in flash, but no image stabi-
lization. Its dimensions (w⇥h⇥d) are 98.5⇥59.5⇥36.1 mm or 3.88⇥2.34⇥1.42 inches.
The body weight is 180 gr (0.4 lb. or 9.6 oz.) but an SD card, battery, and lens increase
this weight to 281 gr (0.6 lb. or 9.9 oz.). Its features are otherwise very similar to those
of the GM1.

These cameras are no longer being made, but it may be possible to find used ones.
In spite of the great photos that they take, they should be considered fun cameras that
are ideal for traveling. They are probably not the best choice for serious, professional
photography. Reference [MarkusPix 19] is a nice video showing these cameras.

3.7: The following features are the main di↵erences between P&S and mirrorless cam-
eras:

Many P&S cameras don’t have a viewfinder. Composing is done through the LCD
screen. A mirrorless camera, on the other hand, is expected to belong to a “higher”
class and is expected to have a viewfinder.

A mirrorless camera has interchangeable lenses, while the lens of a P&S cannot be
taken out and interchanged.

A P&S camera is small and normally fits comfortably in a pocket.
Like most things in our world, there are exceptions to the features above. The

pocketable Panasonic Lumix DMC-GM1, (Figure 3.18), is a good example. This Micro
Four Thirds (MFT or M4/3) camera is extremely small, but takes interchangeable lenses.

Thus, perhaps the best answer is: A camera is compact or mirrorless depending on
how its maker decides to describe it.

3.8: An important advantage of digital photography over analog photography is that
the cost of shooting is independent of the number of images shot. There is no need to
pay separately for each frame, as in the old days of film. A photographer can shoot
hundreds of images and then go over them and perhaps delete most. This can be carried
to the extreme when we shoot a time-lapse only in order to pick a few images and delete
the rest. Imagine a photographer, pro or amateur, driving through a nice scenery, trying
to shoot a few scenes. One option is to stop the car very often, go out, compose, and
shoot. Another option is to attach an action camera to the outside of the car, set it to
take a time-lapse and later examine the individual images, delete most, and keep just
the best ones.
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3.9: A quick search yields the following types: security cameras, thermal imaging, ex-
plosion and vandal proof, integrated positioning, inspection snake (to look inside pipes),
and dash cameras. There must be many more.

3.10: The di↵erence between the two pictures of a stereo pair is a horizontal shift, but
various parts of the pictures are shifted by di↵erent amounts. Parts close to the camera
are shifted more than parts that are far away. Thus, the two pictures are not simply
shifted versions of each other. However, a person looking at a picture can often tell the
approximate distance of each picture element from the camera. This makes it possible,
at least in principle, to create a copy of a picture and have the user specify the amount
of shift of every picture element in the copy. In practice, such a method is slow and
cumbersome, and the result depends on the depth estimates of the user, so it should be
used only as a last resort, when only one picture is available and it is important to see
it in three dimensions.

3.11: The image is circular because the main mirror is circular. It has a hole in the
middle because the main mirror has a hole in it (more accurately, because light hitting
the top of the main mirror, around its hole, cannot reach the secondary mirror).

I’ve finally figured out what’s wrong with photography. It’s a one-eyed man looking
through a little ’ole. Now, how much reality can there be in that?

—David Hockney

3.12: The LTKSD Kwikset Smartkey Decoder from LockTech is a WiFi miniature
key-camera-LED device that can slide into any Kwikset Smartkey lock and display its
individual sliders on the user’s smartphone. Once a locksmith knows the details of the
sliders, he can cut a key that would fit the lock. Reference [key.camera 20] illustrates
the operation of this device.

3.13: It could be. Inventors are currently trying to develop automatic flying taxis
where passengers can fly without a human pilot.

3.14: Instead of hiring a video camera operator, have a video camera mounted on
a drone. Now the photographer has to work harder. He has to control the drone in
addition to making his presentation, but he benefits from being able to move the drone
in all directions and even place it high above the scene.

3.15: Its 128 GB internal memory (but there is no removable storage).

3.16: The depth map could be employed to prepare and construct a three-dimensional
representation of the scene, but this is not part of the current plans for the L16.

3.17: At present, the answer is unclear. The L16 is still under development and is
scheduled to be released in Summer 2016. By that time, the features and specifications
described here may change. The only thing that comes to mind is the lack of aperture.
Photographic tricks that require certain apertures, such as in reference [trick-photo 15],
are easy to obtain in a DSLR with its manual mode, but may be tricky or impossible
with the L16.
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4.1: Just do it. It is important to become familiar with this feature if you want to use
CHDK in your camera. However, this feature may not exist in all Canon cameras. When
using CHDK, it is important to first experiment and find out what CHDK features exist
in your camera.

4.2: The main factor is the amount of randomness in the image. Data can be
compressed because its original representation contains redundancies. Compression is
achieved when these redundancies are removed. The main source of redundancy in a
digital image is pixel correlation, which is discussed in Section E.1. An image with
much pixel correlation (and therefore less randomness) will compress better than an
image where adjacent pixels tend to be di↵erent and are not correlated.

4.3: Those who shoot from rocking boats quickly learn that they can produce sharp
pictures by setting a fast shutter speed; no gimbal is needed. The rocking of the boat
becomes a problem only when using a telescopic lens. Every slight movement of the
boat is amplified, exaggerated, and causes the subject to meander in the frame. The
only recommended solution in such a case is to keep shooting and hope.

4.4: Any slow growing or decomposing process (flowers, fruits, trees). Bread baking
in an oven. Sunrise and sunset. Cloudscapes. Aurora Borealis (if you have access to
it). Cars moving on a wide city street at night. Daily activity at a busy site such as
an open-air market, a train station (but avoid very crowded stations such as Shinjuku
in Tokyo), or a circus. It is a good idea to have a stationary object in any time-lapse
sequence, because this helps the viewer to distinguish between what is supposed to move
and what is supposed to stay put. A chronopanorama, a term coined by Peter Morse,
is a technique that combines time-lapse and movement with panorama and thus has
both spatial and temporal features. A stationary scene with a single moving object is
selected, and a time-lapse is planned such that the object is seen at a di↵erent position
in each frame. The frames are shot as a panorama.

4.5: Let’s assume that we follow the flower for eight hours. As a first guess, we will
take a shot every minute, for a total of 8⇥ 60 = 480 shots. Running these at 24 fps, the
final video would last 480/24 = 20 seconds. If the resulting video is not smooth enough,
we may repeat the process (another flower would be needed) and take a shot every 40 s
or even every 30 s.

4.6: Mostly dynamic scenes with lots of movements. Sport scenes, animals constantly
moving, and fast moving clouds, are not a good choice for HDR. On the other hand, a
crowd in a church may remain still for the few seconds needed to shoot such a sequence,
as might a golf player, pondering his next shot (golf shot, not a camera shot).

4.7: Several high-end cameras have the HDR software built-in, but professional photog-
raphers generally prefer to use HDR software outside the camera, because such software
is updated by its maker from time to time and also o↵ers more features.
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4.8: Example 1. You save money for a once-in-a-lifetime trip from your home in
Keflavik (Iceland) to New Zealand. You spend a few weeks in New Zealand and manage
to get all the way to Christchurch in the South Island. You visit the great cathedral
and take several HDR groups of interior shots, each including the bright stained-glass
windows and the dark interior. Back home in Iceland you discover that the images of
each group are badly out of alignment, because of vibrations caused by the many tourists
in the church. Thus, even though each picture is fine, they cannot be combined to an
HDR photo. By the time you have saved enough money for another trip, the magnitude
6.3 earthquake and its many aftershocks (in 2011) have seriously damaged the cathedral
(its main spire collapsed) and visitors are not allowed inside.

Example 2. You live in Hobart, Tasmania (known to you as Tassie), where the
entire transit of venus on June 5/6 2012 would be visible. You try to take an HDR
group of pictures of this once-in-a-lifetime event from your backyard, but in the midst of
this, your neighbor suddenly switches on all his yard lights (in preparation for a BBQ),
thereby unintentionally polluting your darkness and spoiling your e↵orts. The next
transit will occur on 10–11 December 2117; make sure you leave detailed instructions in
your will.

4.9: The special theory of relativity teaches us that unaccelerated motion is always
relative. Accelerated motion can be detected with an accelerometer. Several current
smart phones and tablets have a built-in accelerometer, allowing the device to know
when it is tilted on its side or if it is falling and is about to hit the ground.

4.10: Yes, the advent of cameras in smart telephones. These cameras are getting
more powerful and sophisticated all the time and may reach and even surpass compact
cameras in just a few years. See [iPhoneXs 13] for the advanced features of the camera
built into Apple’s iPhone Xs.

5.1: A field with very bright flowers in full bloom under a dark sky. An indoor, lighted
swimming pool in a dark room. An object illuminated by the lamps of a car at night.

5.2: With seven images at 3EV steps, one image would be at 0EV, three images would
be bright with the brightest image at 9EV, and the other three would be dark, with the
darkest at �9EV. The total EV range would therefore be 18.

5.3: Lack of time. If the scene is going to change or disappear quickly, such as a
setting sun, a photographer may choose to shoot it handheld instead of wasting precious
seconds setting up the tripod.

5.4: Here are the simple steps, but notice that this process is more prone to disturbing
your compositions, because you have to touch the camera twice in order to vary the
shutter speed.

Set the camera to the M mode and set the aperture to a reasonable value.

Check the shutter speed and lower it by two stops.

Take the first sequence of three AEB shots.
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Increase the shutter speed by three stops.

Take the second sequence of three AEB shots.

5.5: In general, the more bracketed images, the better, because the best ones can
later be chosen manually and sent to the HDR software. Also, more exposures make it
easier for the HDR algorithm to better approximate the sensor’s response curve (i.e, how
your camera translates light intensity into pixel values) and thereby create a more even
tonal distribution. However, a long sequence of bracketed images requires more time to
shoot and increases the chance that something will move or change in the scene. If the
sequence is shot handheld, then the more images, the greater the chance of misaligned
images.

5.6: In my opinion, a photograph is not reality but only a projection of reality. HDR
simply shows us more of the original scene than is possible with a single photograph.
As for colors, Section 1.3 explains that colors do not exist in nature, only in our mind.
Thus, it is possible that di↵erent people receive di↵erent sensations from seeing the same
red color. This argument shows that the words “same color” are not as well defined as
we normally assume.

5.7: If a 2 [300, 850], then (a�300)⇥100/550 will transform it to the interval [0, 100].

5.8: Oloneo, from www.oloneo.com, Fusion HDR, from fusion.ns-point.com (free),
Photomatix Essentials (an inexpensive version from the makers of Photomatix Pro),
Hydra Pro, from www.creaceed.com, and fdrtools basic, from
fdrtools.com/fdrtools_basic_e.php (also free). An updated list can be found at
[wiki-hdr-soft 19].

6.1: The following types of photographers might still use film:

An old photographer who has been using film for many years and is too old to learn
the techniques or even the basics of digital photography (in other words, a computer-
phobic).

An equipment junkie who can finally a↵ord the most expensive film cameras. Imag-
ine an older photographer who when young, in the 1960s, wanted a Hasselblad camera
more than anything else. They were too expensive then, but today a used 35 mm film
Hasselblad can be had for $700–$1000.

Someone who religiously believes in a certain type of film such as the Fuji Velvia 50
for landscape shots. Such a person may be convinced that this (or another) film produces
incredible shots in sunlight, that it makes warm colors look warmer while leaving cool
colors unchanged, that it produces vivid prints, and that it often results in pictures that
are better than the real thing.

A sophisticated photographer who is convinced that film o↵ers a wide HDR, reso-
lution equivalent to 25 Mpixels, sharp images (sharper than ANY digital camera), and
colors that are more vivid and brilliant than what any image sensor can produce. Such
a person scans each negative as soon as it is printed, uses software to produce and edit
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the positive, and also keeps the actual films as his backup instead of (or in addition to)
the scanned images.

Talking about using film, it is a little-known secret that the Hasselblad H1 and H2
cameras and the entire Hasselblad V line of cameras can be used either with film or with
an image sensor by replacing the back of the camera from film to digital.

While the many advantages of digital photography have led to explosive sales growth,
image capture systems based on silver halide will be around for a long time to come.

—Foveon’s website.

6.2: There aren’t many. The ability to shoot at high ISO values may result in high
image noise. Annoying patterns may appear in a digital image (but not in film) because
of aliasing. Certain purists may believe in the superior color or resolution of film. Older
photographers may find it di�cult to get used to digital equipment, computers, software,
and printers. Storage media for images is plentiful and cheap, but it may become obsolete
very quickly (see discussion of long range archiving on Page 6).

6.3: The Apple iPhone has been losing market share because of competition from other
smartphone makers, especially Huawei and Oppo. These companies produce cheaper
smartphones that they sell mostly to the vast emerging Chinese and Indian markets.
Also, there is no inexpensive version of the iPhone, because Apple’s sales strategy has
relied on existing owners upgrading their phones.

6.4: Here is one such list (others are possible). It mentions mostly important milestones
in the developments of cameras, but a few other important inventions are also mentioned.

1839. Louis Daguerre makes public his daguerreotype process. This, together with
Talbot’s photographic process, gives a boost to the ancient camera obscura.

1855. James Clerk Maxwell proposes a way to generate color images. The first
color photograph made by this method is taken in 1861 by Thomas Sutton.

1900. The Kodak Brownie brought photography to the masses, at $1 a camera.
1925. Leica and the 35 mm standard started its life in 1913 and the first model was

released in 1925.
1947. Polaroid founder Edwin Land first demonstrates the instant camera on Febru-

ary 21, at a meeting of the Optical Society of America.
1951. The first digital signals were saved to magnetic tape via the first video

tape recorder. In 1957, the first digital image was produced through a computer by
Russell Kirsch. In 1975, Steven Sasson, a young engineer at Kodak made the first
digital camera. The Cromemco Cyclops, a digital camera developed as a commercial
product and interfaced to a microcomputer, was released in 1975.

1959. The beginning of the age of the film SLR.
1985. In February, Minolta introduces the Maxxum 7000 SLR, the first camera to

feature both integrated autofocus (AF) and motorized film advance,
1986. The first DSLR, the Nikon SVC, is demonstrated.
1986. There have been attempts to produce disposable cameras since 1949, but the

currently familiar disposable camera was developed by Fujifilm in 1986. Their QuickSnap
cameras used 35 mm film, while Eastman Kodak’s 1987 similar product was based on
110 film.
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Mid 1990s. The digital photography revolution takes o↵. Due to technological
innovations, digital cameras become commonly available to the general public.

2007. The iPhone camera makes its debut.
2018. The advent of mirrorless cameras.

The person, be it gentleman or lady, who has not pleasure in a good photograph, must
be intolerably stupid.

—Jane Austen (paraphrased).

6.5: Here are a few lists.

Ansel Adams, Yousuf Karsh, Annie Leibovitz, Henri Cartier-Bresson, Jerry Uels-
mann, Dorothea Lange, George Brassäı, Carol Guzy, Robert Capa, Jay Maisel.

Ansel Adams, Robert Capa, Henri Cartier-Bresson, André Kertész, Robert Frank,
Walker Evans, Edward Henry Weston, Jacques Henri Lartigue, Robert Doiseneau (1912–
1994), Dorothea Lange.

Robert Capa, Ansel Easton Adams, George Brassäı, Sebastião Ribeiro Salgado
Júnior, Annie Leibovitz, Henri Cartier-Bresson, Robert Mapplethorpe, Andreas Gursky,
André Kertész, Mario Eduardo Testino Silva.

Ansel Adams, Henri Cartier-Bresson, Philippe Halsman, George Brassäı, Man Ray,
Weegee (Arthur Fellig), Mary Ellen Mark, Robert Capa, Gerta Pohorylle, Dorothea
Lange.

Ansel Easton Adams, Henri Cartier-Bresson, André Kertész, Robert Capa, Richard
Avedon, Jon Luvelli, Vivian Maier, Annie Leibovitz, Dorothea Lange, Robert Frank.

The conclusions are obvious. (1) Except for the first place, there is no agreement.
The lists simply reflect the tastes and beliefs of their compilers. (2) It is amazing how
many names unknown to me (and perhaps to many readers) have found their way to
those lists. I thought that Vivian Maier was the most important photographer you have
never heard of, but it is now clear that there are many in this category.

6.6: There was no photography in 1815, when she was born. The first practical
photographic process, the Daguerreotype, was announced in 1839.

6.7: No. Many 19th century photographs show non-smiling subjects looking downcast
or serious, because exposures were long and it is much easier to look serious for a few
minutes than to constantly smile for such a long time.

6.8: In his studies of locomotion, men do bricklaying and carpentry while women do
sweeping and washing (Figure Ans.18).

6.9: It was a handheld 4 ⇥ 5 inch camera. Portable, but still heavy. A far cry from
today’s compacts and not something that would fit in a pocket.
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Figure Ans.18: The Roles of Gender (Muybridge, 1880s).

6.10: A Web search in July 2020 yields the surprising information that the most
expensive photograph so far is a black-and-white image called “Phantom,” which was
taken in Arizona’s Antelope Canyon by the Australian landscape. photographer Peter
Lik. It was sold in December 2014 to a private unnamed collector for an unprecedented
$6.5 million.

For those readers who want the complete story, the previous record for the most
expensive photo ever sold was previously held by Andreas Gursky’s “Rhein II.” In 2011,
it sold for $4.3 million.

6.11: The popular writer and humorist Garrison Keillor once told the following joke:
In the 1890’s, a young lady from Rochester, NY, fell in love with George Eastman, but
he did not return her love. Frustrated, she bought a small gun, hid it in one of Eastman’s
Kodak cameras, and pretending to take his portrait, shot him through the lens (TTL).
This is why we use the verb “shoot” for taking a picture.

I’ve taken up photography because it’s the only hobby where I can shoot people and
cut their heads o↵ without going to jail.

—Anonymous.

6.12: (From Wikipedia). Arthur Clarence Pillsbury (1870–1946) was a United States
photographer. Pillsbury’s career spilled over into nearly every kind of application for
photography. His career began in 1895 when as a student he documented in one hour
with 60 di↵erent remarkable images the first fraternity rush at Stanford University.
Pillsbury studied Mechanical Engineering at Stanford University and is credited with
the invention of a specimen slicer (for microscopy) and a circuit panorama camera before
leaving college. Two years later he invented the first circuit panorama camera and soon
after took it to the Yukon to capture the opening of the mining fields and towns. By
1900 he had photographed most of the notable features of the Western United States. He
used both the panorama and conventional cameras to capture the panorama images that
went around the world in the immediate aftermath of the 1906 San Francisco earthquake
and fire. He also worked for the San Francisco Examiner as a photojournalist from 1903
to March 1906.

6.13: The term “secure digital” means (1) use of nonvolatile memory, (2) ability to
password-protect the card to prevent either reading or writing, and (3) support for
Content Protection for Recordable Media (CPRM or CPPM). See the term SD in Ap-
pendix B.
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7.1: The inversion is simply a0 = 255� a. This transforms the maximum intensity of
255 to 0 and inverts all the pixels values. The new image histogram is the mirror image
of the original histogram.

7.2: The values of a cumulative histogram start at 0, but they go all the way to M ·N ,
so they can get very large, which compensates for the small value of (K � 1)/(M · N).

7.3: The blending software should o↵er the user several options as follows. (1) Extend
the smaller image by appending rows or columns of zeros as needed. (2) Shrink the
bigger image by deleting rows or columns as needed. (3) Quit.

7.4: We mention two options: (1) Do not process the extreme rows and columns of
the image and do not include them in the processed image. Current images may have
4,000 rows and 4,000 columns, so producing a processed image with two fewer rows and
two fewer columns (16,000 fewer pixels out of 16 million) may often be unnoticeable.
(2) Duplicate the two extreme rows and two extreme columns, add them to the original
image temporarily, apply the filter, and then remove the extra rows and columns from
the original image.

Both methods may produce good results if the image is large enough and if it does
not feature high pixel frequencies (i.e., many pixels that are significantly di↵erent from
their near neighbors).

7.5: Notice that the center of the support region is zero, which means that the value
of a new pixel a0 depends on six neighbors of the original pixel a, but not on a itself.
Also, the sum of the weights is zero. If the six neighbors of pixel a are identical, then
a0 becomes 0 (black). We know that in a typical image, pixels are correlated, i.e., the
neighbors of a pixel a tend to be similar or even identical to a. Thus, we can predict
that most of the mapped pixels will be dark or completely black. The other extreme
case is vertical and horizontal edges. The top part of Figure Ans.19 illustrates three
such edges. It is obvious that such an edge results either in a large negative value that
gets clamped to 0 (black), or in a large positive value, such as 765, that is truncated
to 255 (white). It is therefore easy to predict that any sharp horizontal (vertical) edge
would be mapped to two rows (columns) of white or very bright pixels.

The main part of Figure Ans.19 (see also Figure 7.22) shows a grayscale image, its
transform, and again its transform, but with an o↵set of 128. The total number of pixels
in each of these is 24,300. The histogram of the original image features a spike at gray
shades 153–154 that is due to 4% of the pixels. This spike is likely the result of the gray
areas in the back of the image.

It is obvious that most of the transformed image is black or very dark, and each
vertical (horizontal) edge in the original image has been mapped to two white columns
(rows). Each slanted edge became a staircase where each stair consists of two short
white rows. The histogram of the transformed image is unusual. The 50 darkest shades
of gray (0–49, on the left side of the histogram) are due to 90% of the pixels, while the
two brightest shades, 254 and 255, represent the contribution of only 1.15% of the pixels.

The histogram of the image on the right is balanced. There are few bright and dark
pixels, and most of the image is 50% gray, due to the o↵set of 128 units.
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153−154

255
0 0 0
0 0 0

255 255
0
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−1 −2
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× =−255−2×255=−765

255
0 0 0
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0
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−1 −2
−2 2
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× =2×255+255=765

Figure Ans.19: E↵ects of Edge Detection and O↵set.

7.6: It replaces each pixel with its right-hand neighbors, so the e↵ect is to shift the
image one pixel to the left.

7.7: Any weight matrix (kernel) similar to

1
9

2
4 0 0 0 0 0

1 2 3 2 1
0 0 0 0 0

3
5 ,

would achieve this e↵ect.

7.8: Imagine a weight matrix where the weight assigned to the central element exceeds
the sum of the weights of all the other elements. Such a matrix would always select the
center element as the median, e↵ectively preempting the filtering operation.

7.9: A little experimentation shows that they are identical to the first four except for
reversed signs. Thus, they are the following

HS
4 =

2
4 1 0 �1

2 0 �2
1 0 �1

3
5 , HS

5 =

2
4 2 1 0

1 0 �1
0 �1 �2

3
5 ,

HS
6 =

2
4 1 2 1

0 0 0
�1 �2 �1

3
5 , HS

7 =

2
4 0 1 2
�1 0 1
�2 �1 0

3
5 ,
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7.10: The row number is (i mod 11) and the column number is 10� (i÷ 11), where ÷
denotes integer-by-integer division (the quotient is truncated to the nearest integer).

7.11: The parameter pairs for pixel (9, 9) satisfy 9 = 9a + b or a = (9� b)/9. The 11
pairs are therefore (1, 0), (8/9 ⇡ 0.9, 1), (7/9 ⇡ 0.8, 2), (6/9 ⇡ 0.7, 3), . . . , (0, 9), and
(�1/9 ⇡ �0.1, 10).

7.12: They are {(�1, 0), (0, 0), (0, 1)}, {(0,�1), (0, 0), (1, 0)}, and
{(1, 1), (1, 2), (2, 2), (3, 2), (3, 3)}.

7.13: This structuring element has four pixels around its origin. We can therefore
expect it to add a layer of pixels on all four sides of an image during dilation. Similarly,
it removes a single layer of pixels from all sides of an image during an erosion.

7.14: Because the number of rays in forward tracing is too large. A huge number of
photons emanates from even the smallest source of light, and most do not reach our
eyes. In backward tracing we trace only the photons that have reached our eye through
a pixel on the screen.

7.15: Yes, because a ray of light is created by a light source. Consider the case of a
ceiling-mounted light fixture. Most points in the scene may not have direct line-of-sight
to this light source, but when a ray is fully traced from the eye, through a pixel on the
display, it will always end up at the light source, being reflected into it from some part
of the scene on the last leg of the tracing.

7.16: The price of a used car generally declines with its age. Thus, two arrays con-
taining ages and prices of used cars would tend to exhibit negative correlation. In the
United States, telephone numbers are seven digits, with the first three digits indicating
a neighborhood and the remaining four digits assigned at random. Thus, two arrays,
one with the four digits of a telephone number and the other with the number of the
house where the telephone is located would feature no correlation at all.

8.1: A typical image resolution of a current (2020) smartphone camera is 1125⇥ 2436
pixels. Assuming that each pixel is represented in three bytes, the total number of bits
that constitute such an image is b = 1125⇥2436⇥3⇥8 = 65,772,000. The corresponding
value for a typical micro 4/3 camera is b = 8176⇥1920⇥3⇥8 = 376,750,080. The number
of combinations of b bits is 2b, so the number of possible smartphone images is

265,772,000 ⇡ 7.5⇥1019,799,344.

Similarly, the number of possible images that can be generated by a micro 4/3 cameras
is

2376,750,080 ⇡ 8.89⇥10113,413,074.

These mind boggling numbers are much bigger than any of the astronomical numbers
that are published from time to time. In comparison, estimates of the number of ele-
mentary particles in the observable universe (not including dark matter) typically range
from 1086 to 1097; much smaller numbers.



1304 Answers to Exercises

8.2: Imagine a full-length portrait of a person wearing a checkered shirt. The texture
of the shirt does not lead the eye toward the subject (the face) and therefore does not
contribute to the e↵ectiveness of the portrait. A better choice is clothes of solid color,
with perhaps a vivid-colored tie that draws the viewer’s eye toward the face.

8.3: What makes the golden hour special is mostly the warm tones of the sun. The
long shadows at that time can also be employed for a successful composition, but to a
smaller degree.

8.4: Visit a wildlife refuge. There are many such refuges all over the world. Some
are dedicated to just wolves, birds, or sick and injured animals. For a modest fee, the
guides may bring you to the animals at the right time of day or bring the animals to
you, providing you with many opportunities that otherwise would require much traveling,
expense, and time, and may be dangerous. Search the Web under wildlife refuge, wildlife
rehab center, and wildlife photographic opportunities.

8.5: Here are the main reasons why sports photography is hard.

Sports actions are fast, which makes it di�cult to compose, focus, and meter.

Sport fields are big, requiring fast refocusing. Sport Arenas tend to be dark, which
makes it di�cult to shoot small details.

The photographer cannot control the lighting and the subject location, speed, and
orientation.

Because of the large fields, telephoto lenses are often needed, and they compress
distances, resulting in wrong perspective.

A sports photographer should be familiar with the type of game played, and should
try to meet the players and shoot their faces before the game. It may be useful to
memorize the players’ numbers, which are often visible at a distance. Researchers in
computational photography may one day develop algorithms that recognize the face of
a particular player from pictures taken before the game. Such pictures may be used in
post-processing to bring a blurry face into focus.

8.6: Forthright, honest, modest, unpretentious, bald, bare, naked, plain, plain-vanilla,
simple, unadorned, undecorated, unembellished, unornamented, unvarnished, clean, an-
tiseptic, austere, bleak, severe, spartan, stark.

8.7: A common problem with mist photography is image noise. This is because (1) fog
is likely to form in the late evening and stay until early morning, when light is low, (2)
fog significantly reduces the amount of light reaching the camera (remember that the
light has to reflect o↵ the subject).

8.8: In my opinion, the secret is that such a picture stirs a certain emotion in the viewer.
The viewer feels that he is emotionally connected with the subject of the picture.

8.9: Shoot in front of a window, where you see both the view behind the window and
the reflection in the glass.
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8.10: When shooting outdoor scenes, the horizon should be on one of the thirds lines,
but when shooting reflection in water, the horizon should be in the middle of the image.
One of the images of Figure 8.34 is an example of how the rule of thirds is broken in
such a reflection.

8.11: A helper should be found, who would hold an object at the right position to
obscure the sun.

8.12: In my opinion, shooting at sunrise and sunset is very similar. The main di↵erence
is the quiet environment during sunrise (and there are also fewer people around, making
it easier for the photographer to concentrate).

8.13: The viewer’s eye moves from the large tree at the center to the lodge behind
it and back to the tree. Which is the subject? It turns out that the photographer
considered the lone skier his main subject, but it takes the viewer time to even notice
this small figure.

8.14: The slanted branch on the right side serves to frame the two girls sitting under
it.

8.15: The images of Figure Ans.20 contain too many background objects that are also
in sharp focus. They distract the viewer and draw his attention away from the main
subject. Ideally, such an image should be retaken with a telephoto lens, to bring the
subject closer and produce a shallow DOF. If this is impossible, then the original image
should be cropped to include the main subject and a minimum of background.

Figure Ans.20: Two Images for Cropping.
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B.1: Only the lake was “taken” with a camera. The birds were generated in Adobe
Illustrator and pasted electronically in highly improbable locations to create the desired
e↵ect.

B.2: The main features of a media card are the following:

Large capacity. Cards as large as 128 GB are common. Such a card has room for
thousands of images, but this also means that many images may be lost when such a
card fails. Also a large-capacity card requires more electrical energy, and may quickly
drain the camera’s battery.

Low price.

Rugged. These cards tolerates extreme temperatures, vibrations, humidity, expo-
sure to x-rays, and rough use.

When an SD card stops working in the camera, take it out and insert it into the
computer (you may need a card reader). If the card is still dead, format it (preferably in
the camera) and there is a good chance it would work (but the images would be gone).
If the card works in the computer, transfer the images to a drive (disk, SSD, or another
card) and then format the card and test it. In many cases it may work again and give
you years of use.

C.1: The Nikon D800 has a full-frame sensor measuring 35.9 ⇥ 24 mm on which
7360 ⇥ 4912 photosites are fabricated (for a total of 36,152,320). The pixel size is
therefore 35.9/7360 = 0.00488mm = 4.88 µm or 24/4912 = 0.00488mm = 4.88 µm.

The Nokia Lumia 1020 mobile telephone has a 41.3-Mpixel BSI CMOS image sensor,
type 1/1.5-inch, measuring 8.8⇥6.6 mm and boasting 7712⇥5360 pixels. The crop factor
is 3.93 and the pixel size is 8.8/7712 = 0.00114 mm or 6.6/5360 = 0.00123 mm, This
is equivalent to 1.14–1.23 µm, very small (see claim on Page 344), but reviews of this
camera are very positive.

C.2: The diagonal length is 15.86/24.5 = 0.647 inch. When multiplied by 1.5 it yields
0.97, implying a 1/0.971-inch-type, slightly less than the advertised type of 1.

D.1: Yes. Even if the only reason is that the university wants you to purchase the
image from it.

D.2: Yes, but your punishment may not be harsh.

D.3: Those who choose to display improper conduct in public are not protected by
the law. Common sense and our concepts of moral dictate that people should confine
criminal and private activities to private places.

D.4: By being able, for example, to prove claims of sexual harassment.

D.5: In most places, such a picture would be legal, even though it shows (part of)
money notes. Also, it is OK for her to pay for your dinner from time to time, especially
if you get along famously (just a joke).
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D.6: Not the ideas themselves, but the way they are expressed. Once a choreographer
has decided to express the idea of a swan by a certain sequence of steps, this expression
can be copyrighted.

D.7: Point your browser to http://www.google.com/imghp?hl=en&tab=wi and drag
your image to the screen. It will be compared to the many images Google has access
to, and within seconds you may see some (or many) images that the Google software
believes are similar to yours.

E.1: The two vertical pixels in each of the four columns of the region are similar and
are subsampled to become one pixel. This results in eight Y values and four pairs of
chroma values. We say that the horizontal resolution is full and the vertical resolution
is 1/2. This is the opposite of 4:2:2 subsampling and there is the same loss of data and
the same amount of compression.

E.2: The code of Figure Ans.21 yields the coordinates of the rotated points

(7.071, 0), (9.19, 0.7071), (17.9, 0.78), (33.9, 1.41), (43.13,�2.12)

(notice how all the y coordinates are small numbers) and shows that the cross-correlation
has dropped from 1729.72 before the rotation to �23.0846 after it. A significant reduc-
tion!

p={{5,5},{6, 7},{12.1,13.2},{23,25},{32,29}};
rot={{0.7071,-0.7071},{0.7071,0.7071}};
Sum[p[[i,1]]p[[i,2]], {i,5}]
q=p.rot
Sum[q[[i,1]]q[[i,2]], {i,5}]

Figure Ans.21: Code for Rotating Five Points.

E.3: First figure out the zigzag path manually, then record it in an array zz of struc-
tures, where each structure contains a pair of coordinates for the path as shown, e.g., in
Figure Ans.22.

(0,0) (0,1) (1,0) (2,0) (1,1) (0,2) (0,3) (1,2)
(2,1) (3,0) (4,0) (3,1) (2,2) (1,3) (0,4) (0,5)
(1,4) (2,3) (3,2) (4,1) (5,0) (6,0) (5,1) (4,2)
(3,3) (2,4) (1,5) (0,6) (0,7) (1,6) (2,5) (3,4)
(4,3) (5,2) (6,1) (7,0) (7,1) (6,2) (5,3) (4,4)
(3,5) (2,6) (1,7) (2,7) (3,6) (4,5) (5,4) (6,3)
(7,2) (7,3) (6,4) (5,5) (4,6) (3,7) (4,7) (5,6)
(6,5) (7,4) (7,5) (6,6) (5,7) (6,7) (7,6) (7,7)

Figure Ans.22: Coordinates for the Zigzag Path.
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If the two components of a structure are zz.r and zz.c, then the zigzag traversal
can be done by a loop of the form :

for (i=0; i<64; i++){
row:=zz[i].r; col:=zz[i].c
...data_unit[row][col]...}

E.4: The third DC di↵erence, 5, is located in row 3 column 5, so it is encoded as
1110|101.

E.5: Thirteen consecutive zeros precede this coe�cient, so Z = 13. The coe�cient
itself is found in Table E.8 in row 1, column 0, so R = 1 and C = 0. Assuming that
the Hu↵man code in position (R,Z) = (1, 13) of Table E.11 is 1110101, the final code
emitted for 1 is 1110101|0.

E.6: Here are some examples. Many more can be found on the Internet.
1. In his book The Hitchhiker’s Guide to the Galaxy, Douglas Adams wrote, as a

joke, “the answer to the ultimate question of life, the universe and everything is 42.”
2. In Shakespeare’s Romeo and Juliet, Friar Laurence gives Juliet a potion that

allows for her to be in a death-like coma for “two and forty hours.”
3. Lewis Carroll’s books The Hunting of the Snark, Alice’s Adventures in Wonder-

land, and Phantasmagoria, all contain the number 42. The following is from the former
work:

He had forty-two boxes, all carefully packed,
With his name painted clearly on each:
But, since he omitted to mention the fact,
They were all left behind on the beach.
The following is a curious nugget of information. On September 6, 2019, number

theorists Andrew Booker and Andrew Sutherland, have extended the “world” of 42 by
publishing the following sum

42 = (�80538738812075974)3 + 804357581458175153 + 126021232973356313.

This is a partial solution to the problem of which integers can be represented as the
sum of three cubes. Notice that squares of integers are always positive (except for the
trivial case of 02 = 0), but cubes can have either sign, which magnifies the size of such
a problem considerably.

E.7: Because a typical fax machine scans lines that are about 8.2 inches wide (⇡
208 mm), so a blank scan line produces 1,664 consecutive white pels.

E.8: These codes are needed for cases such as example 4, where the run length is 64,
128, or any length for which a make-up code has been assigned.

E.9: There may be fax machines (now or in the future) built for wider paper, so the
Group 3 code was designed to accommodate them.
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E.10: Each scan line starts with a white pel, so when the decoder inputs the next
code it knows whether it is for a run of white or black pels. This is why the codes
of Table E.14 have to satisfy the prefix property in each column but not between the
columns.

E.11: Imagine a scan line where all runs have length one (strictly alternating pels).
It’s easy to see that this case results in expansion. The code of a run length of one white
pel is 000111, and that of one black pel is 010. Two consecutive pels of di↵erent colors
are thus coded into 9 bits. Since the uncoded data requires just two bits (01 or 10),
the compression ratio is 9/2 = 4.5 (the compressed stream is 4.5 times longer than the
uncompressed one; a large expansion).

F.1: We obtain the relation (n�1)x = (n�1)h2/2R by implicitly assuming that the lens
is spherical. Figure F.6 shows that a spherical lens satisfies g2 +h2 = R2, but g = R�x
and x is small compared with R and h, which allows us to write (R� x)2 + h2 = R2 or,
ignoring x2, R2�2xR+h2 ⇡ R2, thereby obtaining the relation (n�1)x = (n�1)h2/2R.

F.2: g = R(0)(n + 1) � 1 = (B/T )(n + 1) � 1, but g is defined as C/T . Thus,
C/T = (B/T )(n+1)�1 or C = B(n+1)�T = B(n+1)� (A+B) = �A+nB, instead
of C = A + nB.

F.3: Two extreme points on the minor axis are (0, b) and (0,�b). They are obtained
for t = ⇡/2 and t = 3⇡/2, respectively. The former has radius of curvature

R(0, b) =
�
a2 sin2(⇡/2) + b2 cos2(⇡/2)

�3/2

ab
=

a3

ab
=

a2

b
.

F.4: The plots and Mathematica code of Figure Ans.23 show the inverse of two func-
tions, y = x2 and the relation between the Celsius and Fahrenheit temperature scales.

G.1: Figure Ans.24 illustrates the results of the 4/10 shrinking.

1 2 3 4 5 6 7 8 9 10

11 12 13 14 15 16 17 18 19 20

21 22 23 24 25 26 27 28 29 30

31 32 33 34 35 36 37 38 39 40

41 42 43 44 45 46 47 48 49 50

51 52 53 54 55 56 57 58 59 60

61 62 63 64 65 66 67 68 69 70

71 72 73 74 75 76 77 78 79 80

81 82 83 84 85 86 87 88 89 90

91 92 93 94 95 96 97 98 99 100

1 3 6 8

31 33 36 38

61 63 66 68

81 83 86 88

Figure Ans.24: 4/10 Image Shrinking by Copying.
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Plot[{(x - 32.)(5/9), 32.+9x/5}, {x, -100, 100}, AspectRatio->Automatic]
Plot[{x^2, Sqrt[x]}, {x, 0, 1.2}, AspectRatio -> Automatic]

Figure Ans.23: Inverse Functions.

G.2: A quadratic polynomial depends on three coe�cients b, c, and d that can be
considered three-dimensional points, and any three points are on the same plane.

G.3: This is straightforward

P(2/3) =(0,�9)(2/3)3 + (�4.5, 13.5)(2/3)2 + (4.5,�3.5)(2/3)
=(0,�8/3) + (�2, 6) + (3,�7/3)
=(1, 1) = P3.

G.4: We use the relations sin 30� = cos 60� = .5 and the approximation cos 30� =
sin 60� ⇡ .866. The four points are P1 = (1, 0), P2 = (cos 30�, sin 30�) = (.866, .5),
P3 = (.5, .866), and P4 = (0, 1). The relation A = N ·P becomes

0
B@

a
b
c
d

1
CA = A = N ·P =

0
B@
�4.5 13.5 �13.5 4.5
9.0 �22.5 18 �4.5
�5.5 9.0 �4.5 1.0
1.0 0 0 0

1
CA

0
B@

(1, 0)
(.866, .5)
(.5, .866)

(0, 1)

1
CA
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and the solutions are

a = �4.5(1, 0) + 13.5(.866, .5)� 13.5(.5, .866) + 4.5(0, 1) = (.441,�.441),
b = 19(1, 0)� 22.5(.866, .5) + 18(.5, .866)� 4.5(0, 1) = (�1.485,�0.162),
c = �5.5(1, 0) + 9(.866, .5)� 4.5(.5, .866) + 1(0, 1) = (0.044, 1.603),
d = 1(1, 0)� 0(.866, .5) + 0(.5, .866)� 0(0, 1) = (1, 0).

Thus, the PC is P(t) = (.441,�.441)t3 + (�1.485,�0.162)t2 + (0.044, 1.603)t + (1, 0).
The midpoint is P(.5) = (.7058, .7058), only 0.2% away from the midpoint of the arc,
which is at (cos 45�, sin 45�) ⇡ (.7071, .7071).

G.5: The new equations are easy enough to set up. Using Mathematica, they are also
easy to solve. The following code

Solve[{d==p1,
a al^3+b al^2+c al+d==p2,
a be^3+b be^2+c be+d==p3,
a+b+c+d==p4},{a,b,c,d}];
ExpandAll[Simplify[%]]

(where al and be stand for ↵ and �, respectively) produces the (messy) solutions

a = �P1

↵�
+

P2

�↵2 + ↵3 + ↵� � ↵2�
+

P3

↵� � �2 � ↵�2 + �3
+

P4

1� ↵� � + ↵�
,

b = P1

�
�↵ + ↵3 + � � ↵3� � �3 + ↵�3

�
/� + P2

�
�� + �3

�
/�

+ P3

�
↵� ↵3

�
/� + P4

�
↵3� � ↵�3

�
/�,

c = �P1

✓
1 +

1
↵

+
1
�

◆
+

�P2

�↵2 + ↵3 + ↵� � ↵2�

+
↵P3

↵� � �2 � ↵�2 + �3
+

↵�P4

1� ↵� � + ↵�
,

d = P1,

where � = (�1 + ↵)↵(�1 + �)�(�↵ + �).

From here, the basis matrix immediately follows

0
BBBB@

� 1
↵�

1
�↵2+↵3↵��↵2�

1
↵���2�↵�2+�3

1
1�↵��+↵�

�↵+↵3+��↵3���3+↵�3

�
��+�3

�
↵�↵3

�
↵3��↵�3

�

�
⇣
1 + 1

↵ + 1
�

⌘
�

�↵2+↵3+↵��↵2�
↵

↵���2�↵�2+�3
↵�

1�↵��+↵�

1 0 0 0

1
CCCCA .

A direct check, again using Mathematica, for ↵ = 1/3 and � = 2/3, reduces this matrix
to matrix N of Equation (G.6).
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G.6: The weights have to add up to 1 because this results in a weighted sum whose
value is in the same range as the values of the pixels. If pixel values are, for example,
in the range [0, 15] and the weights add up to 2, a prediction may result in values of up
to 30.

G.7: The missing points will have to be estimated by interpolation or extrapolation
from the known points before our method can be applied. Obviously, the fewer points
are known, the worse the final interpolation. Note that 16 points are necessary, because
a bicubic polynomial has 16 coe�cients.

G.8: Figure Ans.25a shows a diamond-shaped grid of 16 equally-spaced points. The
eight points with negative weights are shown in red. Figure Ans.25b shows a cut (labeled
xx) through four points in this surface. The cut is a curve that passes through four data
points. It is easy to see that when the two exterior (red) points are raised, the center
of the curve (and, as a result, the center of the surface) is lowered. It is now clear that
points with negative weights push the center of the surface in a direction opposite that
of the points with positive weights.

Figure Ans.25c is a more detailed example that also shows why the four corner
points should have positive weights. It shows a simple symmetric surface patch that
interpolates the 16 points

P00 = (0, 0, 0), P10 = (1, 0, 1), P20 = (2, 0, 1), P30 = (3, 0, 0),
P01 = (0, 1, 1), P11 = (1, 1, 2), P21 = (2, 1, 2), P31 = (3, 1, 1),
P02 = (0, 2, 1), P12 = (1, 2, 2), P22 = (2, 2, 2), P32 = (3, 2, 1),
P03 = (0, 3, 0), P13 = (1, 3, 1), P23 = (2, 3, 1), P33 = (3, 3, 0).

We first raise the eight boundary points from z = 1 to z = 1.5. Figure Ans.25d shows
how the center point P(.5, .5) gets lowered from (1.5, 1.5, 2.25) to (1.5, 1.5, 2.10938). We
next return those points to their original positions and instead raise the four corner
points from z = 0 to z = 1. Figure Ans.25e shows how this raises the center point from
(1.5, 1.5, 2.25) to (1.5, 1.5, 2.26563).

G.9: The top of Figure Ans.26 shows two sets of parallel horizontal lines that form a
low-frequency Moiré pattern after one of them has been rotated 5�. The bottom part of
the figure shows several positions of a wheel that rotates clockwise. If we look only at
positions 1, 4, and 7 (in red), the wheel seems to slowly rotate counter-clockwise.

A correct answer is like an a↵ectionate kiss.

—Goethe, Johann Wolfgang von (1749–1832)
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Figure Ans.25: An Interpolating Bicubic Surface Patch.

Clear[Nh,p,pnts,U,W];

p00={0,0,0}; p10={1,0,1}; p20={2,0,1}; p30={3,0,0};

p01={0,1,1}; p11={1,1,2}; p21={2,1,2}; p31={3,1,1};

p02={0,2,1}; p12={1,2,2}; p22={2,2,2}; p32={3,2,1};

p03={0,3,0}; p13={1,3,1}; p23={2,3,1}; p33={3,3,0};

Nh={{-4.5,13.5,-13.5,4.5},{9,-22.5,18,-4.5},

{-5.5,9,-4.5,1},{1,0,0,0}};

pnts={{p33,p32,p31,p30},{p23,p22,p21,p20},

{p13,p12,p11,p10},{p03,p02,p01,p00}};

U[u_]:={u^3,u^2,u,1}; W[w_]:={w^3,w^2,w,1};

(* prt [i] extracts component i from the 3rd dimen of P *)

prt[i_]:=pnts[[Range[1,4],Range[1,4],i]];

p[u_,w_]:={U[u].Nh.prt[1].Transpose[Nh].W[w],

U[u].Nh.prt[2].Transpose[Nh].W[w], \

U[u].Nh.prt[3].Transpose[Nh].W[w]};

g1=ParametricPlot3D[p[u,w], {u,0,1},{w,0,1},

Compiled->False, DisplayFunction->Identity];

g2=Graphics3D[{AbsolutePointSize[2],

Table[Point[pnts[[i,j]]],{i,1,4},{j,1,4}]}];

Show[g1,g2, ViewPoint->{-2.576, -1.365, 1.718}]

Code For Figure Ans.25
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Figure Ans.26: Temporal Aliasing.



Index

The index caters to those who have already read the book and want to locate a familiar
item, as well as to those new to the book who are looking for a particular topic. I have
included any terms that may occur to a reader interested in any of the topics discussed
in the book (even topics that are just mentioned in passing). As a result, even a quick
glancing over the index gives the reader an idea of the terms and topics included in the
book.
I have also attempted to make the index items as complete as possible, including middle
names and dates. Any errors and omissions brought to my attention are welcome. They
will be added to the errata list and will be included in any future editions.

110-film, 699, 833
1600F camera (Hasselblad), 716, 831
18% card, 1137
1839, annus mirabilis of photography, xii,

649, 733
18% neutral gray, 53, 362, 364, 401, 404,

1129
and gamma correction, 361

1975, annus mirabilis of digital photography,
733

2-axis (sensor-shift) image stabilization, 479
20/20 vision, 187
3-CCD, see three-CCD camera
35 mm equivalent focal length, 425, 1129
35 mm photography, 340, 425, 426, 712–715,

828, 1286
35 mm standard, 53, 713

and interchangeable lenses, 1150
e↵ect on sensor size, 1154

360 drone, 547
360-degree panorama, 842

3D cameras, 517–521, 699, 831, 832
FinePix, 839
specialty items, 111

3D sweep panorama mode (Sony), 520
42 (number)

in literature, 1194, 1308
in TIFF files, 1194

44,100-Hz sampling rate, 1247
4:2:0 subsampling and its relatives, 108,

1179–1182, 1307
5-axis image stabilization, 479, 485, 494
500 Rule, 235, 438
6-image layering, 1155
645D large sensor camera (Pentax), 1282
645N camera (Pentax), 836
9xi camera (Minolta), 835

A
A3 paper size, 189
A530 camera (Canon Powershot), 268
A630 camera (Canon), 371
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A7 and A7R Sony cameras, 842
a9 (Sony), 69
AA filter, see anti-aliasing filter
Abney, William de Wiveleslie (1843–1920),

696
abstract photography, 972, 974
AC coe�cient (of a transform), 1186, 1248
accessories (of photography), 434–444
accessory shoe, 1129
achromatic color, see neutral color
achromatism, see chromatic aberration
action cameras, 502–504

and time-lapse, 504, 1293
acutance (of an image), 626
Adams, Ansel Easton (1902–1984), 3, 19,

31, 40, 220, 246, 260, 416, 748, 783, 786,
789–797, 828–830, 993, 1281, 1299

Adams act, 842
Adams, Douglas (1952–2001), 1308
additive colors, 98, 182
adjusting brightness, 849
adjusting contrast, 850–852
Adobe After E↵ects (software), 579
Adobe Bridge (software), 372
Adobe camera raw (software), 20, 368, 372,

591, 616, 1283
Adobe illustrator (software), 1306
Adobe Lightroom (software), 10, 65, 1283

and tethering, 439
Adobe photoshop (software), 65, 99, 336,

579, 1283
and averaging, 457
and blurring, 864
and HDR, 625
blending modes, 107, 1090
blurring filter, 313
ecstasy of, viii, 1083
lens correction, 1054

Adobe RGB color space, 95
Advantix, see APS (advanced photo system)
AE, see automatic exposure
AE-1 SLR (Canon), 733, 834
AEB, see auto exposure bracketing
AF, see automatic focusing
AF points (focusing zones), 380, 387, 389,

390
AF-35m camera (Canon), 385
AF-ON (back button), 379, 1284
AF-S, see phase detection

AF/AE-Lock, 621
After E↵ects (Adobe), 579
AI, see artificial intelligence
Alberti, Leon Battista (1404–1472), 645
albumen plates, 685, 695
Aldrin, Edwin Eugene Jr. (Buzz, 1930–),

1020
Alexandre, Arsène (1859–1937), 59
algorithm of exposure settings, 234
Alhazen (Ibn al-Haytham) (965–1040), 647,

823
aliasing, 1130, 1298
aliasing (of signals), 933, 1245

temporal, 1245
Alice in Wonderland (novel), 689, 765, 769,

770, 772, 1188, 1308
Allen, Clile C., 827
alpha (line of Sony cameras), 47, 218, 467,

838, 842
always carry a camera (unbroken rule), 947
Amazon Kindle Fire tablet, 91
ambient light, 1130
ambrotype (wet plate photography), 686,

690–691
amp noise, 241
amplifier noise, 304
anaclastic lens, 1209
analog (definition of), 735
analog-to-digital conversion (ADC), 585
Android, first camera supporting it, 840
angle of view, 1130

of the moon, 1285
annus mirabilis of digital photography, 733
annus mirabilis of photography, 649, 733
Ansco Autoset camera, 741
Ansel Adams Act, 842
anti aliasing, 1130
anti-aliasing filter (in image sensors), 329,

1129
not on Fuji X, 329, 332

anti-reflection coatings, 168–170
aperture, 265–269, 275, 1276

and depth of field, 275
and raw image format, 369
coded, 847, 923–928
definition of, xii, 54, 269, 1130
exists?, 253
fixed, 215, 268–269, 589
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irrelevant, 319
shape of, 138, 247, 263, 271, 925, 1228

Aperture (Apple), 1283
aperture priority, 54, 261, 265, 1130, 1276

in HDR, 618
APEX (Additive system of Photographic

EXposure), 54, 261, 312, 569, 570, 590,
1131

apochromatic lens, 1131
Apple Aperture (software), 1283
Apple iMovie (software), 579
Apple iPhone, 838, 1299

back-illuminated sensor, 321
camera apps, 742, 743
external lenses, 738
first model, 746
losing market share, 1298
sales trends, 738–739
sensor area, 747
slow motion video, 576
XS, 843
XS camera, 1296

Apple iPhoto (software), 1283
Apple QuickTake 100 camera, 700, 737, 835
Apple QuickTime Pro (software), 579
APS (advanced photo system), 342, 550,

707–710, 1286
APS-C sensor, 710
APS-H sensor, 710
APS-N sensor, 710
Arago, François (1786–1853), 660–665, 676
Arbus, Diane (1923–1971), 806
Archer, Fred R. (1889–1963), 830
Archer, Frederick Scott (1813–1857), 660,

682, 686–690, 768, 825
archiving and naming images, 4–6, 1170
Argunov, P. P., 124
Argunov-Cassegrain telescope, 124
ARIES, 194
Armstrong, Neil Alden (1930–2012), 810
Arnold, Eve (1912–2012), 551
Arrowsmith, John (Daguerre’s

brother-in-law), 655
art (definition of), 23, 1075
articulating screen, 217–219, 1002, 1052

confused by magnet, 437
in an action camera, 502
in Sony RX0, 502

artificial intelligence

definition of, 10
in image editing, 13
kills creativity?, 13

Artizen HDR (software), 637
ASA (film sensitivity standard), 56, 308, 831
Asahi Pentax camera, 716, 727–730, 832
Asahiflex II camera (pentax), 716, 832
Ash, Mary Kay (1918–2001), 1265
Asif, Usman B., 560
aspect ratio, 54, 1131
aspect ratios, 351–353

on the Lumix G7, 352
aspherical lens, 1131, 1209–1223

conic section, 1213–1218
polar coordinates, 1211–1213
Snell’s law, 1219–1223

astigmatism, 171–172, 1131
and sharpness, 259

astronomical photography, 448, 826
long exposure, 1290, 1291

astronomical twilight, 1041
Atkins, Anna (1799–1871), 694
Austen, Jane (1775–1817), 33, 1101, 1299,

(Colophon)
auto exposure bracketing (AEB), 586, 619,

620, 725, 1118
auto ISO, 307, 308, 499
autoboy, see Canon AF-35m camera
autochrome color photography, ix, 827, 828
automatic contrast, 851
automatic diaphragm, 716, 832, 1131
automatic exposure, 1129, 1131
automatic focusing, 54, 374–397, 834, 1130,

1131
contrast, 394–395
in MFT cameras, 481
in the L16 camera, 556
phase detection, 387–391

automatic mode
in a digital camera, 736
in a film camera, 735

automatic white balance (AWB), 364–365,
1131

automatic white balance algorithms
gray world, 364
robust, 365
white point, 364

Avedon, Richard (1923–2004), 1277, 1299
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AWB, see automatic white balance
axial magnification, 148

B
B (Bulb) setting, 1011, 1131

in lens reversal, 433
Bach, Johann Sebastian (1685–1750), 645
back button focusing, 379, 1284
back-illuminated image sensors, 305, 321,

837
backup cameras, 538, 539
bad focusing (diagnosing), 397–398
bad habits of photographers, 38–39, 1266
bad image composition, 948, 949
Baird, Andrew H., 697
Baker, James Gilbert (1914–2005), 124
balance in image composition, 953, 954,

1049, 1052, 1055–1058
not symmetry, 954

BallPod (zero-legged tripod), 443
Barker, Robert (1739–1806), 521, 653
Barnack, Oskar (1879–1936), 54, 138,

712–715, 717, 828
Barnstone, Myron (1933–2016), 1049
barrel distortion (lens aberration), 17, 172,

1132
and fisheye lens, 156

Barry Lyndon (film), 427
barycentric functions, 1239, 1240
battery issues (in a camera), 1151–1152
Baudelaire, Charles Pierre (1821–1867), 2,

649, 661, 666, 754
Bauer, Franz (Francis) Andreas

(1758–1840), 650
Bayard, Hippolyte (1801–1887), v, 675–676,

824
Bayer pattern color filter, 325, 331, 555

symmetries in, 331, 332
Bayer, Bryce Edward (1929–2012), 331
bayonet lens mount, 432
BBF, see back button focusing
Beato, Felice (1832–1909), 685
Beattie, John (1820–1883), 689
Becquerel, Alexandre Edmond (1820–1891),

321
Beebe, Nelson F. H., viii, xviii, 1170
Behltle, Friedrich (1829–1869), 711
Bell, Alexander Graham (1847–1922), 674,

742

Belloc, Hilaire (1870–1953), xviii
Bennett, Charles Harper (1840–1927), 697,

702
Berek, Max (1886–1949), 714
Berners-Lee, Timothy John (1955–), 809
best cameras, 68–71, 1266
best times of day to take pictures, 1042
beyond infinity (in lens focusing), 382
bi-level image, 1177

pixel frequencies, 1247
bicubic interpolation, 1229, 1237–1243
bicubic polynomial, 1241
Bierce, Ambrose Gwinnett (1842–1913), v
bilinear interpolation, 334, 335, 1236–1237
binary image, 852, 882
Binchy, Maeve (1940–2012), 2, (Colophon)
binning (a histogram), 414
bipod (two-legged tripod), 443
bit depth, 616, 1132

and posterization, 359
bitplane (definition of), 1177
Biv, Roy G. (fictional name), 99, 823
black (not a color), 84
black and white images, 1292
black and white mode, 113, 1151
black and white photography, 113, 1000,

1001, 1177
in image composition, 1000, 1052

black and white vision, 81
black body (and color temperature), 97
Black, James Wallace ( 1825–1896), 818
Black, James Wallace (1825–1896), 740
Blanquart Évrard, Louis Désiré

(1802–1872), 685
blending functions, 1239
blending images, 857–859

in snapseed, 1090, 1093
blending modes in Photoshop, 107, 1090
blind spot (in the eye), 85, 89
blink security camera, 542–543
Bliss (most viewed photograph), 809
blocking artifacts in JPEG, 1179
blooming (photosite overflow), 321
blue hour, 1042
blue marble (image), 809, 822, 833
blueprints (origin of), 694
blur filter, see anti-aliasing filter
blurring (smoothing) an image, 860–864
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and out-of-focus, 374, 1284
Bogarde, Dirk (1921–1999), xvii
Bohr, Niels David (1885–1962), 757
bokeh (and starburst), 118
bokeh (definition of), 1132
Bolton, William Blanchard (1848–1899), 696
Bolyai, Farkas (1775–1856), 674
Bolyai, Janos (1802–1860), 674
Bonomi, Francesco, 581
Booker, Andrew (mathematician), 1308
Bouguereau, William-Adolphe (1825–1905),

646
Bourget, Paul Charles Joseph (1852–1935),

1067
Boutan, Louis Marie-Auguste (1859–1934),

808, 820
Bouton, Charles Marie (1781–1853), 654
box image filter, 861
Boyle, Robert (1627–1691), 648
Boyle, Willard Sterling (1924–2011), 322,

733, 736, 833, 834
bracketing mode, 1132, see also exposure

bracketing
Brady, Mathew B. (1822–1896), 826
Brassai, George (Gyula Halász 1899–1984),

1299
breathe new life into your old camera, 513,

1022
breech-lock lens mount, 432
Brenizer Method, 258
Brewster stereoscope, 825
Brewster, David (1781–1868), 506, 677, 825
Bridge (Adobe software), 372
bridge cameras, 480–481
brightness (adjusting), 849
brinno time-lapse camera, 576, 580–581
brown (a non-spectral color), 99
brown color, 99–101, 103
Brown, Daniel (1964–), 1262
Brownell, Frank Alexander (1859–1939), 700
Brunelleschi, Filippo di Ser (1377–1446), 2,

645
BubbleScope panoramic system, 531
bu↵er (camera’s internal memory), 55, 230,

333, 585, 628, 1132
bullet time, 764
Buonarroti, Michelangelo di Lodovico

Buonarroti Simoni (1475–1564), 645

burst (of camera shots), xvi, 55, 261, 585,
1131, 1132, 1138

Busch, David D., 60
Bush, Vannevar (1890–1974), 736
Byatt, Antonia Susan (1936–), 85

C
C35 AF camera (Konica), 374, 834
Cézanne, Paul (1839–1906), 646
cable release, see remote shutter release
Cahan, Richard, 806
calotype (Talbot’s photographic process),

660, 662, 681, 768, 825, see also
Talbotype

camera grips, 435–436
camera lucida, 677
camera menus, canon, 1124, 1125
camera menus, nikon, 1126
camera models (naming convention), 268
camera modes, 261–262

Canon 5D Mark II, 1113
camera obscura, 459–462, 506, 647–648, 823,

see also pinhole camera
camera pattern noise, 326
camera raw (Adobe), 20, 368, 372, 591, 616,

1283
camera shake, xvi, 58, 232, 238, 240,

243–245, 724, 1133, 1275
and focal length, 245
and muscle tremor, 244

cameras
3D, 517–521, 699, 831, 832
backup, 538, 539
action, 502–504
and human vision, 111–113
bags, 1149
best, 68–71, 1266
black inside, 292
blink (security), 542–543
breathe new life into, 513, 1022
communication, 510–511
compact, 220, 496–502
computational (L16), 548, 554
controls, 1111–1122
cropped frame, 341
dash, 533–540
di↵raction limited, 114
dream, 71–73, 251
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drone, 543–547
full frame, 341
future, 71–73
ice cube, 502
infrared, 329, 512–514
ISO-less, 327–328
lensless, 670
light field, 899–912
menus of, 1123–1127
miniature and spy, 532–533, 1159
mirror, 670
modulo, 340
night vision, 514–517
Olympus OM-D, 485, 494–496
Panasonic Lumix DMC ZS70, 485–488,

900
Panasonic Lumix DMC-G7, 228, 352, 485,

488–494, 1111, 1119–1123
parts list, 1118–1122

Panasonic Lumix DMC-GM1, 436, 482,
483, 1292, 1293

Panasonic Lumix DMC-GM5, 482, 1293
panoramic, 521–532
photographic workhorse, 492
plenoptic, 905–912
rotating, 227, 526–527
sales trends, 738–739
security, 540–543
shelf-life of, 459
slow, 378, 475, 620, 621, 1147, 1150, 1151
solar powered, 843
specialty, 504–511
taxicams, 533
three-CCD (3CCD), 339
types of, 215–221, 459–557

Cameron, Charles Hay (1795–1880), 749,
750

Cameron, Henry Herschel Hay (1852–1911),
748

Cameron, Julia Margaret (1815–1879), 689,
748–752, 1215

Campbell-Robson chart, 91
candid camera (TV program), 975
candid photography, 972–977
Canon (history of), 730–731
Canon 10D DSLR (assembly of), 462, 718,

1112
Canon A630 camera, 371
Canon AE-1 SLR, 733, 834

Canon AF-35m camera, 385
canon camera menus, 1124, 1125
Canon Canonflex SLR, 731–733, 832
Canon EOS 300D camera, 837
Canon EOS 5D camera, 837
Canon EOS 5D Mark II, 96, 730, 839

controls, 1111–1118
Canon EOS 5D Mark III, 464, 465

AEB, 619
weight, 722

Canon EOS 70D, 391, 392, 841
Canon EOS Rebel T3i, 135
Canon EOS system, 834
Canon EOS utility, 439
Canon EOS-1D X camera, 465
Canon EOS 630, 379
Canon G12 camera, 501
Canon ME20F-SH camera, 842
Canon Powershot A530 camera, 268
Canon Powershot SX280 HS camera, 563
Canon PowerShot SX70 HS, 481
Canon S1-IS camera, 724, 837
Canon S110 camera, 233
Canon S110 IS, 1156
Canon SD1100 camera, 581
Canon SD790 IS, 498
Canon SD800 IS, 159, 498, 560, 572, 1315
Canon SX210 IS, 560, 562, 572, 729
Canon SX40, 1272
Canon TS-E 24 mm II TS lens, 839
Canon TS-E 24 mm TS lens, 162, 835
Canonflex SLR (Canon), 731–733, 832
canvas for printing, 186
Capa, Robert (Endre Ernő Friedmann

1913–1954), 1299
Caplin, Alfred Gerald (Al Capp,

1909–1979), 972
capturing ideas, 18, 966
capturing space, 17, 956
capturing the moment, 18, 232, 966, 969,

970
capturing time, 18, 956
Caravaggio, Michelangelo da Merisi

(1571–1610), 1067
carbon printing, 689
Carlson, Chester Floyd (1906–1968), 830
Carlyle, Jane Welsh (1801–1866), 843
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Carroll, Lewis (Charles Lutwidge Dodgson
1832–1898), 748, 765–772, 1188, 1308

carte-de-visite photography, 468, 685,
691–693, 825

Cartier-Bresson, Henri (1908–2004), 220,
806, 830, 975, 986, 1023, 1170, 1299

cartoon-like image, 1177
Casio QV-10 camera, 737, 836
Cassegrain, Laurent (1629–1693), 121
cat (lands on its legs), 765
catadioptric (definition of), 123
catadioptric lens, see reflex lens
catch light (twinkle in the eye), 1063
CCD (charge-coupled device), 305, 321, 325,

329, 733, 734, 1133
architecture of, 322–325
invention of, 736, 833
origin of name, 322

CCITT (predecessor of ITU-T), 1178, 1195
CD, compact disc, 1133
cell telephone cameras, 220, 737

lens camera, 841
celluloid film (invention of), 827
Celsius temperature scale, 1309
center of perspective of a lens, 143, 522,

1116
center-circle metering, 401
center-weighted metering, 403, 1133
Centuria, see APS (advanced photo system)
CF, see crop factor
CF, compact flash card, 737, 1133
Chambers, Ephraim (c.1680–1740), 115
CHDK (Canon hack development kit), 371,

560–603, 619, 731
and fixed aperture, 589
and HDR, 620
bragging about, 566
for non-Canon cameras, 561
HDR scripts, 585–591
intervalometer scripts, 581–584
motion detection scripts, 598–600
overrides, 571–574
remote shutter switch, 600–603
time-lapse scripts, 574–584, 635

Chevalier, Charles Louis (1804–1859), 658
chiaroscuro, 609–610, 938
chimeric (definition of), 82
chimping, 1087
chimping (checking every photo), 464, 1266

chroma, 1133
chroma noise, 304
chroma subsampling, 1179–1182
chromatic aberration, 172, 255, 1133

in mirror camera, 670
chronopanorama (panorama with a time

element), 528, 1295
chronophotography, 764

examples of, 766
Chrysotype (photographic process), 694
Churchill, Winston Leonard Spencer

(1874–1965), 610, 797–803
Cicco Dennis di (1950–), 795
CIE (Commission Internationale de

l’Éclairage), 94, 108
CIElab color space, 95

and color profile, 183
CIExyz color space, 94–96

and color profile, 183
CIPA rating, 493
circle and rectangle, 250
circle of confusion, 138, 271, 899, 1132

and hyperfocal distance, 292
computing of, 92
largest acceptable diameter, 274–277, 283,

284
civil twilight, 1041
class 10 memory card, 1151, 1156
cleaning an image sensor, 345, 347–351,

1127
no compressed air, 345, 350

Cleveland, Stephen Grover (1837–1908), 705
cloning (selective), 236
close-up filter, 139, 145
close-up photography, 428
closed-loop model, see phase detection, 390
closing an image (image processing), 886
cloud storage (for archiving images), 6
cluttered computer screen, 8
CMOS (complementary

metal-oxide-semiconductor), 305, 321,
329, 1133

CMYK color model, 78, 98, 198
why black?, 1133

coded aperture, 847, 923–928
coded photography, 847–848
codes (variable-length), 1195
cold weather photography, 443, 1288
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collodion (Archer’s photographic process),
825

collodion process, 685–693, 750
collodion wet plate photography, 676, 768
color, 77–111

additive, 98, 182
as a subject, 956–958
as wavelength, 77
balanced, 86
blindness, 79, 84
brown, 99–101, 103
combinations, 1001, 1083
complementary, 98, 1002
cool, 10, 86–87, 559, 635, 688, 954
hex notation, 87
hyperbolic, 82
in our mind, 85
mass tone, 86
model, 78
mood, 87, 1078
neutral, 362
non-spectral, 82–84, 99, 193
not an attribute, 79, 1297
owning it?, 87–89
perception, 79
pure, 78, 104
red and green, 417
saturation, 10
self-luminous, 83
space, 81, 85

definition of, 181, 1133
spaces, 94–97, 111
stygian, 83
subtractive, 98, 182
temperature, 97, 371, 1133
trichromatic theory, 84
ugliest, 101, 1269
undertone, 86, 87
vibrance, 10
warm, 10, 86–87, 559, 635, 954

color balance, see white balance
color blindness

in image sensors, viii, 329, 1095
in people, 79, 113

color constancy, 362
color contrast in image composition, 1055,

1059, 1078
color filter array (CFA), 329

Bayer, 331

Fuji X-Trans, 332
Kodak RGBW, 333, 1281
Sony RGBE, 333

color gamut, 95, 180, 182, 1137
color lookup table, 197, 1234
color management, 174–186
color metamerism, 94
color printing (and dithering), 198
color profiles, ICC, 182

soft proofing, 183
color to grayscale conversion, 101–108
colorMunki (creates a color profile), 183
Columbus, Christopher (1451–1506), 645
coma (lens aberration), 171, 1133
comatic aberration, see coma
Common, Andrew Ainslie (1841–1903), 449,

826
communication camera DMC-CM1, 510–511
compact cameras, 220, 496–502

di↵er from mirrorless, 502, 1293
extended features, 559–608
feature guide, 1147–1157
market share, 220

compact system camera (CSC), 476
complementary colors, 98, 1002
compositional anchor, see main subject
compound lenses, 143–145
compression, see telescoping
computational camera (L16), 548, 554
computational photography, xiv–xvii, 4,

456, 845–944
definition of, 846
the best, 70

computer mouse alternative, 444–445
concave lens, 140, 142
concave mirrors, 461
concept (as the subject of a picture), 956,

965
conceptual photography, see abstract

photography
concrete photography, see abstract

photography
cones (photoreceptor cells), 81, 187, 190

in darkness, 938
conic constant (of a conic section), 1213,

1216–1218
conic constant (of an ellipse), 1217
conic sections
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aspherical lens, 1213–1218
conic constant, 1213, 1216–1218
general formula of, 1216

Conrad, Je↵, 283
constrained average dithering, 194, 196–197
Contax S camera, 831
contemplative photography, 41
continuous-tone image, 335, 411, 1177

histogram of, 411
contrast (adjusting), 850–852
contrast (autofocusing), 279, 394–395

in MFT cameras, 481
in mirrorless, 478

contrast (automatic), 851
controls of cameras, 1111–1122
converting color to grayscale, 101–108
converting grayscale to color, 105–110
convex lens, 140
convolution, 886–894
convolution kernel, see kernel of a filter
cool colors, 10, 86–87, 559, 688, 954

and color temperature, 97
gray?, 87
in snapseed, 1089
in tone mapping, 635

Cooley, James William (1926–2016), 918
Coolpix P1 and P2 cameras, 837
Coolpix P510 camera (Nikon), 480
Coolpix P900 (Nikon superzoom camera),

842
Coolpix P900 (Nikon), 481
Coolpix S800c camera (Nikon), 840, 1156
Cooper, Leroy Gordon Jr. (1927–2004), 741
Copel square shutter, 224, 225
Corapple (orange in the core of an apple),

857
Cornelius, Robert (1809–1893), 668, 808,

814, 1020
Correfot camera (Leitz), 374, 834
correlation (in the DFT), 915
correspondence problem (in stereoscopic

vision), 900, 901
Cossitt, Franklin Millard (1863–1936), 703
coupler ring, 434
covert photography, see secret photography
Coward, Noël Peirce (1899–1973), 24
Cox, Palmer (1840–1924), 700
criticizing someone’s work, 64
critter camera, 508

crop factor, 1150
and zoom range, 480
definition of, 340, 341, 1154
in a 4/3 camera, 340, 465
in bridge cameras, 480
in MFT class, 481
in the Fuji GFX 50, 282

cropped-frame cameras, 341
cropping as an image composition tool,

1023, 1055, 1083, 1085, 1149, 1305
in snapseed, 1090

cross correlation of points, 1183
Crowl, Roy Irvin (Roy’s Motel and Café,

1902–1977), 1100
CSC, see compact system camera
Culbertson, Frank Lee Jr. (1949–), 742
Cummings, Edward Estlin (1894–1962), 462
cumulative histogram, 416

and histogram equalization, 853
Cunningham, Imogen (1883–1976), 783,

796, 829
curate, 26

definition of, 26
self, 27

Curie, Jacques (1856–1941), 208
Curie, Pierre (1859–1906), 208
curvature (definition of), 257, 952,

1213–1215
curved sensor, 123, 170
curves

curvature of, 1213–1215
osculating circle, 1215
parametric representation of, 1213–1215

curves (element of image composition), 951,
1076

cyanotype (photographic process), 693–694
Cyber-Shot camera (Sony), 499, 500, 603,

836
face detection, 939

Cyber-shot HX400V (Sony), 481
Cyber-shot RX1 (Sony), 1157
Cyber-shot RX10 III (Sony), 481
Cyber-shot RX10 IV (Sony), 481
Cyber-shot RX100 (Sony), 341, 841, 1154
Cyclops (early digital camera), 733, 833,

1298
cylindrical lens, 172
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D
D1 camera (Nikon), 737, 836
D3 camera (Nikon), 838
D800 camera (Nikon), 1149, 1306
D850 (Nikon), 69
D90 camera (Nikon), 839
da Vinci, Leonardo di ser Piero

(1452–1519), 823, 902, 967
Daguerre, Louis Jacques Mandé

(1787–1851), vii, 3, 260, 368, 650–671,
674, 742, 813, 814, 823, 824, 1298

partnership with Niépce, 651
Daguerreotype, 368, 651–671, 824, 1299

replaced by collodion, 825
Daguerreotypomania (picture), 671, 672
dark noise, 303, 610
dark side (inside the camera), 292, 293
Darwin, Charles (1809–1882), 674
dash cameras, 533–540

owl, 537
data compression (two-pass), 1192
Daumier, Honoré Victorin (1808–1879), 753
David, Jacques-Louis (1748–1825), 676
Davy, Humphrey (1778–1829), 648, 649
dawn (definition of), 1041
DC coe�cient (of a transform), 1186–1188,

1192
DC-25 camera (Kodak), 737
DC40 camera (Kodak), 700, 707, 835
DCS-100 (first DSLR, by Kodak), 700, 737,

835
DCS 200 Kodak camera, 711
DDA methods, 1236
de Gennaro, Silvano, 809
Dear John (novel), 425
debayering, see demosaicing
decibel (as unit of HDR), 585, 612
decibel (as unit of SNR), 936
decoration (as a balancing act), 86
decorrelated pixels, 1176, 1182
definition of photography, viii
Delaroche, Hippolyte (Paul, 1797–1856), 13
demosaicing, xiv, 328–337, 349, 845

and sharpness, 259
and the eye, 111
not needed with multishot, 932
not needed with super-res-zoom, 932
not used with HDR+, 930

demosaicking, see demosaicing

depth of field, 20, 54, 138, 265, 269–299
and di↵raction, 234
and exposure value, 316
and focal length, 275–279
and focusing, 900
and HDR, 586, 618
and macro, 262, 374, 1284
and pinhole camera, 275
and sensor size, 342
and spherical aberration, 276
as space capture, 17, 956
calculator, 566
creative use of, 271–274
definition of, 271, 1134
equations of, 277, 283–299
factors a↵ecting it, 276
greatest, 796
in a pinhole camera, 460
in a TLR, 470
in a TS lens, 162
in coded aperture, 928
in the L16 camera, 549, 554
infinite, 279, 1277
irrelevant, 262, 274
large, 271
of the Portal camera, 531
outside the box, 292–297
preview button, 276, 1113
scales of, 297–299
shallow, 3, 214, 235, 262, 271, 276, 296

depth of field calculator (CHDK), 566
depth of focus, 264, 292
Deresiewicz, William (1964–), 1276
Desmarets, Paul, 824
detecting edges in an image, 868–880
detective (1886 Kodak camera), 703, 704,

780
developing a negative, 681–682
DFT, 847, 912–923

reversible, 918
two-dimensional, 918–923

Diana camera, 507–508
diaphragm, see aperture, 1134

automatic, 716, 832
dichroic filter, 339
Dickerson, Jeb (1923–2004), 481
Dickinson, Emily Elizabeth (1830–1886),

808
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Dickson, William Kennedy Laurie
(1860–1935), 53, 713, 756

Dietrich, Marie Magdalene “Marlene”
(1901–1992), 787

di↵erences between DSLRs and mirrorless,
478–480

di↵raction, 114–118, 229, 447, 550, 1135
and DOF, 234, 276
and focus stacking, 281
and focusing, 900
and sharpness, 259, 260
definition of, 113, 114, 259
in a pinhole camera, 460
of ocean waves, 116

di↵raction spikes, see starburst (optical
e↵ect)

di↵use reflection, 362
di↵usion dither, 194, 197–200
DIGIC (Canon camera computer), 560, 563,

724, 837
digicam, see digital camera
digital art, 1265

and image editing, 1266
and photography, 3

digital camera (definition of), 55
digital cameras (history of), 733–734
digital film, 1136
digital image (definition of), 186, 735, 1138
digital interchangeable-lens system camera,

see MILC
digital photography (annus mirabilis), 733
digital photography (starts at the ADC),

321
digital revolution in photography, 735–738
digital zoom, 150–151, 153, 1135, 1150

in Nokia 808, 150
digital-single-lens-mirrorless, see DSLM
digital-single-lens-reflex, see DSLR
dilation (image processing), 883–886
dimensions (of sensors), 339–347
DIN (film sensitivity standard), 56, 308
diopters, 145

adjustable, 437, 487, 1115, 1120
definition of, 138, 258

diorama
by Daguerre, 654–656
definition of, 654

disclaimers in this book, xvii, 240, 347, 560,
840, 1150

discrete cosine transform, 913, 1179, 1185,
1248

discrete fourier transform, see DFT
discrete-tone image, 411, 1177
Disdéri, André-Adolphe-Eugène

(1819–1889), 468, 691, 825, 829
dispersion, 172
disposable cameras, 378, 700, 831, 834, 1298
distinguished photographers

Alfred Eisenstaedt, 787
Alfred Stieglitz, 772
Ansel Adams, 789
Dorothea Lange, 783
Eadweard Muybridge, 112, 756
Edward Steichen, 779
Edward Weston, 781
Gaspard-Félix Tournachon, 740, 752
Julia Margaret Cameron, 748
Lewis Carroll, 765
Vivian Maier, 803
Yousuf Karsh, 797

distributions (energy of), 1183
dithering, 193–202

ARIES, 194
color printing, 198
constrained average, 196–197
di↵usion dither, 197–200
dot di↵usion, 200–202
minimized average error, 198
ordered dither, 194–196

DJI Mavic drone, 547
Dmax (measure of black), 184
DNG image files, 372
DNG image format, 372
Dodgson, Charles (father of Lewis Carroll

1800–1868), 771
DOF, see depth of field

and focus stacking, 281
and reflex lenses, 119
at short distances, 400
in image composition, 946, 951

Doiseneau, Robert (1912–1994), 1299
dolly zoom, 147–150
door as a framing tool, 952
Dora Maar au Chat (painting), 996
dot di↵usion, 194, 200–202
double-lens stereo, 901
Douglas-Fairhurst, Robert, 772
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Dow-Jones industrial average, 747
downsampling, 1179
DPAF, see dual-pixel autofocus
DPI (dots per inch), 186, 189–190, 735, 747,

1135, 1226
dragging the shutter (in time-lapse

photography), 578, 953
Draper, Dorothy Catherine (1807–1901),

815
Draper, John William (1811–1882), 669,

815, 825
dream camera, 71–73, 251
drone cameras, 543–547
drop shutter, 703
dry plate photography, 694–699, 768, 826

gelatin, 697, 749
dry plate process, 826
DS-1P camera (Fuji), 736, 835
DSC, digital camera system (acronym), 711
DSC, digital still camera (acronym), 341
DSC-F828 camera (Sony), 333
DSC-KW1/KW11 cameras (Sony), 170
DSLM, xvi, 55, 476–478, 1135

replacing DSLRs?, 462, 835, 839
DSLR, xvi, 55, 218, 462–467, 1135

di↵erences between mirrorless, 478–480
its use is restricted, 747
performance of, 465
replaced by mirrorless?, 462, 835, 839

dual photography, 847, 894–899
dual-pixel autofocus, 391–394, 841

by stereo vision, 393
dual-pixel technology (auto focusing), 843
Duchamp, Henri-Robert-Marcel

(1887–1968), 996
Duckworth Stephen, Julia Prinsep (Jackson

1846–1895), 749
Dunkels, Adam (uBASIC creator), 563
duopod, see bipod
dusk (definition of), 1041
dust

e↵ect of aperture, 345, 346
in a camera, 467
in a camera bag, 1282
on a DSLR mirror, 346, 1282
on an image sensor, 345, 347–351
on the mirror, 348

Dycam Model 1 camera, 736
Dyck, Rudolph H., 324

dye sublimation printing, 209
dynamic range, 1135

and GND, 453
in photography, 371
of a sensor, 327
of an image, 411

dynamic range compression, 931
dynamic range increase (DRI), 595
Dynamic-Photo HDR (software), 637

E
E-1 camera (Olympus), 837
E-10 camera (Olympus), 836
E-330 camera (Olympus), 464
Eakins, Thomas (1844–1916), 760
Earth (first photograph of), 833
earth (seen in its entirety), 94
Eastman, George (1854–1932), 53, 643,

699–707, 713, 826, 827, 1300
easyHDR (software), 637
EasyShare-One camera (Kodak), 700, 837
eccentricity of a conic section, 1210, 1222

and the conic constant, 1216
edge

definition of, 868
detection, 279, 868–880

Hough, 876–880
Kirsch, 875
Prewitt, 873
Roberts, 870–871
Sobel, 871–872
Sobel extended, 873

sharpening, 880–882
Edgerton, Harold Eugene “Doc”

(1903–1990), 829
Edison, Thomas Alva (1847–1931), 53, 533,

654, 713, 757, 760, 1243
Edwards, John Paul (1884–1968), 796
egg timer and time-lapse, 580
Einstein, Albert (1879–1955), xxiii, 321,

787, 977
Eisenstaedt, Alfred (1898–1995), 3, 45, 624,

787–789, 827
electromagnetic radiation (and refraction),

130
electromagnetic spectrum, 76
electronic first shutter curtain (EFSC), 231
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electronic front curtain shutter (EFCS),
230, 232, 464

electronic shutter, 227–228
electronic viewfinder, 464

definition of, 216
electronic viewfinder with interchangeable

lens, see EVIL
electrophotography (xerography), 830
elements of image composition, 950–955
Eliot, George (1819–1880), 577
ellipse, 1210

conic constant, 1217
definition of, 1210
eccentricity of, 1210
equation of, 1210, 1213, 1215
radius of curvature of, 1213, 1215, 1217,

1309
ellipsoidal lens, 1210
Elmore, David, 795
Emerson, Ralph Waldo (1803–1882), 1251
eneloop batteries, 1152
energy

concentration of, 1183
of a distribution, 1183

Engelbart, Douglas Carl (1925–2013), 444
EOS (Canon camera system), 834
EOS 300D camera (Canon), 837
EOS 5D camera (Canon), 837
EOS 5D Mark II camera (Canon), 96, 730,

839
controls, 1111–1118

EOS 5D Mark III camera (Canon), 464, 465
AEB, 619
weight, 722

EOS 70D Canon camera, 391, 392, 841
EOS-1D X (Canon), 465
EOS 630 camera (Canon), 379
Epson R-D1 camera, 477, 724, 837
equivalent focal length, 425
Erdös, Paul (1913–1996), 373
Ericsson S006 (Sony), 746
Ermanox camera, 975
erosion (image processing), 883–886
Erwitt, Elliott (1928–), 473
Escher, Maurits Cornelis (1898–1972), 966
Essential HDR (software), 637
ETTR (expose to the right), 310, 359, 561,

see also gamma correction
Euler’s formula, 916

EV, see exposure value
EV di↵erence, see stop (photographic term)
evaluative metering, 403
Evans, Glyn (iPhoneography), 838
Evans, Walker (1903–1975), 1299
Eveleth, Rose, 738
EVIL (electronic viewfinder with

interchangeable lens), 476
Exakta camera, 716, 830
exchangeable image file format, see EXIF
EXIF, 7, 253, 369, 373, 591, 1135
experimental photography, see abstract

photography
exposure, 54, 1135

4th component, 446
definition of, xiii, 56, 309
golden trio, 54, 56, 57, 232, 265, 306, 311,

446, 618
square, 446
triangle, 309–310

exposure blending, see exposure fusion
exposure bracketing, 1135

for HDR, 586
in CHDK, 566

exposure compensation, ix, 401, 404–406,
559, 587, 1135

in CHDK, 588
exposure correction, see exposure

compensation
exposure delay mode, 1136
exposure fusion (HDR), 615, 624–627
exposure meter, see light meter
exposure settings algorithm, 234
exposure value, 317, 1135

definition of, 311, 316
in HDR, 612

exposure values examples, 233, 311–319
extending the power of compacts, 559–608
extension tube, 153, 433
extinction light meter, 401
extrinsic attributes, 78
eye

field of view of, 93–94, 111, 1269
iris (not perfect circle), 118
resolution of, 86, 89–91
resolving power of, 187, 271, 274
sensitivity to colors, 103
spatial integration, 191, 198
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Eye-Fi card, 1155, see also FlashAir
eyeglasses lenses, 144

F
f-stop, 246–262, 1136

and focal length, 342
definition of, 246, 269
less than 1?, 254
of a plenoptic camera, 908
rules of, 260–262
smallest, 256

F3AF camera (Nikon), 374
Fabricius, Georgius (1516–1571), 823
face detection, 847, 939–944
face recognition, 940
facsimile compression, 1195–1199

1D, 1195
group 3, 1195

Fahrenheit temperature scale, 1309
Family of Man (exhibit), 780, 781, 786, 832
Faraday, Michael (1791–1867), 681
fast Fourier transform, see FFT
fast lens, 252

advantages of, 252
fathers of photography, 674
fauxtography, viii
fdrtools basic (software), 1297
Fellig, Arthur (Weegee, 1899–1968), 975,

1299
femto photography, 840
Fermat, Pierre de (1601–1665), 133
Fermat’s principle, 133
ferrotype, see tintype
Feynman, Richard Phillips (1918–1988), 22,

134
FFT, 918
Fibonacci spiral, 353
Fibonacci, Leonardo (c. 1175–1250), 73
FICO score, 632, 747
field curvature, 140, 153, 170, 427
field of view (FOV)

and dolly zoom, 147
and focal length, 423
and sensor size, 424

field of view of the eye, 93–94, 111, 1269
fill the frame (compositional rule), 1070
fill-in flash, 16, 403, 1136
film

binary behavior, 357

Fuji Velvia 50 film, 1297
orthochromatic, 827
panchromatic, 827
still used, 714, 1297, 1298

film speed, 1136
standards of, 308–309, 823

filter, 1136
dichroic, 339

filters (image processing), 860–882
and DFT, 923
high pass, 923
kernel of, 861, 887
low pass, 923
support region of, 861

FinePix 3D camera (Fuji), 839
finger gesture for zoom (pinching), 553, 932
fireworks mode, 1151
first digital photograph, 821
fisheye lenses, x, 154–161, 1136

and barrel distortion, 156
fisheye projection, 154–161

peephole, 161
Five Weeks in a Balloon (novel), 753
fixed focus, 378, 736, 835

definition of, 1136
in a Lego camera, 506

fixed pattern noise, 303
Fizeau, Armand Hippolyte Louis

(1819–1896), 669, 816
flange focal distance

definition of, 481
of the MFT class, 481, 482

flare (lens artifact), 1136
and starburst, 114

flash, 1136
and x-sync speed, 225
electrical shock, 51
external, 1154
in compacts, 1154
TTL, 729

flash card, 1136
slow, 1151

flash exposure bracketing, 1136
flash memory, see digital film
flash synchronization, 224, 1136
FlashAir Wireless SD Card, 1155, see also

Eye-Fi card
flashbulb (invention of), 829
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FlexColor (Hasselblad software), 356
Fling (kodak camera), 700, 834
flip book (and time-lapse), 580
floating-point numbers, 638–641
floating-point ti↵ (file format), 630
Florence, Antoine Hercule Romuald

(1804–1879), 674
Floyd–Steinberg filter, 197
focal length, 1136

35 mm equivalent, 425, 1129
and field of view, 417–425
definition of, 417

focal plane, 137, 246, 270, 293, 424
focal-plane shutter, 221
foci (pronunciation of), 137
focus (of a lens), 1136
focus assist lamp, 379, 1130, 1137, 1155
focus blending, see focus stacking
focus bracketing, see focus stacking
focus free, see fixed focus
focus plane, 137, 246, 270, 293, 424
focus range, 1137
focus stacking, 19, 112, 279–283

and DOF control, 281
in the Fuji GFX 50, 282

focusing
and blurring, 374, 1284
automatic, 374–397, 834
bad, 397–398
beyond infinity, 382
crucial, 374, 397
di�cult?, 18
fixed focus, 378
in a plenoptic camera, 909
manual, 374–378
microfocusing, 398–400
never ideal, 900
post focus, 488, 900

focusing rings, 376–377
focusing scale explained, 247
FOMO syndrome, 34
Fothergill, Thomas, 696
Foucault, Léon (1819–1868), 816
four-thirds cameras, 465

the first one, 837
Fourier analysis, 1248
Fourier, Jean-Baptiste Joseph (1768–1830),

912
FOV, see field of view

fovea (yellow spot in the eye), 81, 84, 187
foveon image sensor, 337–338, 836, 841
frame rate, 1137
frameline mask (in a rangefinder), 385, 471,

718, 719
framing (an element of image composition),

952
Frank, Robert (1924–), 1299
Frazier, Charles (1950–), 691
frequencies of pixels, 863, 1247–1248, 1301
frequency domain, 914, 915, 918
From the Earth to the Moon (novel), 752,

825
front fill portrait, 1012, 1017
front-curtain sync, 224, 1137
Fuji DS-1P camera, 736, 835
Fuji GFX 50 medium-format camera, 282
Fuji Velvia 50 film, 1297
Fuji X-Pro1 camera, 216
Fuji X-T2 camera, 282
Fuji X-Trans color filter array, 329, 332
Fuji X100S Camera, 332, 614
Fujifilm Instax SP-2 mobile printer, 210
full electronic shutter, 227
full resolution plenoptic camera, 911–912
full-frame cameras, 341
full-frame sensors, 54, 282, 340, 550
Fuller, Richard Buckminster (1895–1983),

1127
function and its inverse, 1218, 1309
Funt, Allen Albert (1914–1999), 975
Fusion HDR (software), 1297
Futura, see APS (advanced photo system)
future camera, 71–73
Fyfe, Andrew (1792–1861), 825

G
G12 camera (Canon), 501
Gaedicke, Johannes, 827
Gagarin, Yuri Alekseyevich (1934–1968),

740
Galaxy NX (Samsung)

best camera, 70, 71
Gama, Vasco da (1460s–1524), 645
gamma compression (for tone mapping), 597
gamma correction, 337, 356–361, 597, 1137,

see also gamma transform
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and 18% gray, 361
color to grayscale conversion, 103

gamma transform, 1137
gamut, 96

definition of, 95, 180, 182, 1137
gapless microlenses, 305, 306, 839
Gardner, Sallie (horse), 757, 763, 764
Garo, John H. (1868–1939), 801
Gaudin, Marc Antoine Augustin

(1804–1880), 695
Gaulle, Charles André Joseph Marie de

(1890–1970), 803
Gauss image filter, 862
Gauss, Carl Friedrich (1777–1855), 121, 918
Gauthier, Solange (1901–1961), 801, 802
gear acquisition syndrome (GAS), 34, 47,

1156
opposite of FOMO, 34

gelatin (dry plate photography), 697, 749
GenArts Sapphire (software), 579
gender (roles of), 80, 761, 1300
geometric shapes (in image composition),

1076, 1078
George Eastman House (museum of

photography), 64
George Eastman House (photography

museum), 706
geotagging images, 4
Gerber, Andreas Friedrich (1797–1872), 824
Gershun, Andrey Aleksandrovich

(1903–1952), 830
GFX 50 medium-format camera (Fuji), 282
Gilbert, William Schwenck (1836–1911), 706
Gilchrist-Clark, Matilda Theresa (Talbot

1871–1956), 680
Gillette, King Camp (1855–1932), 203
gimbal

and monopod, 1289
definition of, 574
for 360 cameras, 576
in hyperlapse, 574
in moving time-lapse, 575
OSMO Mobile 3, 575

GIMP (software), 457
Girod, M. A., 695
Glaser, Donald Arthur (1926–2013), 876
Gleick, James (1954–), 1215
Glenn, John Herschel Jr. (1921–2016), 740
global shutter, 227

Globuscope panoramic camera, 227, 526
glossary of photographic terms, 1129–1146
glycerin in macro photography, 428
GND filter, see graduated neutral density

filter (GND)
Goddard, Paul Beck (1811–1866), 668
Gogh, Vincent Willem van (1853–1890), 978
Gola, Francesco (1981–), 452
golden hour, 956, 1042, 1279, 1304
golden ratio, 352–353, 954
golden rectangle, 353, 952, 954, 955
golden trio, see exposure
Goldstein, Je↵rey, 805
good photograph (extremely rare), 39
Goodwin, Hannibal Williston (1822–1900),

827
Google Earth (software), 15
Google Pixel 3 smartphone, 932–939
GoPro 5 camera, 502, 503
Gorby, Hannah Stilley (1746–?), 816
Gordon, Russell Manners (1829–1906), 696
gorilla tripod, 441, 443
Gould, Glenn Herbert (1932–1982), 1
Gould, Stephen Jay (1941–2002), 1356
GPS camera (Casio), 839
graduated neutral density filter (GND), 447,

451–453, 491, 616, 1040, 1281, 1290, see
also ND (neutral density) filter

and dynamic range, 453
in a TLR camera, 470
reverse, 452

graininess, 1137
Grant, Ted, 1152, 1178
graphical elements in photographs, 996–1002
graphical image, 411, 1177
Gratchev, Andrey (CHDK developer), 567
gray (neutral 18%), 53, 362, 364, 401, 404,

1129
and gamma correction, 361

gray (warm or cool), 87
gray balance, see white balance
gray card (18% card), 1137
gray level, 1137
gray world (AWB algorithm), 364
Gray, Elisha (1835–1901), 674
Gray, Jean-Baptiste Gustave Le

(1820–1884), 685, 689
grayscale (definition of), 1137
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grayscale converted to color, 101–108
in snapseed, 105, 1089

grayscale image, 1177
grayscale to color conversion, 105–110
great photographs (how to obtain), 14–21,

426
green and red colors, 417
green box (automatic mode), 261
Greengo, John (photographer), 63, 478, 677
grips, 435–436
Grissom, Virgil Ivan “Gus” (1926–1967),

740
Griswold, Victor Moreau (1819–1872), 691
group 3 fax compression, 1195
group 4 fax compression, 1195
group f/64, 781, 783, 790, 796, 829
guide to compact cameras, 1147–1157
Gull, William Withey (1816–1890), 762
Gunderson, Roger, 805
Gursky, Andreas (photographer 1955–),

1299, 1300
Guzy, Carol (1956–), 1299

H
H1 and H2 cameras (Hasselblad), 353, 1298
H5D-60 large sensor camera (Hasselblad),

1282
Haas, Ernst (1921–1986), 714
halftone image, 1138
halftone photograph, 826
halftones, 191–193
halftoning (and fax compression), 1197
Hallwachs, Wilhelm Ludwig Franz

(1859–1922), 321
Halsman, Philippe (1906–1979), 1299
hand gestures in digital cameras, 841
handheld techniques, 237–241, 622
Hangar 360 software for drones, 547
Harman, Alfred Hugh (1841–1913), 698
harsh lighting, 995
Hasemann, Wilhelm (1850–1913), 774
Hasselblad 1600F camera, 716, 831
Hasselblad film cameras, 1297
Hasselblad H1 and H2 cameras, 353, 1298
Hasselblad H5D-60 (large sensor), 1282
Hasselblad V line of cameras, 353, 1298
Haung, Y., 265
Hauron, Louis Arthur Ducos du

(1837–1920), 808, 819, 826

Hawking, Stephen William (1942–2018), xvi
Hazelden, Andrew, 581
HDR, see high dynamic range
HDR Darkroom (software), 637
HDR file format, 630
HDR look, 630
HDR PhotoStudio (software), 637
HDR software, 637
HDR+ (in Google smartphones), 930–932
heavy photographic gear, 30, 34, 46, 48, 213,

238, 436, 443, 462, 475, 532, 547, 548,
702, 711, 712, 736, 770, 1117, 1150, 1152

tripods, 1287
Hein, Piet (1905–1996), 161
Helicon Focus (focus stacking software), 283
Helmholtz reciprocity, 894, 895, 897, 898
Helmholtz, Hermann Ludwig Ferdinand von

(1821–1894), 84, 894, 1256
Herrmann, Klaus (HDR expert), 609
Herschel, John Frederick William

(1792–1871), 662, 674, 677, 678, 690,
750, 824

achievements, 693
Hertz, Heinrich Rudolf (1857–1894), 321
hex notation of colors, 87
hexadecimal numbers, 87
Hicks, Wilson (1897–1970), 789
hidden signature of photographer, 1012
high dynamic range (HDR), xii, xvi, 17, 55,

406, 566, 585–597, 609–638, 1138, 1151,
1170, 1281

100 frames, 846
a single photograph, 591, 615
and ISO-less cameras, 328
and modulo camera, 340
and time-lapse, 578, 635–636
HDR software, 637
history of, 823
in CHDK, 584
in image composition, 1076
many images?, 1297
radiance map, 627–630

high dynamic range (HDR+), 930–932
high image noise, 993, 994
high pass filtering, 923
high resolution (reason for), 1149
Hilbert space-filling curve, 1282
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Hill, Ronald A., 267
HIM (play), 462
histogram, xvi, 406–416, 1138

and contrast focusing, 394
and exposure compensation, 405
and focus stacking, 279
and image key, 633
binning, 414
cumulative, 416, 853
logarithmic, 411–413
luminance, 414
non-invertable, 416, 1285
of a raw image, 413
of few colors, 967
RGB, 414
varying exposure and brightness, 409, 410

histogram equalization, 416, 853–857
historical images, 808–811
history of Canon, 730–731
history of digital cameras, 733–734
history of lenticular arrays, 902
history of Nikon, 718–719
history of Pentax, 725–727
history of photography, ix, 643–843
history of photography in space, 738–742
history of photography timeline, 823–843
history of SLR, 716
history of smartphone cameras, 742–747
Hitchcock, Alfred Joseph (1899–1980), 147
HLS color model, 78
Hockney, David (1937–), 461, 646, 825, 1294
Holga camera, 506–507
Holmes, Oliver Wendell Sr. (1809–1894),

826
Honthorst, Gerard van (1592–1656), 611,

938
hood of a lens, 250, 434, 1117

funny shape, 434, 1286
Hoover, Herbert Clark (1874–1964) , 803
Horizon panoramic camera, 528
horizontal logarithmic histogram, 411
hospitality photographer, 27
hotshoe, 1138, 1293
Hough edge detection, 876–880, 913
Hough, Paul V. C., 876
Houston, David Henderson (1841–1906), 703
Hover Passport drone, 546
how to sell used photo gear, 47–50
Hoyle, Fred (1915–2001), 833

HSB (or HSV) Color Space, 98–99, 104
HSV color space, see HSB
Hubble Ultra-Deep Field (most important

image), 810
hue, 1138

definition of, 78
Hu↵man coding, 1195–1197

in JPEG, 1179
Hulcher, Charles A. (camera inventor), 527
Hulcherama panoramic camera, 527
human perception (nonlinear), 357
human tripod, 1288
human visual system, 78–94, 215

and the camera, 111–113
sharpening an image, 175, 880

humor as the subject of an image, 959
hybrid auto focusing, 478
hybrid shutter, 227
hybrid viewfinder, 216
Hydra Pro (software), 1297
hyperbola

eccentricity of, 1210
equation of, 1210

hyperbolic colors, 82
hyperbolic lens, 1210
hyperfocal distance, 19, 112, 287, 378

and DOF, 277, 1066
and fixed focus, 378
definition of, 287, 378, 1045
derivation of, 285–289, 296
estimate for, 289
estimate of, 291
of the pixel 3 camera, 938
practical methods for, 289–292
rule of thumb, 287, 289

hyperfocal scale on lenses, 376
hyperlapse, 574

with gimbal, 574
Hz (Hertz), definition of, 913

I
i8510 cell phone (Samsung), 746
IBIS (internal body image stabilization), 73,

484
Ibn Sahl (c. 940–1000), 132
ICC, see international color consortium
ICC color profiles, 182, 1138
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soft proofing, 183
ice-cube camera, 502
Ickes, Harold LeClair (1874–1952), 795
icon modes, see scene modes
Idempotence (definition of), 886
identifying locations of pictures, 6–7
Ilford Inc., 698
Illum camera, 900, 909–911
illustrator (Adobe), 1306
image

bi-level, 1177
binary, 852, 882
cartoon-like, 1177
continuous-tone, 335, 411, 1177
definition of, 58
discrete-tone, 411, 1177
DNG format, 372
few colors, 967, 972, 973
graphical, 411, 1177
grayscale, 1177
latent, 676, 681
noise reduction, 177
raw format, 368–372, 1283
redundancy of, 1175–1176
resolution of, 58, 1148–1149
stretching, 1231
synthetic, 411, 1177
types of, 1177–1178
variance of, 942

image blending, 857–859
image composition, xvii, 945–1101

bad?, 948, 949
balance, 1049, 1052, 1055–1058
color contrast, 1055, 1059, 1078
definition of, 945
elements of, 950–955
main subject, 945, 947, 951, 953, 966, 967,

994, 996, 1011, 1028, 1049, 1052, 1055,
1063, 1070, 1076, 1083

perspective, 1054
rules of, 950–955
subject and background, 1049
tiny world, 528
visual tension, 1055

image compression, 1247
PackBits, 1199–1200

image frequencies, 863, 1247–1248, 1301
image key, 632

image noise, 20, 232, 237, 259, 265, 299–309,
628, 1138, 1148, 1176

amplifier noise, 304
and print resolution, 191
and star trails, 1045
chroma, 304
dark noise, 303, 610
fixed pattern noise, 303
high, 993, 994
in low light, 935
in mist photography, 1304
luminance, 304
not on the Nikon D3, 838
photon shot noise, 303, 326, 610, 935
read noise, 326
readout noise, 303
reduction, 177

image output file formats, 365–372
image processing techniques, 848–894

convolution, 886–894
filters, 860–882
image blending, 857
point operations, 849–857

image reciprocity, 628
image sensors, see sensors

back-illuminated, 305, 321, 837
image sharing, 4, 738
image stabilization, 236, 598, 1138

2-axis, 479
5-axis, 479, 485, 494
and monopods, 1288
and tripods, 443
Canon IS lens group, 243, 244
in mirrorless, 478–479
in telephoto lenses, 240, 1272
sensor-shift, 479
shake reduction, 479

image stabilization (IS), 835, see also
vibration reduction (VR)

image transforms, 1182–1186
images (historical), 808–811
iMovie (Apple), 579
implied motion (in image composition), 953
impossible photography, 18, 966, 968
impulse (in image composition), 1073
impulse response (convolution kernel), 887
in front of (an element of image

composition), 1054
in-body image stabilization, 478
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index of refraction, 131, 257, 1204, 1206,
1207

infinite depth of field, 279, 1277
inflection point, 952
infrared cameras, 329, 512–514

night shot facility, 514
infrared contamination, 329
infrared filter (in image sensors), 329
inkjet color printing, 198
inkjet printing, 208–209
inkjet wars, 184, 204
Insstro 9-in-1 Phone Camera Lens, 738
insta repeat project, 948
Instamatic camera, 699, 832
integral photography, 828
intelligent algorithms, 944
intelligent recognition software, 944
internal memory bu↵er, 55, 230, 333, 585,

628, 1132
international color consortium (ICC), 1138
interpolating polynomials, 1237–1243
interpolation, 1229–1243

bicubic, 1229, 1237–1243
bilinear, 334, 335, 1236–1237
definition of, 1229

intervalometer, 1139, 1145
definition of, 577
in CHDK, 566

intrinsic attributes, 78
inverse of a function, 1218, 1309
iPhone, see Apple iPhone
iPhoneography, 838
iPhoto (Apple), 1283
IR contamination, 329, 513
Ireland, Kathy (1963–), 1207
iris, see aperture
irradiance, 262

and f-stop, 263
definition of, 214, 254, 262

IS (image stabilization), 236
ISO (image sensitivity measure), 20, 56,

299–309
6400 is special, 457
auto chosen by camera, 307, 308, 499
high, 987
part of exposure components?, 309

ISO (International Organization for
Standardization), 56, 299, 833, 1178

ISO 4,000,000, 842

ISO rule, 307
ISO standard, 833
ISO-less Cameras, 327–328
it’s all in the eye (image composition), 1063
ITU-R recommendation BT.601, 1180
ITU-T, 1195

and fax training documents, 1195
recommendation T.4, 1195, 1199
recommendation T.6, 1195, 1199

Ives, Herbert Eugene (1882–1953), 829

J
J-SH04, first mobile phone with a camera,

744–745
Janin, Jules Gabriel (1804–1874), 666
Jarvis, Chase (1971–), 734, 739
Jaussaud, Marie (1897–1975), 806
Jello e↵ect, 228, 229
Jennings, William Nicholson (1869–1946),

819
Jensen, Brooks (1954–), 14
Jeong, Joongwon Charles (1988–), 661
Johnson, John (1813–1871), 669
Johnson, Steve (1960–), 220
jokes in this book, 2, 6, 26, 76, 101, 172,

173, 238, 373, 504, 523, 535, 641, 656,
749, 756, 772, 908, 1067, 1100, 1151,
1155, 1173, 1194, 1221, 1273, 1278,
1285, 1296, 1300, 1306

Joyce , James Augustine Aloysius
(1882–1941), 978

JPEG, 1139
algorithm, 364, 1178–1192
and EXIF, 373
and luminance, 108, 1179, 1186
and luminance-chrominance, 108, 371
blocking artifacts, 1179
compared to raw format, 371
why use, 366–368

JPEG image files, 365–372
JPEG2000, 1139

K
KAF-50100 large sensor camera (Kodak),

1282
Kahn, Albert (1860–1940), ix, 828
Kahn, Philippe R. (1952–), 836
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Kajiwara, Kumao (Pentax founder), 725,
728, 828

Kajiwara, Takuma (1876–1960), 728
Karsh, Estrellita Maria Machbar, 802
Karsh, Yousuf (1908–2002), 610, 797–803,

1224, 1299
Keillor, Gary Edward “Garrison” (1942–),

1300
Keivom, James Lalropui, ix
Kelby, Scott (1960–), 95
Kellner, Carl (1826–1855), 711
Kennedy, John Fitzgerald (1917–1963), 787
Kepler, Johannes (1571–1630), 647, 823
kernel of a filter, 861, 887
Kerr, Douglas A., 523
Kertész, André (1894–1985), 1299
KeyMission 360 camera (Nikon), 576
kinetoscope (precursor of the movie

camera), 760
King, Ross (1962–), 752
King, William Lyon Mackenzie (1874–1950),

798–803
Kinkade, Thomas (1958–2012), 608
Kirsch edge detection operator, 875
Kirsch, Russell A. (1929–), 716, 736, 821,

832, 875, 1298
Kiss in Times Square (photo), 45, 787
Kitchin, Alexandra Rhoda (1864–1925), 771
Kodachrome film, 699, 830
Kodacolor negative film, 699, 830
Kodak, 699–711

bankruptcy of, 699, 707, 838, 840
slogan, 700, 705

Kodak AZ901 superzoom camera, 843
Kodak Brownie box roll-film camera, 699,

700, 827, 1298
Kodak camera, 699, 827
Kodak DC-25 camera, 737
Kodak DC40 camera, 700, 707, 835
Kodak DCS 460 camera, 742
Kodak Fling camera, 700, 834
Kodak Instamatic camera, 699, 832
Kodak KAF-50100 (large sensor), 1282
Kodak moment, 710
Kodak RGBW color filter array, 333, 1281
Kodak Stereo camera, 699, 832
Konica C35 AF camera, 374, 834
Konvas-Avtomat camera, 740
Kossoy, Boris (1941–), 674

Kost, Julieanne, 21
Kranzle, Thomas, 576
Kubrick, Stanley (1928–1999), 427
Kulawiec, Rich, 1157

L
L16 Light camera, 547–557, 842
La Dolce Vita (movie), 1162
Lab color space, see CIElab color space
Lacock Abbey (photography museum), 684
Lagrange polynomial, 1248
Land, Edwin Herbert (1909–1991), 831,

1298
Landers, Ann (1918–2002), 329
landscape mode, 1139, 1151
Lang, Andrew (1844–1912), 238
Lange, Dorothea (1895–1965), x, 299,

783–787, 1299
Langenheim, Frederick (1809–1879), 683
Langenheim, William (1807–1874), 683
Laplace image filter, 862
Laplace operator, 880–882
large prints, 179–181
Larkyns, Harry, 763
Lartigue, Jacques Henri (1894–1986), 1299
laser printer, 204–208
Lassaigne, Jean Louis (1800–1859), 824
lasting e↵ect of photography, 1266
latent image, 676, 681
latus rectum (of a conic section), 1222
Lavoisier, Antoine (1743–1794), 674
law of large numbers, 303, 935
LCD (definition of), 1139
LCD monitor, 1153
LCD viewfinder, 434, 436–437
Leaf Credo large sensor camera (Mamiya),

1282
leaf shutter, 221, 267, 268

in a TLR, 469
least time principle (and refraction), 132
Lebovitz, David, 161
LED (definition of), 1139
Lee, T. M. (Holga designer), 507
Leeuwenhoek, Antonie Philips van

(1632–1723), 645
left-handedness (rare), 1291
legal issues in photography, xvii, 36,

1159–1172
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Lego camera, 506
Leibniz, Gottfried Wilhelm von

(1646–1716), 674
Leibovitz, Anna-Lou “Annie” (1949–), 1299
Leica (Leitz Camera), 54, 138, 828, 831,

1298
history of, 711–715
not a mirrorless, 476

Leica IIIa rangefinder 35 mm camera, 787
Leica S (large sensor), 1282
Leitz Correfot camera, 374, 834
Leitz, Ernst I (1843–1920), 711–715
Leitz, Ernst II (1871–1956), 711–715, 828
lemon (color of), 81
Lenard, Philipp Eduard Anton von

(1862–1947), 321
LENR (long exposure noise reduction),

241–243, 1047
lens camera (for smartphones), 841
lens reversal in macro photography, 282,

429–434
LensAlign for microfocusing, 398–400
lenses, 135–173, 417–427

aberrations, 170–173
aberrations and the eye, 111
anaclastic, 1209
aspherical, 136, 1209–1223
catadioptric, 119, 448
cleaning, 348
compound, 143–145
concave, 140, 142
convex, 140
curvature, 257
cylindrical, 172
ellipsoidal, 1210
eyeglasses, 144
fast, 252
fisheye, x, 154–161
focusing scale, 247
for micro four thirds, 484
hood, 250, 434, 1117, 1139
hyperbolic, 1210
macro, 153
meniscus, 139, 1208–1209
micro 4/3, 484
mirror, 119
mount, 432
paraxial approximation, 1201–1202
plano, 139

portrait objective, 669
power of, 138, 258
radii sign convention, 1204
reflex, 119–124
sharpness of, 258–260
soft focus, 137
spherical, 136, 1203–1209
standard, 138
sweet spot, 260
thick, 141–143
tilt shift, xvi, 112, 161–168, 282, 473–476
transmittance of, 264
very fast, 254, 256, 379
Zeiss Planar 50mm f/0.7, 427
zoom, 146–147

lensless camera, see mirror camera, 670
lensmaker’s equation, 257, 258, 1202, 1209

and diopters, 138, 258
lenticular array in a plenoptic camera, 901,

902, 905–907
Leonard, Herman (1923–2010), 799
level shooting, 240, 241
Levoy, Marc (1953–), 64, 838, 1245
LG Renoir cell phone, 746
Liddell, Alice Pleasance (1852–1934), 689,

690, 749, 765–769
Liddell, Edith Mary (1854–1876), 749, 769
Liddell, Henry George (1811–1898), 769
Liddell, Lorina Charlotte (1849–1942), 749,

769
lifetime of a shutter, 465
light, 75–78

as the subject of a picture, 963, 1067
as the subject of an image, 956
the main ingredient of photography, 548
visible, 77

Light (L16 camera), 547–557, 842
light box (how to construct), 50–51
light field

and Panasonic ZS70, 488
origin of phrase, 830

light field camera
hand held, 838
lytro, 838, 840, 843

light field cameras, 378, 899–912
light field photography, 504, 828, 840, 841,

846
light meter, 1136, 1139
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light metering, 400–416, 1140
and exposure compensation, 404
center-circle, 401
center-weighted, 403
evaluative, 403
Nikon metering, 403
spot, 402

light painting, 376
lighting and photography, 1025–1048
Lightroom (Adobe), 10, 65, 1283

and tethering, 439
Lik, Peter (photographer 1959–), 1300
Lin, Chuan-kai, 335
Linaschke, Joseph, 738, 838
line

explicit representation of, 877
normal parametric representation of, 879

linear (definition of), 865
lines (element of image composition), 951,

1076
Lippmann, Jonas Ferdinand Gabriel

(1845–1921), 828
lithium-ion batteries, 1152
live preview, 463, 836, 839

and automatic focusing, 389
and shutter operation, 230

live view, 231, 463, see also electronic first
shutter curtain

and mirror lock, 231, 1275
and solar photography, 449
momentarily interrupted, 464
use of autofocus in, 389, 396

live view button, 1115
Llewelyn, John Dillwyn (1810–1882), 695
Lloyd, Gareth, 710
locking the focus, 380–382, 1137

in Nikon F6, 725
locking the mirror, 240, 260, 621, 723, 729,

732, 1140
LOCKSS (Lots of Copies Keeps Stu↵ Safe),

viii, 1170
Loengard, John (1934–), 467
logarithmic histograms, 411–413
LOMO camera, 508–509
lomography, 509

and Petzval lens, 669
rules of, 509
Spinner panoramic camera, 526

long exposure noise reduction, see LENR

Long Now Foundation, 6
long shutter speed, 222, 236, 239, 253, 346,

509, 573, 1267
Long, Ben (photographer), 63
long-exposure photography, 38, 236, 446,

449–458, 953
a secret, 457
combined with short exposure, 449, 454
no ND filters, 456
on a smartphone, 456
remove unwanted objects, 1290
ruined, 455
stars, 1290, 1291
with low perspective, 1002
with ND filters, 450
without filters, 1289

longevity of prints, 6, 186, 203–211
Longley, William Harding (1881–1937), 808
looney 11 rule, 235, see also sunny 16 rule
Lord of the Rings (novel), 587
Loren, Sophia (1934–), 787
Lothrop, Eaton S. (1930–2008), 63
loupedeck, a mouse alternative, 444–445
love as the subject of an image, 960, 961
low dynamic range (LDR), 609
low pass filtering, 923
low perspective photography, 43–45, 455,

1002–1010
in a pond, 986

low sun photography, 1067
low-key photography, 610
Lua scripting language, 563, 581
Lucas, George Walton, Jr. (1944–), 1169
Lucy, Leon B. (1938–2018), 928
Lumia 1020 phone (Nokia), 1149, 1306
Lumière brothers, Auguste Marie Louis

Nicolas (1862–1954) and Louis Jean
(1864–1948), ix, 654, 765, 828

luminance component of color, 103,
108–111, 1179–1182, 1186, 1189

definition of, 78
Luminance HDR (software), 637
luminance histogram, 414
luminance noise, 304
luminance-chrominance color space,

108–111, 371, 631, 633, 1179–1182
Luminar (software), 10
Luminar AI (software), 13
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Lumix DMC ZS70 camera (Panasonic),
485–488, 900

Lumix DMC-3D1K (Panasonic stereo
camera), 519

Lumix DMC-CM1 camera (Panasonic),
510–511

Lumix DMC-G1 camera (Panasonic), 477
Lumix DMC-G7 camera (Panasonic), see

Lumix DMC-G7, 228, 485, 488–494,
1111, 1119–1123

aspect ratios, 352
parts list, 1118–1122
time-lapse, 1122–1123

Lumix DMC-GM1 camera (Panasonic), 436,
482, 483, 1292, 1293

Lumix DMC-GM5 camera (Panasonic), 482,
1293

Lumix FZ1000 (Panasonic), 481
Lumix FZ2000 / FZ2500 (Panasonic), 481
Lumix FZ70 / FZ72 (Panasonic), 481
Lumix FZ80 / FZ82 (Panasonic), 481
Lutwidge, Robert Wilfred Ske�ngton

(1802–1873), 768
Luvelli, Jon (1971–), 1299
lux (unit of illuminance), 56
Lytro, 838, 840

end of, 843
Lytro camera, 504–505, 549, 840, 841, 847,

900, 909–911

M
M8910 Pixon12 (Samsung), 746
MacDonald, James Ramsay (1866–1937),

977
macro lenses, 153
macro photography, 3, 112, 427–434, 1139

and flash, 1154
and glycerin, 428
and illumination, 16
DOF and focal length, 262, 277, 374, 1284
lens reversal in, 282, 429–434
microfocusing, 398

macro rail, 428, 429
macrography, see macro photography, 1140
macrophotography, see macro photography
Maddox, Richard Leach (1816–1902), 697,

826
Magellan, Ferdinand (1480–1521), 645
magenta (a non-spectral color), 82, 84

magic hours (for photography), 1042
magic lantern, 561
magnification (definition of), 140, 1086
Mahoney, Christopher, 791
Maier, Charles (1892–1968), 806
Maier, Vivian Dorothy (1926–2009),

803–808, 1299
main subject in image composition, 945,

947, 951, 953, 966, 967, 994, 996, 1011,
1028, 1049, 1052, 1055, 1063, 1070,
1076, 1083

Maisel, Jay (1931–), 1299
makeup products for portrait photography,

1024
Maksutov, Dmitry Dmitrievich (1896–1964),

124
Maksutov-Cassegrain telescope, 124
Maloof, John (1981–), 803–805
Mamiya Leaf Credo (large sensor), 1282
Mamiya RZ67 camera, 809
Manley, Scott (1947–), 740
Mann, Paul Thomas (1875–1955), 761
manual focusing, 374–378
manual mode, 236, 261, 1276

creative use of, 236
in a film camera, 735

manual white balance, 10, 363, 1031
Mapplethorpe, Robert (1946–1989), 1299
Marey, Étienne-Jules (1830–1904), 764
Mark, Mary Ellen (1940–2015), 1299
Martens, Friedrich von (1809–1875), 527
Martin, Charles (photographer), 808
mass tone (of a color), 86
Massey, Charles Vincent (1887–1967), 800
matched filter (in signal processing), 916
matching colors, 1001, 1083
Mather, Margrethe (1886–1952), 782
Matisse, Henri Émile Benôıt (1869–1939),

779
Matlab software, properties of, 1183
matrix metering, 1140

in HDR, 622
Matsumoto, Saburo, 725
Maurisset, Théodore (1834–1859), 671
Mavica camera, 834
maximum (image filter), 865
Maxwell, James Clerk (1831–1879), 818,

825, 1298
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Maxwell-Lyte, Farnham (1828–1906), 695
Maxxum camera, 834, 1298
Mcgee, Michael, v
ME-F camera (Pentax), 374, 834
ME20F-SH (Canon), 842
Mead, Carver Andress (1934–), 338
median (image filter), 865, 882, 883
Meegeren, Han van (1889–1947), 173
Mees, Charles Edward Kenneth

(1882–1960), 707
megapixel, 1140
Megaskope camera, 527
MegaVision Tessera camera, 736
melainotype, see tintype
meniscus lens, 139, 1208–1209

in the Diana camera, 507
menus of cameras, 1123–1127
Menzel, Adolph Friedrich Erdmann von

(1815–1905), 774
Mesdag, Hendrik Willem (1831–1915), 653
mesopic vision, 84
metadata, 369
metaphors (as a compositional tool), 1063,

1066
Mexican hat filter, see Laplace image filter
MFT, see micro four thirds (MFT)
Michelangelo, see Buonarroti
micro 4/3 lenses, 484
micro four thirds (MFT), xvi, 477, 481–496,

1292, 1293
dream camera, 72
lens availability, 484

microfocusing and LensAlign, 398–400
microlens (in image sensors), 324, 329

gapless, 305, 306, 839
micron (definition of), 338, 344, 350, 355,

1149, 1228
microstepping, see sensors, multishot
Miethe, Adolf (1862–1927), 827
Migrant Mother (photo), x, 783, 785
MILC (mirrorless interchangeable-lens

camera), 476–478, 724, 835, 837
miniature (photographic e↵ect), 58, 112,

165, 282
miniature and spy cameras, 532–533, 1159
minimalist photography, 967, 971, 972, 1062
minimum (image filter), 865
Minolta 9xi camera, 835
Minolta DiMAGE 7 camera, 347

Minolta vectis camera (APS), 708
Minox subminiature camera, 532, 830
miracle year of photography (1839), 643,

681, 824
mirror (color of), 82, 1268
mirror (dust on), 348
mirror camera, 670, 825
mirror lens, see reflex lens
mirror lock, 621, 723, 729, 732

and live view, 231
mirror mechanism (in an SLR), 465–467
mirror selfie, 1022, 1023
mirror slap, 231
mirror tunnel, 1268
mirroring as an image composition tool, 986
mirrorless system camera (MSC), 476, 1299

and shutter shock, 231
di↵erences between DSLRs, 478–480
no light leaking, 454

mirrors
cleaning, 1282
concave, 461
in photography, 119–130, 468
parabolic, 1270
pellicle, 218, 467
stereo photography with, 521, 900

mist photography, 975–986
and image noise, 1304

Mitarai, Takeshi (1901–1984), 730
mobile devices cameras, 220
modem, 1195
modes (of a camera), 261–262

Canon 5D Mark II, 1113
Illum, 911
sensor cleaning, 349

modopocket tripod, 441
Modotti, Tina (1896–1942), 782
modulo camera, 340
Moir, James Roderick (aka Vic Reeves

1959–), 35
Moiré pattern, 329, 356, 933, 1140, 1312
monopods, 439–443, 1140, 1289

advantages of, 1288
shooting gorillas?, 443

Monroe, Marilyn (1926–1962), 787
mood (an element of image composition),

954
moon (angle of view), 1285
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moon (photographing), 312, 824, 825, 1278,
1280

Moore’s law, 710
Morgan, John Pierpont Sr. (1837–1913),

799
Moriarty, Liane (1966–), 1040
morphological filters (image processing),

882–886
Morse, Peter (chronopanorama), 1295
Morse, Samuel Finley Breese (1971–1872),

669, 824
Morton, Kate (1976–), 45, 532, 752
mosaic sensor (in a camera), 329
most common photograph, 809
most di�cult parts of photography, 18–19
most expensive photograph, 1300
most important image ever, 810
motion detection (in CHDK), 598–600
mouse (computer), 444–445
movie camera (invention of), 533
moving time-lapse, 575

with gimbal, 575
Moza Guru360Air gimbal, 576
MP, see megapixel
MPO (multi picture object) file, 499
multi-pattern metering, 1140
multi-point focusing, 1140
multi-zone focusing, 1141
multiple exposures, 987, 1289, 1304

and panorama, 528
noblex camera, 527
preventing, 714

multiply mode in Photoshop, 107
multishot sensors, 353–356, 932
muscle tremor

and camera shake, 244
as a sine wave, 244

mustache distortion (lens aberration), 173
Muybridge, Eadweard (1830–1904), 112,

756–765, 791, 826
Muybridge, Florado Helios (Floddie,

1874–1944), 756
myopia (shortsightedness), 144
myths of photography, 36–38

N
N8 cell phone (Nokia), 746
N86 cell phone (Nokia), 746
N90 cell phone (Nokia), 746

Nadar, see Tournachon, Gaspard-Félix
Nakash, Aziz George (1892–1976), 801
naming and archiving images, 4–6, 1170
nanometer (definition of), 108, 1141
Nariakira, Shimazu (1809–1858), 817
natural lighting, 1025–1048
nautical twilight, 1036, 1041
ND (neutral density) filter, 17, 215, 252,

253, 268, 446–458, see also graduated
neutral density filter (GND)

and CHDK script, 589
and low perspective, 1002
instead of electronic shutter, 1275
marking of, 454
step rings for, 455

near-focal-plane shutter, 703
Ne↵, Peter (1827–1903), 691
negative space of an image, 953, 1062, 1078
neighborhood of a pixel, 860, 883
Neubronner, Julius Gustav (1852–1932), 508
neutral axis (of RGB cube), 104
neutral balance, see white balance
neutral color, 362
neutral gray (18%), 53, 362, 364, 401, 404,

1129
and gamma correction, 361

Newhall, Beaumont (1908–1993), 663, 795
Newton, Helmut (1920–2004), ix
Newton, Isaac (1642–1727), 75, 121, 255,

674, 823
Newtonian telescope, 121
Nexia, see APS (advanced photo system)
Nexus smartphones (Google), 930
Ng, Yi-Ren (1979–), 838, 909
Niépce, Isidore (1805–1868), 651, 659, 660,

823, 824
Niépce, Joseph Nicéphore (1765–1833), 649,

665, 674, 812, 823
night mode, 1151
night sight (in the Pixel 3 smartphone),

935–939
night vision cameras, 514–517

how to make, 516
Nikon (history of), 718–719
Nikon 1 camera, 831
nikon camera menus, 1126
Nikon Coolpix P510 camera, 480
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Nikon Coolpix P900 superzoom camera,
481, 842

Nikon Coolpix S800c camera, 840, 1156
Nikon D1 camera, 737, 836
Nikon D3 camera, 838
Nikon D800 camera (36 Mpixels), 1149,

1306
Nikon D850, 69
Nikon D90 camera, 839
Nikon F camera, 716, 719–725, 832

in space, 741
Nikon F3AF camera, 374
Nikon KeyMission 360 camera, 576
Nikon metering, 403
Nikonos Calypso (underwater camera), 833
Nimoy, Leonard Simon (1931–2015), 944
Nin, Angela Anäıs Juana Antolina Rosa

Edelmira y Culmell (1903–1977), 1076,
1209

Noblex panoramic camera, 527
nodal points in a lens, 141, 143
Nokia 808 pureview, 150, 746

41 Mpixel sensor, 152
Nokia Lumia 1020 phone (41 Mpixels), 747,

1149, 1306
Nokia N8 cell phone, 746
Nokia N86, 746
Nokia N90 cell phone, 746
non-objective photography, see abstract

photography
nonlinear filters (image processing), 865–882
Norris, Richard Hill (1830–1916), 696
Northrup, Tony (1974–), 457
Noskowiak, Sonya (1900–1975), 783, 796
not a joke, 97, 436
Nude Descending a Staircase, No. 2, 996
number of photos taken each year, 738, 740
Nyquist, Harry Theodor (1889–1976), 1245

O
O’Kee↵e, Georgia Totto (1887–1986), 772,

779
O’Rear, Charles (photographer, 1941–), 809
object detection, 944
OIS (optical image stabilization), 236
Okura, Albert (1951–), 1100
Oloneo (software), 1297
Olsen, Kenneth Harry (1926–2011), v
Olympus E-1 camera, 837

Olympus E-10, 836
Olympus E-330 camera, 464
Olympus MD series micro 4/3 cameras, 92
Olympus OM-D camera, 485, 494–496
One-Shot, see phase detection
open-loop model, see phase detection, 390
opening (an element of image composition),

952
opening an image (image processing), 886
optical lowpass filter, see anti-aliasing filter
optical viewfinder (OVF), 464

definition of, 215, 1141
features of, 216

optical zoom, 150, 1141, 1150
optics, 113–173

definition of, 113
ordered dither, 194–196
organic shapes (in image composition), 1078
orientation sensor, 1141
orthochromatic black and white film, 827
orthogonal transform, 1182
orthonormal matrix, 1183
Orton e↵ect, 1012
Orton, Michael, 1012
OS X (Apple), 1283
osculating circle, 1215
OSMO Mobile 3 gimbal, 575
OSS (optical steady shot), 236
Ostermeier, Johannes, 829
outlier (definition of), 365
output file format, 365–372
overrides in CHDK, 571–574
owl smart dashcam, 537
oxymel, Llewelyn’s dry plate process, 696

P
PackBits image compression, 1199–1200
palette, 1141
Palmer, George (trichromatic theory of

color), 84
Panasonic Lumix DMC-GM1 camera, 1292
Panasonic Lumix DMC-GM5 camera, 1293
Panasonic Lumix DMC-3D1K, 519
Panasonic Lumix DMC-CM1, 510–511
Panasonic Lumix DMC-G1 camera, 477
Panasonic Lumix FZ1000, 481
Panasonic Lumix FZ2000 / FZ2500, 481
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Panasonic Lumix FZ70 / FZ72, 481
Panasonic Lumix FZ80 / FZ82, 481
panchromatic black and white film, 827
panning, 1141

as candid photography, 975
definition of, 996
DOF is irrelevant, 274
lowest-yield photography, 262, 996
origin of, 996

Panono panoramic camera, 530
panorama, 1141, see also vertorama

360-degree, 842
and image blending, 857
and multiple exposures, 528
chrono, 528, 1295
definition of, 56, 653
how to shoot, 57
in a thick lens, 143
in a TS lens, 57, 162
planar, 525
rotating center, 143, 522–525, 1116
slit-scan, 528, 529
time-lapse, 528
tiny world, 528–530
very wide, xii

panoramic cameras, 521–532
timeline of, 823

Panoscan panoramic camera, 526
Pantone 448 C (ugliest color), 1269
Pantone PMS color system, 88
paper for printing, 184

fiber, 186
glossy, 174, 184, 190
luster, 184
matte, 184, 190
semigloss, 184

paperless o�ce, 203
parabola (definition of), 1269
parabolic mirror, 1270
parallax, 1141
parallax error, 218

in a mirrorless camera, 477
in a rangefinder, 472
in a TLR, 468, 470
in an OVF, 215
in panorama, 522, 1116
not in SLR, 465

parametric cubic polynomial (PC), 1238

parametric representation of curves,
1213–1215

paraxial rays, 1204
parchment (printing on), 6, 174
parfocal lens (true zoom), 146
Parulski, Kenneth A., 744
PASM, see modes (of a camera)
peephole (as a fisheye lens), 161
pel (fax compression), 58, 1195
pel (synonym of pixel), 1226
pellicle mirror, 218, 467
pentamirror, 119, 135, 216

in a TLR camera, 470
pentaprism, 134–135, 716, 832

in a TLR camera, 470
in the Asahi Pentax SLR, 727

Pentax 645D (large sensor), 1282
Pentax 645N camera, 836
Pentax Asahiflex II, 716, 832
Pentax history, 725–727
Pentax III camera, 832
Pentax ME-F camera, 374, 834
Pentax Spotmatic camera, 833
perfect photo, 1110
peripheral illumination, see vignette
persistence of vision (and the zoetrope), 758
perspective, 1141

center of, 143, 522, 1116
in image composition, 1054
invention of, 645

perspective (an element of image
composition), 953

perspective projection, 523–525
Peterson, Bryan (photographer), 63
Petzval’s portrait objective lens, 669
Petzval, Josef Mikza (Max 1807–1891), 170,

669
Phantasmagoria (book), 770, 1308
Phantom (most expensive photograph),

1300
phase detection (autofocusing), 387–391

in mirrorless, 478
Phocus (Hasselblad software), 356
phonograph (invention of), 533, 1243
Photo CD system (Kodak), 700, 835
photoelectric e↵ect (used in image sensors),

321
photogenic drawing (Talbot’s early process),

681
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photoglyphic engraving (Talbot’s
photographic process), 684

photographer
hobbyist, 1292
amateur, 339, 371, 1148, 1153, 1292
armchair, 14, 19, 21, 41
aspiring, 221, 262
bad, viii
beginner, 247

worst mistake, 33
block, 40
candid, 975
career of, 1152
casual, 260
competent, viii
demanding, 325
do it yourself, 345, 347
enthusiastic, ix, 559, 1153, 1292
experienced, 16, 235, 262, 403, 480
good, 14, 262
great, 14, 22, 262
hidden signature of, 1012
hospitality, 27
inexperienced, 496
lazy, 1067
legs of, 522
maestro, 262
mediocre, 14
midlife crisis, 40
mist, 980
patient, 18, 966
pioneers, 823
portrait, 342, 1012
product, 50
professional, 5, 22–26, 401, 504, 1142, 1157

secrets of, 1010, 1013–1016
purist, 454
self-curated, 27
semi-professional, 1292
serious, 342, 439
skilled, 368
street, 210, 308, 784, 805, 829, 830
traveling, 210, 1287
visual story teller, 23
wears black, 1268
worst nightmare, 19

photographers
Alfred Eisenstaedt (1898–1995), 787
Alfred Stieglitz (1864–1946), 772

Ansel Adams (1902–1984), 789
bad habits of, 38–39, 1266
Dorothea Lange (1895–1965), 783
Eadweard Muybridge (1830–1904), 112,

756
Edward Steichen (1879–1973), 779
Edward Weston (1886–1958), 781
Gaspard-Félix Tournachon (1820–1910),

740, 752
Julia Margaret Cameron (1815–1879), 748
Lewis Carroll (1832–1898), 765
need critique, 64
passionate, 24
salaries, 22
Vivian Maier (1926–2009), 803
Yousuf Karsh (1908–2002), 797

photographic gear (selling of), 47–50
photographic memory (a misnomer), 90
photographs

historical, 808–811
how to obtain great ones, 14–21, 426
most common, 809
most expensive, 810, 1300
perfect, 1110

photography
abstract, 972, 974
analog and digital, xiii–xv
annus mirabilis, xii, 649, 733
astronomical, 448, 826
bu↵ (enthusiast), 1153
candid, 972–977
chiaroscuro, 609–610
close-up, 428
coded, 847–848
common mistakes, 32–33
computational, xvi, 4, 70, 456, 845–944
contemplative, 41
definition of, viii
digital revolution, 735–738
femto, 840
fog and mist, 975–986
haze, 978
history of, ix, 643–843
impossible, 18, 966, 968
in cold weather, 443, 1288
in space, 738–742
integral, 828
is a numbers game, 262
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is all about light, 14, 75, 1066
its most di�cult parts, 18–19
lasting e↵ect of, 1266
legal issues, xvii, 36, 1159–1172
literal?, 1063
long exposure, 449–458, 953
low perspective, 43–45, 455, 986,

1002–1010
low sun, 1067
low-key, 610
lowest-yield shots, 262, 996
macro, 112, 427–434
minimalist, 967, 971, 972, 1062
miracle year of (1839), 643, 681, 824
mist and fog, 975–986
myths of, 36–38
of the moon, 312, 824, 825, 1278, 1280
of the sun, 1279
origin of name, 678, 693
origin of term, 1
pioneers of, v, 54, 643–808, 824, 826
rain, 978
recent, x–xii
rule of large numbers, 46
rules of, 20, 234, 235, 260–262, 426, 438,

947, 996
secret, 975
solar, 449
sports, 18, 22, 237, 238, 307, 342, 376,

426, 435, 465, 620, 722, 747, 966, 967,
1148, 1287–1289

stone age of, 368
sunrise and sunset, 951, 1036–1040, 1066,

1305
twilight, 242, 791, 795, 1011, 1040–1042
wildlife, 45
without a memory card, 42
worst mistake, 33

photojournalism (and the Leica), 829
photomacrography, see macro photography,

1140
Photomatix (software), 588, 591, 597, 634,

637
photomic viewfinder, 721
photomicrography, 697, 1141
photon, 76

energy of, 76
origin of name, 321

photon shot noise, 303, 326, 610, 935

photopic vision, 81, 84
photos taken each year, 738, 740
photoshop (Adobe), 65, 99, 336, 579, 835,

1283
and blurring, 864
and HDR, 625
blending modes, 107
blurring filter, 313
curves, 938
ecstasy of, viii, 1083

Photoshop CS5 HDR Pro (software), 637
photosites, 223, 1141

as a bucket, 321, 339, 555, 610
as analog devices, xiii
black level, 610
color blind, 329
definition of, 321
each is a pixel, 329
size of, 344, 350, 355, 1149, 1228
smallest detail, 1248
submicroscopic, 480
white level, 610

physautotype (early photographic process),
658

Picasso, Pablo Diego José Francisco de
Paula Juan Nepomuceno Maŕıa de los
Remedios Cipriano de la Sant́ısima
Trinidad Clito Ruiz y (1881–1973), 778,
779, 996

picoliter (volume of ink droplets), 190
Picturenaut (software), 637
piezo actuator, 355, 1282
piezoelectric e↵ect, 355
piezoelectricity in inkjet printers, 208
pigeon camera, 508
Pillsbury, Arthur Clarence (1870–1946),

828, 829, 1300
pinching (finger gesture for zoom), 553, 932
pincushion distortion (lens aberration), 173,

1141
pinhead camera, 506
pinhole camera, 459–462, 505–506, 823, see

also camera obscura
and light field, 902
infinite DOF, 275, 1277
small aperture, xii

pioneers of photography, v, 54, 643–808,
824, 826
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PISM modes (Illum), 911
pitch (direction of), 243
Pius VII (Pope), 651
pivoting for a panorama, 522–525
Pixel 3 smartphone (Google), 932–939
pixel binning, 150, 151
pixel correlation, 925, 934, 1176, 1181, 1185,

1295, 1301
pixel oversampling, 151
pixel peeping, 1086–1087
pixel shift, see sensors, multishot
pixel vignetting, 254
pixelation, 1141
pixels, 58–60, 1141

and pointillism, 59
dead, 345
decorrelated, 1176, 1182
definition of, 58
density of, 344–347
geometry of, 1227
large, 186
origin of term, 59
peeping, 1086–1087
pitch of, 91, 517, 1227

Planck, Max Karl Ernst Ludwig
(1858–1947), 977

planning a photo session or trip, 15
plano lens, 139
plenoptic camera, 504, 549, 828, 835, 846,

902, 905–912
full resolution, 911–912

Plimpton 322 (clay tablet), 6
pluto trigger (remote shutter release), 438
PM8920 cell phone (Sprint), 746
pocket drone, 546
Pohorylle, Gerta (Gerda Taró 1910–1937),

1299
point of view, 954

element of image composition, 15, 112,
950, 1011, 1052

low perspective, 43, 455, 1002
point operations (image processing),

849–857
point spread function of a lens, 903, 907
point-and-shoot, see compact cameras
pointillism, 59
points (cross correlation of), 1183
Poisson distribution, 326
Poitevin, Adolphe Louis (1819–1882), 689

Polacolor, color instant film, 832
Polaroid

bankruptcy of, 836
history of, 831

Polaroid Spectra camera, 385
Polaroid SX-70 camera, 374, 385, 833, 834
polynomials

bicubic, 1241
definition of, 1237
interpolating, 1237–1243
parametric cubic, 1238
parametric representation, 1238

Ponton, Mungo (1801–1880), 825
poor man’s fisheye lens, 161
poor man’s large printing, 180
Popsys, James, 1073, 1083
Porta, Giambattista della (1535–1615), 506,

647
portable printers, 210–211
Portal panoramic lens system, 531
portrait

front fill, 1012, 1017
hints, 1023
mirror, 1022, 1023
profile, 1018, 1021
pseudo silhouette, 1018, 1020
self, 1020
sharpening the image, 177
silhouette, 1020
three points, 1018, 1019
three-quarter, 15, 1012, 1018

portrait (lighting of), 1012–1022
portrait mode, 1139, 1151
positive (preferred to negative), 571
positive space of an image, 953
positive-shutter-lag (in Google Pixel

cameras), 937
post focus mode, 488, 900
post-shutter delay, 1150
posterization, 359
posterizing (image processing), 849
PostScript, 204
Pound, Ezra (1885–1972), 1146
power of a lens, 138, 258
Powershot SX280 HS (Canon), 563
PowerShot SX70 HS (Canon), 481
PPI (pixels per inch), 186, 188–189, 735,

1142, 1226, 1273
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Prévost, Pierre (1764–1823), 653, 654
prairie dog (as a photo subject), 1267
pre-flash, 1142
pre-shutter delay, 1150
Prewitt edge detection operator, 873
Priestley, Joseph (1733–1804), 674
prime lens, 1142
principle of least time (and refraction), 132
Prinsep, Henry Thoby (1792–1878), 750
printers

dye sublimation, 209
Fujifilm Instax SP-2, 210
inkjet, 208–209
laser, 204–208
necessary?, 203
portable, 210–211
silver halide, 210

printing images, 173–191
color printing, 180
oversharpening, 177
print dialog box, 177
resizing, 177

printing in color, 198
prints (large), 179–181
prints, longevity of, 6, 186, 203–211
product photographers, 50
professional photographer (how to become

one), 22–26
profile portrait, 1018, 1021
program mode P, 261, 1142
program shift, 233, 405
prosumer cameras, see bridge cameras
Proust, Marcel Valentin Louis George

Eugene (1871–1922), 60
pseudo silhouette, 1018, 1020
Ptolemy, Claudius (c. 100–170), 132
Puchberger, Joseph, 527
pure color, 78, 104
PureView (Nokia digital zoom), 150
purple (a non-spectral color), 82, 193
Pynchon, Thomas Ruggles Jr. (1937–), 1163

Q

qualia, 79
quantization

image transform, 1182
in JPEG, 1186–1187

quantum e�ciency (QE), 321

QuickSnap (Fuji camera), 1298
QuickTake 100 camera (apple), 700, 737,

835
QuickTime Pro (Apple), 579
QV-10 camera (Casio), 737, 836

R
R-D1 camera (Epson), 477, 724, 837
Rényi, Alfréd (1921–1970), 373
radiance map (HDR), 627–630
radius of curvature

of a conic section, 1216, 1217
of a curve, 1215
of an ellipse, 1213, 1215, 1217

rain photography, 978
use a plastic bag, 978

rainbow colors, 255, 984
rangefinder, 216, 1142

definition of, 218, 470
rangefinder cameras, 218, 470–472, 719

Epson R-D1, 837
rapid eye movements, 84
raster order scan, 1182
raster scan in a laser printer, 204
raw conversion (in raw image files), 333, 628
raw image files, 365–372, 1142, 1283

histogram of, 413
raw image format, 368–372
Ray Donovan, an American television crime

drama series, 1268
ray tracing (shading), 895
Ray, Man (Emmanuel Radnitzky

1890–1976), 748, 1299
razor and blades business model, 203
RDC-1 camera (Ricoh), 836
read noise, 326
Reade, Joseph Bancroft (1801–1870), 824
readout noise, 303
real image (convex lens), 140
rear-curtain sync, 224, 1143
Rebel T3i (Canon), 135
recent progress in photography, x–xii
reciprocal pairs (aperture, shutter speed),

232
reciprocity of images, 628
recomposing (an image), 381, 382
red and green colors, 417
red-eye, 1142



Index 1347

reduction mode, 1143
reduction of image noise, 177
reflecting telescope, 120
reflection, 119–130, 1270

as a compositional tool, 986–990
as an image composition tool, 986
from a mirror, 125–130
from a spoon, 130
not an exact copy, 124, 126, 127

reflex lens, 119–124, 448
refocusing in a plenoptic camera, 900, 908,

909
refraction, 77, 130–173

and depth of field, 270
coe�cient, 131

refractive index, 1143
Reid, Taylor Jenkins, 1052
relativity, special, 1296
Rembrandt lighting, 1017
remote shutter release, 437–439, 1052

pluto trigger, 438
with WiFi, 438, 440, 454

remote shutter switch (in CHDK), 600–603
Renoir cell phone (LG), 746
replacing a background in snapseed, 1097
replicating pixels for bitmap scaling,

1231–1233
resolution

addressability?, 189
as density, 1226
definition of, 57, 89, 1143
of images, 1148–1149
of images (defined), 58, 186, 735
of images (importance of), 59
of the eye, 86, 89–91

resolving power of the eye, 187, 271, 274
retina (in the eye), 81
retouching, 1143
reverse GND filter, 452
RGB

color model, 78, 98, 1143
cube (neutral axis), 104
reasons for using, 81
why red, green, and blue?, 84

RGB histogram, 414
RGBE, see Sony RGBE color filter array
rgbe scheme, 630
RGBW, see Kodak RGBW color filter array

Rhein II (2nd most expensive photograph),
1300

Richardson, William Hadley, 928
Ricoh RDC-1 camera, 836
rings (focusing), 376–377
RLE (run-length encoding) and Group 3

codes, 1196
Roberts edge detection operator, 870–871
Roberts, Irmin (cameraman, 1904–1978),

147
robust (AWB algorithm), 365
Rockwell, Ken (photographer, 1962–), 67,

95, 259
Rodin, François-Auguste-René (1840–1917),

764
rods (photoreceptor cells), 81
Roestraten, Pieter Gerritsz van

(1630–1700), 461, 1291
roll (direction of), 243
roll film (invention of), 826
Rolleiflex TLR camera, 468, 829

Vivian Maier’s, 805
rolling shutter, 227
Roman numerals, 913, 1182
Romano, Raymond Albert (1957), 1268
Romeo and Juliet (play), 1308
Roosevelt, Franklin Delano (1882–1945), 797
Rosetta Disk, 6
Rosetta project, 6
Rosetta stone, 6
rotating cameras, 227, 526–527
Rothkranz, Markus (photographer, 1962–),

19, 437
Roundshot panoramic camera, 526
rule of large numbers, 46
rule of odds (in image composition), 954,

1054
rule of thirds, 1011, 1070–1072

and symmetry, 950, 1054
and the Bliss image, 809

rule of three (in image composition), 1054
rules of image composition, 950–955
rules of thumb

hyperfocal distance, 287
image composition, 947
shutter speed, 236, 240, 1284
to freeze motion, 1284
tripods, 236

run-length encoding (RLE), 1187, 1196
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Russell, Charles (1820–1887), 696
RX0 II camera (Sony), 503
RX10 camera (Sony), 1272
RZ67 camera (Mamiya), 809

S
S1-IS camera (Canon), 724, 837
S110 camera (Canon), 233, 1156
saccade (definition of), 84
saccadic eye movements, 84
Sagan, Carl Edward (1934–1996), 1249
sagittal (definition of), 171
Saint Victor, Claude Félix Abel Niépce de

(1805–1870), 685, 695
Sala, Angelo (1576–1637), 648
sales trends of cameras and iPhones,

738–739
Salgado, Sebastião Ribeiro (1944–), 1299
Salomon, Erich (1886–1944), 975, 977
sampling theorem (Shannon-Nyquist), 259,

747, 847, 1243–1248
Samsung Galaxy, 840

external lenses, 738
Samsung Galaxy NX, 70, 71
Samsung i8510 cell phone, 746
Samsung M8910 Pixon12, 746
Samsung SCH-V200 flip cell-phone, 744
Sandburg, Carl August (1878–1967), 780
Sanyo SCP-5300 cell phone, 737, 745, 837
sashalite (flashbulb), 829
Sasson, Steven J. (1950–), 699, 707,

710–711, 733, 736, 833, 1298
saturation (of color), 82, 1143

and color conversion, 103
definition of, 78, 103

Saville, Matthew, 262
Sayce, Benjamin Jones (1837–1895), 696
scales of depth of field, 297–299
scaling an image, 1229–1236
scene modes, 57, 235, 993–996, 1143
SCH-V200, Samsung cell phone, 744
Scheele, Carl Wilhelm (1742–1786), 674
Scheimpflug intersection, 475
Scheimpflug principle, 165, 473, 475
Scheimpflug, Theodor (1865–1911), 475
Scheiner, Julius (1858–1913), 308
Schirra, Walter Marty Jr. (1923–2007), 741
Schmidt camera, 123

Schmidt, Bernhard Woldemar (1879–1935),
122

Schmidt-Cassegrain telescope, 123
Schueckler, James, 744
Schulze, Johann Heinrich (1687–1744), 648,

649, 823
Schwarzschild constant, see conic constant
scotophorus (photo-sensitive compound),

823
scotopic vision, 81, 84
SCP-5300 cell phone (Sanyo), 737, 745, 837
screen (articulating), 217–219, 437, 1002,

1052
in an action camera, 502

SD (Secure Digital) memory card, 836, 1143
class 10, 1151
eye-fi, 1155
FlashAir Wireless, 1155
locking, 566
reformat, 1143
transferring files from, 1143

SD1100 camera (Canon), 581
SD790 IS camera (Canon), 498
SD800 IS camera (Canon), 159, 498, 560,

572, 1315
SD9 camera (Sigma), 338, 836
Seattle time-lapse, 576
secret photography, 975
security cameras, 540–543
selective cloning, 236
self portrait, see selfie
self timer, 58, 1143
self-luminous colors, 83
selfie (a self-taken photograph), 218, 438,

443, 485, 488, 744, 814, 842, 1020, see
also slofie

with a gimbal, 575
selfie drone, 546
selling used photo gear, 47–50
Selpic S1 inkjet printer, 209
semi-automatic iris, 1144
Seneca, Lucius Annaeus (54 b.c.–a.d. 39),

26
sensel (sensing element), see photosite
sensor-shift (2-axis) image stabilization, 479
sensors, 321–361, 1138

and field of view, 424
APS-C, 710
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APS-H, 710
APS-N, 710
as analog devices, xiii
aspect ratio, 351–353
Bayer pattern, 331
CCD, 321
circular, 72, 251, 1276
CMOS, 321
color blind, viii, 329, 1095
current, xii
curved, 123, 170
dimensions of, 282, 339–347, 1154
dust cleaning, 345, 347–351, 1127

no compressed air, 345, 350
Fuji GFX 50, 282
full frame, 54, 282, 340, 550
huge, 842
infrared filter, 329
iPhone 6s, 747
multishot, 325, 353–356, 932, 1283
sensor cleaning mode, 349
size of, 1153–1154
square, 72
tend to heat up, 1046
type of, 339–347
X-Trans (Fuji), 329, 332
X3, 337–338, 836

sepia, 1144
Sesame Street (a television show), 1000
Seth, Vikram (1952–), 417, 776
Seurat, Georges-Pierre (1859–1891), 59
Sexton, John (photographer, 1953–), 131
Sforza, Ludovico Maria (1452–1508), 644
Shadbolt, George (1817–1901), 695
shake (of camera), xvi, 58, 232, 238, 240,

245, 724, 1133, 1275
shake reduction image stabilization, 479
Shakespeare, Nicholas William Richmond

(1957–), 245, 1284
Shakespeare, William (1564–1616), 645,

1308
Shannon, Claude Elwood (1916–2001), 1245
Shannon-Nyquist, see sampling theorem
shapes (in image composition), 1076, 1078
Sharboneau, Evan, 967
sharpening an image, 175–177, 337, 626,

1142, 1144
and microfocusing, 400
in snapseed, 1090

sharpening edges in an image, 880–882
sharpness (of a lens), 258–260, 1144
Shaw, Tucker (1968–), 41
shelf-life of cameras, 459
Shepard, Alan Bartlett Jr. (1923–1998), 740
shiny skin (specular reflections), 1024
shooting level, 240, 241
shooting star trails, 1042–1048
shooting tethered, 439
short shutter speed, 346, 1267
shortsightedness, 144
shutter, 57, 221–241, 1144

Copel square, 224, 225
drop, 703
electronic first curtain, 231
electronic front curtain, 227, 230, 232, 464
focal-plane, 221
full electronic, 227
global, 227
hybrid, 227
leaf, 221, 267, 268
lifetime, 465
near-focal-plane, 703
rolling, 227
x-sync, 225

shutter lag, 1144, 1150–1151
in a rangefinder, 472, 620
in a smartphone camera, 937
in a TLR, 469

shutter priority, 57, 261, 1144
shutter release (remote), 437–439, 1052
shutter shock, 231
shutter speed, 57

and CHDK, 566
capturing the moment, 232
in low perspective, 1002
irrelevant, 237, 1275
long, 222, 236, 239, 253, 346, 509, 573,

1267
rule of thumb, 236, 240
short, 346, 1267
slow, 239
slowest, 236
the most powerful control, 222
very high, 235

shutter speeds, 232–241
technical and aesthetic di↵erences, 236

shutter’s block, 40
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Siembab, Carl (1926–2007), 791
Sigma SD9 camera, 338, 836
silhouettes, 1025, 1041–1042

in fog and clouds, 984
in shooting star trails, 1045
portrait, 1020

Silva, Mario Eduardo Testino (1954–), 1299
silver halide printing, 210
silver halides (light sensitive), 648
simplicity (in image composition), 947, 1052
simplification (in image composition), 1055
single-lens stereo, 901–909
single-lens-translucent, see SLT
skunk (black/white image), 194
skylight filter, 1144
Slattery, Ron, 805
slit-scan (panoramic cameras), 527
slit-scan panorama, 528, 529
slofie (slow motion selfie), 1022
slow camera, 378, 475, 620, 621, 1147, 1150,

1151
slow motion video, 576
slow shutter speed, 239
slow sync (flash mode), 1144
SLR

35 mm, 830
history of, 716
invention of, 716, 808, 825

SLT (single lens translucent), 218, 467, 838
smallest interchangeable-lens camera?, 494
smallest theoretical f-stop, 256
smart telephones, 1152, 1156

definition of, 510, 742
smartphone cameras

best of, 742–747
history of, 742–747

SMC lens coating, 833
smile (as the subject of a picture), 962
Smith, George Elwood (1930–), 322, 733,

736, 833, 834
Smith, Hamilton Lanphere (1818–1903), 691
Smith, John Thomas (1766–1833), 1070
Smith, Pamela Colman (1878–1951), 777
Smith, William Eugene (1918–1978), 557,

715
smoothing (blurring) an image, 860–864
snapseed

replacing a background, 1097

snapseed (image editing software),
1087–1101

snapseed image editing software, 105, 1088
snapshot, 2

and photograph, 2, 1265
and the Kodak Brownie, 700
definition of, 827, 1265

Snell, Willebrord van Roijen (1580–1626),
131, 132

Snell’s law, 131, 133, 155, 156, 1202, 1203
aspherical lens, 1219–1223

snipping, see cropping
Snow, Charles Percy (1905–1980), 520
Soames, Mary Spencer-Churchill

(1922–2014), 799
Sobel edge detection operator, 871–872
Sobel extended edge detection operator, 873
soft focus, 1144
soft lighting, 995, 1144
soft proofing of color profiles, 183
solar photography, 449
Sony A7 and A7R cameras, 842
Sony a9, 69
Sony alpha cameras, 218, 467, 838, 842
Sony Cyber-Shot camera, 499, 500, 603, 836

face detection, 939
Sony Cyber-shot DSC-F828, 333
Sony Cyber-shot HX400V, 481
Sony Cyber-shot RX1, 1157
Sony Cyber-shot RX10 III, 481
Sony Cyber-shot RX10 IV, 481
Sony Cyber-shot RX100, 341, 841, 1154
Sony DSC-KW1/KW11 cameras, 170
Sony Ericsson S006, 746
Sony Mavica (Magnetic Video Camera), 733
Sony RGBE color filter array, 333
Sony RX0 II, 503
Sony RX10, 1272
sound (speed of), 384
Southey, Reginald (1835–1899), 768, 769
Southey, Robert (1774–1843), 581
space (an element of image composition),

953
space (as the subject of a picture), 956, 964
space-filling curve, 356
Sparks, Nicholas Charles (1965–), 425
specialty cameras, 504–511
Spectra camera (Polaroid), 385
specular reflections, 362, 1024
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Speed Graphic camera, 831
speed of sound, 384
spherical aberration, 170, 171, 1144

and depth of field, 276
in the Hubble space telescope, 171

spherical lens, 1203–1209
sign convention for radius, 1204

Spherocam panoramic camera, 526
Spiller, John (1833–1921), 695
Spira collection, 63
Spira, Jonathan B. (1961–), 63
Spira, Siegfried Franz (1924–2007), 63
spoon (reflection from), 130
sport mode, 1151
sports photography, 14, 18, 22, 237, 238,

307, 342, 376, 426, 435, 465, 620, 722,
747, 966, 967, 1148, 1287–1289

spot metering, 402, 1144
Spotmatic camera (Pentax), 833
Sprint PM8920 cell phone, 746
spy cameras, see miniature and spy cameras
square images (and rule of thirds), 1071
SR (shake reduction), 236
sRGB color space, 95, 111, 177
standard 50 mm lens, 138
standard dynamic range (SDR), 609
Stanford, Amasa Leland (1824–1893), 757
Stanford, Jane Lathrop (1828–1905), 763
Stanford, Leland DeWitt (1868–1884), 763
star trails (shooting), 1042–1048
Star Wars (film), 1169
starburst (optical e↵ect), 114–118

and bokeh, 118
steganography (data hiding), 1171
Steichen, Edward Jean (1879–1973), 748,

779–781, 786, 799, 832
Steinbeck, John (1902–1968), 458
step rings for lens reversal, 434
step rings for ND filters, 455
stereo photography, 825

with mirrors, 521, 900
stereo Realist (3D camera), 831
stereo vision

single lens, 903
triangulation, 517, 901
double lens, 901
single lens, 901–909

StereoPhotoMaker (software), 521
stereoscope viewer, 826

stereoscopic images, 517–521
stereoscopy, 517–521
Sterling, Jessica, 1134
Stieglitz, Alfred (1864–1946), 748, 772–782,

796
Stillman, Jacob Davis Babcock (1819–1888),

763
stitching (a panoramic image), 1145
stock photography, 67–68
Stokes, George Gabriel (1819–1903), 894
stone bag (for tripods), 1287
stop (photographic term), 17, 56, 57, 215,

250, 253, 306, 1268
1/3 and 2/3 of, 247
and histogram, 413
and ND filters, 451
definition of, 247
in HDR, 585, 612

street photographers, 784, 805, 829, 830
and portable printing, 210
prefer auto ISO mode, 308
prefer TLRs, 469

stretching an image, 1231
strobe photography, 829
stroboscope, 829
Strong, Henry Alvah (1838–1919), 702
stuttered motion (in time-lapse

photography), 578
stygian colors, 83
subband transforms, 1182
subcompact cameras, 1152
subject and background in image

composition, 1049
subject of an image, 15, 956
subpixels, 1227
subsampling (chroma), 1179–1182
subtractive colors, 98, 182
Suler, John, 972
Sullivan, Arthur (1842–1900), 706
sun

photographing, 1279
time-lapse of, 577

sunny 16 rule, 234–235, see also looney 11
rule

sunrise and sunset photography, 951,
1036–1040, 1066, 1305

and reverse GND filter, 452
Super Kodak Six-20 camera, 699, 830
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super res zoom (in the Pixel 3 smartphone),
932–935

superzoom, 840
support region of a filter, 861, 865
sure shot, see Canon AF-35m camera
surveillance cameras, 378
Sutherland, Andrew V. (mathematician),

1308
Sutton, Thomas (1819–1875), 462, 716, 808,

818, 825
Swan, Joseph Wilson (1828–1914), 689
sweep panorama mode (Sony), 525
sweet spot (of a lens), 260
Swift, Henry (1891–1962), 796
swing (up-down tilt), 162
SX-70 camera (Polaroid), 374, 385, 833, 834
SX210 IS camera (Canon), 560, 562, 572,

729
SX40 camera (Canon), 1272
symmetry (an element of image

composition), 948, 950, 954, 1011, 1054
and balance, 954
and rule of thirds, 950

synthetic image, 411, 1177
Szarkowski, John (1925–2007), 791

T
T (shutter setting), 1145
T-stop, 264–265
Takumar (Pentax lenses), 728
Talbot, Charles Henry Fox (1842–1916), 680
Talbot, Matilda, see Gilchrist-Clark,

Matilda
Talbot, William Henry Fox (1800–1877), vii,

260, 368, 660, 661, 674, 677–684, 811,
813, 824, 825, 1298

Dies Mirabilis, 678
Talbotype (Talbot’s photographic process),

662, 681, 825, see also calotype
Tapes, Michael (LensAlign), 398
Tartan ribbon (image), 808, 818
Tatooine (planet), 1169
taupe (definition of), 87
Taupenot, Jean-Marie (1824–1856), 695, 696
taxicams, 533
technicolor film process, 828
telephoto, 58, 1145

use in sports, 426, 1304
telephoto lens, x, 58, 146

and lens reversal, 433
telescopes

Argunov-Cassegrain, 124
Maksutov-Cassegrain, 124
Newtonian, 121
reflecting, 120
Schmidt-Cassegrain, 123

telescopic e↵ect, 112, 424
telescoping, 17, 149, 1054

and star trails, 1047
zooming, 1279

temporal aliasing, 1245
Tennyson, Alfred (1809–1892), 750, 751, 766
Tessera camera (MegaVision), 736
tethered shooting, 439

and microfocusing, 399
texture (an element of image composition),

950
TFT (thin film transistor), 1145
The Hunting of the Snark (book), 1308
The Roaring Lion (photo), 610, 798
thick lenses, 141–143
thin-lens equation, 140, 246, 284, 294, 1202,

1207
Thompson, Florence Owens (1903–1983),

783
Thompson, William (1822–1879), 808, 817
thread lens mount, 432
three point lighting, 1018, 1019
three-CCD (3CCD) camera, 339
three-quarter portrait, 15, 1012, 1018
thresholding (point operation), 852–853
Through the Looking Glass (novel), 770
through-the-lens focusing, 1145
through-the-lens light metering (TTL), 833,

1145
thumbnail, 1145
TIFF file format, xvii, 369, 1193–1194

and EXIF, 373
tilt-shift lenses, xvi, 57, 112, 161–168, 282,

473–476
tiltpod (zero-legged tripod), 444
time domain, 915
time series, 914
time value, see shutter priority
time-lapse panorama, 528
time-lapse photography, 566, 1139, 1145
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and action camera, 504, 580, 1293
and direction of light, 1067
and egg timer, 580
and HDR, 578, 635–636
CHDK, 574–584, 635, 1295
chronopanorama, 1295
dragging the shutter, 578
Seattle, 576
suitable subjects for, 1295
USB charging, 73

timeline (history of photography), 823–843
tintype (wet plate photography), 686, 691
tiny world panoramas, 528–530
Tippett, Maria W. (1944–), 801
Titian (Tiziano Vecelli 1488–1576), 1067
Titov, Gherman Stepanovich (1935–2000),

740
TLR, 119, 218, 468–470

invented by Disdéri, 468, 693, 829
TMT (translucent mirror technology), 218,

467
Tolkien, John Ronald Reuel (1892–1973), 15
tone mapping, 595–597, 615–616, 630–635

artificial colors, 931, 932
in dark scenes, 938
in HDR+, 931
in photomatix, 634

total internal reflection, 134
Tournachon, Gaspard Félix (Nadar,

1820–1910), 740, 752–756, 776, 825
Tournachon, Paul (1856–1939), 754–756
toy e↵ect, see miniature (photographic

e↵ect)
Toy Story (movie), 382
training (in data compression), 1195, 1196
transforms

AC coe�cient, 1186, 1248
DC coe�cient, 1186–1188, 1192
definition of, 913, 1182
DFT, 847, 912–923
discrete cosine, 913, 1179, 1185, 1248
images, 1182–1186
orthogonal, 1182
subband, 1182

translucent mirror technology, see TMT
transmission (of light in a lens), 264
transmittance (definition of), 168
transmittance of a lens, 264
traveling photographer, 1287

and portable printing, 210
triangulation for stereo vision, 517, 901
trichroic prism, 339
trichromatic theory of color, 84
tripods, 439–443, 1145, 1289

and heavy cameras, 475
and low light, 236
and panoramic lenses, 531
and stereo images, 518
broken, 49
for smartphones, 442
gorilla, 441, 443
head, 1132
human, 1288
interchangeable feet, 441
low, 441, 442
modopocket, 441
night photography, 237
rule of thumb, 236
slow shutter speeds, 237, 240, 262, 313,

314, 1280
stone bag, 1287
tips for, 1287–1288
to prevent vibrations, 1279
Ultra-Shot, 442

TS lens, see tilt-shift lenses
TTL, see through the lens light metering
TTL flash, 729
Tukey, John Wilder (1915–2000), 918
tungsten light, 1145
Turner, Joseph Mallord William

(1775–1851), 666
Twain, Mark (1835–1910), xviii
twilight photography, 791, 795, 1011,

1040–1042
and long exposure, 242

twin-lens-reflex, see TLR
twinkle in the eye (a compositional

element), 1063
two-pass compression, 1192
Tyler, Anne (1941–), 34
type (of sensor), 339–347
types of cameras, 215–221, 459–557

U
uBASIC interpreter, 563
Uelsmann, Jerry (1934–), 1299
ugliest color, 101, 1269
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ultra compact cameras, 1152
Ultra-Shot (tripod device), 442
umbrella (light di↵using), 441
unary code, 1188
unbroken rule of photography, 947
undercranking, see time-lapse photography
underexposure, 1145
undertone (of a color), 86, 87
unequivocal (meaning of), 182
unipod, 1140
USB (universal serial bus), 1145
UV filter, 1145
Uzzle, Burk (1938–), 638

V
V line of Hasselblad cameras, 353, 1298
Vérignon, Joseph-Pierre Anaclet (ca

1814–ca 1860), 824
vacublitz (flashbulb), 829
value (of color), 1145
Van Dyke, Willard (1906–1986), 783, 796,

829
van Gogh, Vincent Willem (1853–1890),

124, 806, 1020
variable-length codes in fax compression,

1195
variance (as energy), 1183
variance (of an image), 942
varifocal (zoom lens), 146, 827
Vasu, Nagesh, 1096, 1098, 1100, 1103, 1104
vectis camera (Minolta), 708
vectors (definition of), 872
Velázquez, Diego Rodŕıguez de Silva y

(1599–1660), 1270
Velde, Jan van de (1593–1641), 661
Venus at her Mirror (painting), 1270
Vermeer, Johannes (1632–1675), 461
Verne, Jules Gabriel (1828–1905), 752, 825
vertical grips, 435–436
vertical logarithmic histogram, 413
vertigo (movie), 147
vertorama (vertical panorama), 56, 525,

653, 1141, 1145
very fast lenses, 254, 256, 379
VGA resolution, 1145
vibration reduction (VR), 236, 835, 1145,

see also image stabilization (IS)
Vierkotter, Paul, 829
view cameras, 220, 473–476, 698

diagonal size, 1282

view-master (a stereoscopic device), 830

view-master personal stereo camera, 832

viewfinder

and left eye, 238, 622

definition of, 1146

electronic, 216, 464

hybrid, 216

LCD, 434, 436–437

only one eye, 497

optical, 215, 216, 464

photomic, 721

viewing distance (rule of thumb), 188

vignette, 254

in lomography, 509

in snapseed, 1095

vignetting, 58

and HDR, 618

as a compositional tool, 1062

definition of, 1146

in a pinhole camera, 460

in Holga, 506

in Lomo, 509

pixel, 254

reduced in the Nikon F, 720

why it works, 1062

with Zeikos lenses, 604

vignetting tools in graphics software, 1062

Vinci, see da Vinci, Leonardo

Vinci, Leonardo di ser Piero da
(1452–1519), 644, 645

virtual image (concave lens), 140, 142

vision (human), 78–94, 175, 215, 356, 880

and the camera, 111–113

visual acuity, 90, 187–191

of the eye, 91

visual tension (in image composition), 1055,
1060, 1061

VitalyB (CHDK developer), 567

Vogel, Hermann Wilhelm (1834–1898), 774

Voigtländer, Peter Wilhelm Friedrich Ritter
von (1812–1878), 669

Volta, Alessandro Giuseppe Antonio
Anastasio (1745–1827), 514

VR, see vibration reduction
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W
Wabi-sabi philosophy, 949
Walker, William Hall (1846–1917), 702
Wallace, Alfred Russel (1823–1913), 674
Walsh, Lloyd R., 324
Ward, William Arthur (1921–1994), 1040
Warhol, Andy (1928–1987), 1168, 1235
warm colors, 10, 86–87, 559, 954

and color temperature, 97
and positive thoughts, 1036
gray?, 87
in snapseed, 1089
in tone mapping, 635

Warnerke, Leon (1837–1900), 308
webcams, 378

first, 737
Weber’s law (of human perception), 357
Wedgwood, Josiah (1730–1795), 648, 649,

823
Wedgwood, Thomas (1771–1805), 648–649,

674, 811, 823
weighted median (image filter), 866
Welty, Eudora (1909–2001), 504
Weston, Edward Henry (1886–1958), 260,

748, 781–783, 796, 829, 1299
Weston, Theodore Brett (1911–1993), 748
wet plate day 2014, 686
wet plate photography, 686–694
Wharton, Edith (1862–1937), 135
Wheatstone, Charles (1802–1875), 517
white (a non-spectral color), 84
white balance, vii, ix, xvi, 362–365, 371,

1146
and color temperature, 97
and raw format, 364
in Google Pixel 3 camera, 938
in snapseed, 1095
learning-based, 938
manual, 10, 363, 1031

white point (AWB algorithm), 364
Whitted, John Turner, 895
why not (two important words), 43
wide-angle focal length, 1146
wide-angle lens, x, 58, 146

and cropping, 1149
Widelux panoramic camera, 528
Widespan panoramic camera, 528
WiFi, 1155

in a compact, 1154–1155

Wilde, Oscar Fingal O’Flahertie Wills
(1854–1900), 23

wildlife photography, 45
William Crookes (1832–1919), 695
Wilson, Charis Helen (1914–2009), 781, 783
window as a framing tool, 952
Winogrand, Garry (1928–1984), 806
Winther, Hans Thøger (1786–1851), 675,

825
Witelo (c. 1270–1285), 132
Wolcott, Alexander Simon (1804–1582),

669–670, 825
Wong, Robin (photographer), 243
Wood e↵ect, 512
Wood, Robert Williams (1868–1955), 512,

828
Woolf, Adeline Virginia (1882–1941), 749
work the shot (take many shots), 1073
worst mistake of beginners, 33
worst nightmare of a photographer, 19
Wratten, Frederick Charles Luther

(1840–1926), 828
wrongest prediction, xviii
Wunsch, Friederike Wilhelmine von, 824
Wurtzel, Jon, 745
www (web), 1178
Wynne, Frank (1962–), 173, 667

X
X-ray motion picture camera, 829
X-rays, 130
X-sync speed, 225
X-T2 camera (Fuji), 282
X100S camera (Fuji), 216, 332, 614
X27 Osprey night vision camera, 517
X3 image sensor, 337–338, 836
XGA resolution, 1146

Y
Yates, Edmund Hodgson (1831–1894), 770
yaw (direction of), 243
YCbCr color space, 108–111, 1179–1182

face detection, 941
Yeager, Charles Elwood (Chuck,

1923–2020), 613
Yoshida, Goro (Canon founder), 830
Young, Roland (1887–1953), 197
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Young, Thomas (1773–1829), 76, 84

Z
Zapp, Walter (1905–2003), 532
zebra patterns, 367
Zeikos lens system, 559, 603–608
Zeiss Planar 50mm f/0.7 lens, 427
Zeiss ZX1 compact camera, 4, 843
Zerene Stacker (focus stacking software),

283
zero-shutter-lag (in Google Pixel cameras),

937
zigzag sequence in JPEG, 1187, 1307

zoetrope (movie viewer), 757
Zone System, 830
zoom

digital, 150–151
optical, 150

zoom lenses, 146–147
constant aperture, 1272

zoom range, 1150
35 mm equivalent, 1150

zooming, see scaling an image
zoopraxiscope (an early movie projector),

757, 760
ZX1 (Zeiss), 4, 843

In the bad old days, the index was a list of prohibited books; may we
now, in a more enlightened age, ban books without indexes?

—Stephen Jay Gould, An Urchin in the Storm, (1987)



Colophon

The idea for this book came to me in a flash (actually, when the flash did not fire).
After using a Canon SD800 IS (an excellent 7.1 MP compact, see Figure 3.24) for five
years, I bought a new, 16 MP Sony Cyber-shot DSC-WX50 (Figure 3.26) because of
its attractive panorama mode. I was surprised to see how the “superior” mode of this
camera produced bright images taken with very little ambient light and without a flash.
In a flash I thought “you couldn’t expect even a large, expensive DSLR to do better
under these conditions,” and the more I thought of the performance of this camera, the
more I became convinced that there was room for a book on how to get the most from
the compact cameras of today (and even of yesterday). Before I realized it, to quote
Jane Austen, I was in the middle before I knew that I had begun.

The current edition of the book discusses more than just compacts. There is an
introductory chapter on optics, there is much material on photographic terms and con-
cepts and on how cameras work, and there is a chapter on the history of photography
and a timeline, plus several useful appendixes.

As mentioned in the Preface, any comments, suggestions, and corrections are wel-
come and should be emailed to the author at dsalomon@csun.edu.

We must take up photography seriously,
it seems to make you very popular.

—Maeve Binchy, Echoes, (2008)


